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Preface

This book is intended to give students at the advanced undergraduate or
introductory graduate level and researchers in computer vision, robotics,
and computer graphics a self-contained introduction to the geometry of
3-D vision: that is, the reconstruction of 3-D models of objects from a
collection of 2-D images. The only prerequisite for this book is a course in
linear algebra at the undergraduate level.

As timely research summary, two bursts of manuscripts were published
in the past on a geometric approach to computer vision: the ones that
were published in mid 1990’s on the geometry of two views (e.g., Faugeras
1993, Weng, Ahuja and Huang 1993, Maybank 1993), and the ones that
were recently published on the geometry of multiple views (e.g., Hartley
and Zisserman 2000, Faugeras, Luong and Papadopoulo 2001).1 While a
majority of those manuscripts were to summarize up to date research re-
sults by the time they were published, we sense that now the time is ripe
for putting a coherent part of that material in a unified and yet simplified
framework which can be used for pedegogical purposes. Although the ap-
proach we are to take here deviates from those old ones and the techniques
we use are mainly linear algebra, this book nonetheless gives a comprehen-
sive coverage of what is known todate on the geometry of 3-D vision. It

1To our knowledge, there are also two other books on computer vision currently in
preparation: Ponce and Forsyth (expected in 2002), Pollefeys and van Gool (expected
in 2002).
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also builds on a homogeneous terminology a solid analytical foundation for
future research in this young field.

This book is organized as follows. Following a brief introduction, Part I
provides background materials for the rest of the book. Two fundamental
transformations in multiple view geometry, namely the rigid-body motion
and perspective projection, are introduced in Chapters 2 and 3 respectively.
Image formation and feature extraction are discussed in Chapter 4. The two
chapters in Part II cover the classic theory of two view geometry based on
the so-called epipolar constraint. Theory and algorithms are developed for
both discrete and continuous motions, and for both calibrated and uncal-
ibrated camera models. Although the epipolar constraint has been very
successful in the two view case, Part III shows that a more proper tool
for studying the geometry of multiple views is the so-called rank condi-
tion on the multiple view matrix, which trivially implies all the constraints
among multiple images that are known todate, in particular the epipolar
constraint. The theory culminates in Chapter 10 with a unified theorem
on a rank condition for arbitrarily mixed point, line and plane features. It
captures all possible constraints among multiple images of these geometric
primitives, and serves as a key to both geometric analysis and algorithmic
development. Based on the theory and conceptual algorithms developed in
early part of the book, Part IV develops practical reconstruction algorithms
step by step, as well as discusses possible extensions of the theory covered
in this book.

Different parts and chapters of this book have been taught as a one-
semester course at the University of California at Berkeley, the University
of Illinois at Urbana-Champaign, and the George Mason University, and as
a two-quater course at the University of California at Los Angles. There is
apparantly adequate material for lectures of one and a half semester or two
quaters. Advanced topics suggested in Part IV or chosen by the instructor
can be added to the second half of the second semester if a two-semester
course is offered. Given below are some suggestions for course development
based on this book:

1. A one-semester course: Appendix A and Chapters 1 - 7 and part of
Chapters 8 and 13.

2. A two-quater course: Chapters 1 - 6 for the first quater and Chapters
7 - 10 and 13 for the second quater.

3. A two-semester course: Appendix A and Chapters 1 - 7 for the first
semester; Chapters 8 - 10 and the instructor’s choice of some advanced
topics from chapters in Part IV for the second semester.

Exercises are provided at the end of each chapter. They consist of three
types: 1. drill exercises that help student understand the theory covered
in each chapter; 2. programming exercises that help student grasp the
algorithms developed in each chapter; 3. exercises that guide student to
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creatively develop a solution to a specialized case that is related to but
not necessarily covered by the general theorems in the book. Solutions to
most of the exercises will be made available upon the publication of this
book. Software for examples and algorithms in this book will also be made
available at a designated website.

Yi Ma
Stefano Soatto
Jana Košecká
Shankar Sastry

Café Nefeli, Berkeley
July 1, 2001
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Chapter 1
Introduction

1.1 Visual perception: from 2-D images to 3-D
models

The sense of vision plays an important role in the life of primates: it allows
them to infer spatial properties of the environment that are necessary to
perform crucial tasks towards survival. Even relatively simple organisms
are capable of remote, non-contact sensing of the space surrounding them.
Sensing information is then processed in the brain to infer a representation
of the world; this can be used to their advantage in order to move within
the environment, detect, recognize and fetch a prey etc.

In broad terms, a visual system is a collection of devices that transform
measurements of light intensity into estimates of geometric properties of the
environment. For instance, the human visual system measures the intensity
of light incident the retinas and processes the measurements in the brain
to produce an estimate of the three-dimensional layout of the scene that is
sufficient, for instance, to reach for an object in the scene and grasp it. Only
in recent years have artificial vision systems been developed that process
light intensity measured by a camera and produce estimates of the three-
dimensional layout of the scene being viewed. Artificial vision systems offer
the potential of relieving humans from performing spatial control tasks that
are dangerous, monotonous or boring such as driving a vehicle, surveying
an underwater platform or detecting intruders in a building. In addition,
they can be used to augment human capabilities or replace lost skills.
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A single image of a scene is already a rich source of information on the
three-dimensional structure, combining different cues such as texture, shad-
ing, T-junctions, cast shadows etc. (see figure 1.1). An image, however, is

Figure 1.1. Some “pictorial” cues for three-dimensional structure: texture (left),
shading and T-junctions (right).

intrinsically ambiguous since one dimension is lost in the projection from
the three-dimensional world onto the two-dimensional imaging surface.
Inferring 3-D structure from 2-D images depends upon underlying assump-
tions about the scene. For instance, in exploiting shading cues one assumes
that the visible surfaces have (locally) homogeneous reflective properties, so
that the different appearance in different locations on the image is a func-
tion of the geometric properties at the corresponding location in space. This
is one of the dominant cues in the perception of the shading of a marble
statue, or of a hill covered with snow (see Figure ??). Similarly, in the use
of cast-shadows one assumes that objects have homogeneous radiance, so
that the shadow can be related to a three-dimensional spatial configuration
(Figure ??). In the use of texture, one assumes that the scene presents some
statistically homogeneous patterns, such as in a tiled floor or a flower bed
(Figure ??). The problem of dividing the image into regions where some of
the properties mentioned above are homogeneous is called “segmentation”.

Since all these cues are present in one single picture, they are usually
called “pictorial”. For each cue it is possible to construct examples where
the underlying assumption is violated, so that we have different three-
dimensional scenes that produce the same image, thereby giving rise to
an optical “illusion”. In fact, pictures are the most common instance of an
illusion: they are objects with a particular three-dimensional shape (usually
a plane) whose image on our retina is almost equal to the image of the three-
dimensional scene they portrait. We say “almost” because the human visual
system exploits other cues, that usually complement pictorial cues and
disambiguate between different spatial interpretations of the same image.
This has been known to Leonardo da Vinci, who noticed that the image
of a scene on the left eye is different from the image on the right eye.
Their “difference”, known as Da Vinci stereopsis, can be used to infer the
three-dimensional structure of the scene.

Artificial images that contain only the stereo cue can be constructed us-
ing so-called “random-dot stereograms”, invented by Bela Julesz in 1960
(see Figure ??). However, even stereo relies on an assumption: that points
put into correspondence between the left and the right eye represent the
same spatial location. When this assumption is violated we have, again,
illusions. One example is given by those patterned pictures called “au-
tostereograms” where, by relaxing the eyes as to look at infinity, one sees
a three-dimensional object emerging out of the flat picture. Stereo is ex-
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Figure 1.2. Stereo as a cue in “random dot stereogram”. When the image is fused
binocularly, it reveals a “depth structure”. Note that stereo is the only cue, as
all pictorial aspects are absent in the random dot stereograms.

ploited by the human visual system to infer the “depth” structure of the
scene in the close-range. More generally, if we consider a stream of images
taken from a moving viewpoint, the two-dimensional image-motion1 can
be exploited to infer information about the three-dimensional structure of
the scene as well as its motion relative to the viewer.

That image-motion is a strong cue is easily seen by eliminating all picto-
rial cues until the scene reduces to a cloud of points. A still image looks like
a random collection of dots but, as soon as it starts moving, we are able
to perceive the three-dimensional shape and motion of the scene (see fig-
ure 1.3). The use of motion as a cue relies upon the assumption that we are

Figure 1.3. 2-D image-motion is a cue to 3-D scene structure: a number of dots
are painted on the surface of a transparent cylinder. An image of the cylinder,
which is generated by projecting it onto a wall, looks like a random collection
of points. If we start rotating the cylinder, just by looking at its projection we
can clearly perceive the existence of a three-dimensional structure underlying the
two-dimensional motion of the projection.

able to assess which point corresponds to which across time (the correspon-
dence problem, again). This implies that, while the scene and/or the sensor
moves, certain properties of the scene remain constant. For instance, we
may assume that neither the reflective properties nor the distance between
any two points on the scene change.

In this book we will concentrate on the motion/stereo problem, that is the
reconstruction of three-dimensional properties of a scene from collections
of two-dimensional images taken from different vantage points.

The reason for this choice does not imply that pictorial cues are not
important: the fact that we use and like photographs so much suggests the
contrary. However, the problem of stereo/motion reconstruction has now
reached the point where it can be formulated in a precise mathematical
sense, and effective software packages are available for solving it.

1.2 A historical perspective

give a succinct history of vision

1We use the improper diction “image-motion” or “moving image” to describe the
time-change of the image due to a relative motion between the scene and the viewer.



4 Chapter 1. Introduction

1.3 A mathematical approach

As mentioned above, computer vision is about the study of recovering three-
dimensional information (e.g., shape or layout) of a scene from its two-
dimensional image(s). It is this nature of computer vision that claims itself
as the inverse discipline of computer graphics, where the typical problem is
to generate realistic two-dimensional images for a three-dimensional scene.
Due to its inverse problem nature, many problems that arise in computer
vision are prone to be ill-conditioned, or sometimes impossible to solve.

The motion/stereo problem, however, is one of the problems in computer
vision that can be well posed. With reasonable assumptions on lighting
condition, surface reflective property, and geometry (or shape) of objects,
it is possible to fully capture information of a three-dimensional scene by a
collection of two-dimensional images (typically taken from different vantage
points). These assumptions usually include:

1. Lighting condition remains constant while all the images are taken
for a scene;

2. Surface reflectance of objects in the scene is Lambertian, i.e. color and
brightness intensity of a point on a surface does not change with the
vantage point;

3. Objects in the scene consist of only geometric primitives: vertex, edge,
plane, and some simple curves or surfaces.

It also makes sense to require that there is always sufficient variation of
color and reflectance among these primitives such that it is possible to
distinct them from one or another - a scene of purely white objects against
a white background does not reveal itself well from any view. Under these
assumptions, at least in principle, we may expect that a full reconstruction
of a scene can be obtained from its multiple images. The rest of this book
is going to show how.

While assumptions listed above indeed make the motion/stereo problem
tractable to some extent, they do not imply that a constructive solution to
a full reconstruction would then be easy. In order to find such a solution,
it is imperative to understand first the geometric relationships between a
three-dimensional scene and its multiple two-dimensional images. Mathe-
matical problems raised in this context can be roughly thought as result
of the interplay of two fundamental and important transformations: 1. the
Euclidean motion which models the motion of camera; 2. the perspective
projection which models the formation of image. Sometimes, for technical
or practical reasons, the Euclidean motion can also be replaced by other
types of motions, such as affine or projective transformations.2 Euclidean

2For example, if the camera is not calibrated, it is usually easier to recover the camera
motion up to a projective transformation.
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motion, also known as rigid body motion, has been a classic subject in ge-
ometry, physics (especially mechanical physics), and robotics. Perspective
projection, with its root traced back to Renaissance art, has been a widely
studied subject in projective geometry and computer graphics. Important
in their own right, it is however the study of computer vision and computer
graphics that has brought together these two separate subjects, and there-
fore generated an intriguing, challenging, and yet beautiful new subject:
multiple view geometry.

1.4 Organization of the book

let us leave this last.
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Chapter 2
Representation of a three dimensional
moving scene

The study of the geometric relationship between a three-dimensional scene
and its images taken from a moving camera boils down to the interplay be-
tween two fundamental transformations: the rigid body motion that models
how the camera moves, and the perspective projection which describes
the image formation process. Long before these two transformations were
brought together, the theories for each had been developed independently.

The study of the principles of motion of a material body has a long
history belonging to the foundations of physics. For our purpose, the more
recent noteworthy insights to the understanding of the motion of rigid
bodies came from Chasles and Poinsot in the early 1800s. Their findings
led to current treatment of the subject which has since been widely adopted.

We start this chapter with an introduction to the three dimensional Eu-
clidean space as well as to rigid body transformations. The next chapter
will then focus on the perspective projection model of the camera.

2.1 Three-dimensional Euclidean space

We will use E3 to denote the familiar three-dimensional Euclidean space.
In general, a Euclidean space is a set whose elements satisfy the five
axioms of Euclid []. More practically, the three-dimensional Euclidean
space can be represented by a (global) Cartesian coordinate frame: ev-
ery point p ∈ E3 can be identified with a point in R3 by three coordinates:
X

.
= [X1, X2, X3]

T . Sometime we will use [X,Y, Z]T to indicate individ-
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ual coordinates instead of [X1, X2, X3]
T . Through such an assignment of

Cartesian frame, one establishes a one-to-one correspondence between E3

and R3, which allows us to safely talk about points and their coordinates
as if they were the same thing.

Cartesian coordinates are the first step towards being able to measure
distances and angles. In order to do so, E3 must be endowed with a metric.
A precise definition of metric relies on the notion of vector. In the Euclidean
space, a vector is identified by a pair of points p, q ∈ E3; that is, a vector
v is defined as a directed arrow connecting p to q. The point p is usually
called the base point of v. In coordinates, the vector v is represented by the
triplet [v1, v2, v3]

T ∈ R3, where each coordinate is the difference between
the corresponding coordinates of the two points: if p has coordinates X and
q has coordinates Y, then v has coordinates1

v = Y −X ∈ R3.

One can also introduce the concept of free vector, a vector whose definition
does not depend on its base point. If we have two pairs of points (p, q) and
(p′, q′) with coordinates satisfying Y−X = Y′−X′, we say that they define
the same free vector. Intuitively, this allows a vector v to be transported in
parallel anywhere in E3. In particular, without loss of generality, one can
assume that the base point is the origin of the Cartesian frame, so that
X = 0 and v = Y. Note, however, that this notation is confusing: Y here
denotes the coordinates of a vector, that happen to be the same as the
coordinates of the point q just because we have chosen the point p to be
the origin. Nevertheless, the reader should keep in mind that points and
vectors are different geometric objects; for instance, as we will see shortly,
a rigid body motion acts differently on points and vectors. So, keep the
difference in mind!

The set of all (free) vectors form a linear (vector) space2, where a linear
combination of two vectors v, u ∈ R3 is given by:

αv + βu = (αv1 + βu1, αv2 + βu2, αv3 + βu3)
T ∈ R3, ∀α, β ∈ R.

The Euclidean metric for E3 is then defined simply by an inner product on
its vector space:

Definition 2.1 (Euclidean metric and inner product). A bilinear
function 〈·, ·〉 : R3 × R3 → R is an inner product if it is linear, symmetric
and positive definite. That is, ∀u, v, w ∈ R3

1. 〈u, αv + βw〉 = α〈u, v〉 + β〈u,w〉, ∀ α, β ∈ R,

2. 〈u, v〉 = 〈v, u〉.
3. 〈v, v〉 ≥ 0 and 〈v, v〉 = 0 ⇔ v = 0,

1Note that we use the same symbol v for a vector and its coordinates.
2Note that points do not.
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The quantity ‖v‖ =
√
〈v, v〉 is called the Euclidean norm (or 2-norm)

of the vector v. It can be shown that, by a proper choice of the Cartesian
frame, any inner product in E3 can be converted to the following familiar
form:

〈u, v〉 = uT v = u1v1 + u2v2 + u3v3. (2.1)

In most of this book (but not everywhere!) we will use the canonical inner
product 〈u, v〉 = uT v and, consequently, ‖v‖ =

√
v2
1 + v2

2 + v2
3 . When

the inner product between two vectors is zero, 〈u, v〉, they are said to be
orthogonal.

Finally, a Euclidean space E3 can then be formally described as a space
which, with respect to a Cartesian frame, can be identified with R3 and
has a metric (on its vector space) given by the above inner product. With
such a metric, one can measure not only distances between points or angles
between vectors, but also calculate the length of a curve, or the volume of
a region3

While the inner product of two vectors returns a scalar, the so-called
cross product returns a vector instead.

Definition 2.2 (Cross product). Given two vectors u, v ∈ R3, their
cross product is a third vector with coordinates given by:

u× v =



u2v3 − u3v2
u3v1 − u1v3
u1v2 − u2v1


 ∈ R3.

It is immediate from this definition that the cross product of two vectors
is linear: u× (αv + βw) = αu× v + βu× w ∀ α, β ∈ R. Furthermore, it is
immediate to verify that

〈u× v, u〉 = 〈u× v, v〉 = 0, u× v = −v × u.

Therefore, the cross product of two vector is orthogonal to each of its
factors, and the order of the factors defines an orientation.

If we fix u, the cross product can be interpreted as a map v 7→ u × v
between R3 and R3. Due to the linearity property, this map is in fact
linear and, therefore, like all linear maps between vector spaces, it can be
represented by a matrix. We call such a matrix û ∈ R3×3. It is immediate

3For example, if the trajectory of a moving particle p in E
3 is described by a curve

γ(·) : t 7→ X(t) ∈ R
3, t ∈ [0, 1], then the total length of the curve is given by:

l(γ(·)) =

∫ 1

0
‖Ẋ(t)‖ dt.

where Ẋ(t) = d
dt

(X(t)) ∈ R
3 is the so-called tangent vector to the curve.
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to verify by substitution that this matrix is given by

û =




0 −u3 u2

u3 0 −u1

−u2 u1 0


 ∈ R3×3. (2.2)

Hence, we can write u × v = ûv. Note that4 û is a 3 × 3 skew-symmetric
matrix, i.e. ûT = −û. It is immediate to verify that for e1

.
= [1, 0, 0]T , e2

.
=

[0, 1, 0]T ∈ R3, we have e1 × e2 = [0, 0, 1]T
.
= e3. That is for, a standard

Cartesian frame, the cross product of the principal axes X and Y gives the
principal axis Z. The cross product therefore conforms with the right-hand
rule.

The cross product allows us to define a map between a vector, u, and
a skew-symmetric, 3 × 3 matrix û. Is the converse true? Can every 3 × 3
skew-symmetric matrix be associated with a three-dimensional vector u?
The answer is yes, as it is easy to verify. Let M ∈ R3×3 be skew-symmetric,
that is M = −MT . By writing this equation in terms of the elements of the
matrix, we conclude that m11 = m22 = m23 = 0 and mij = −mji, i, j =
1, 2, 3. This shows that a skew-symmetric matrix has only three degrees of
freedom, for instance m21,m13,m32. If we call u1 = m32; u2 = m13; u3 =
m21, then û = M . Indeed, the vector space R3 and the space of skew-
symmetric 3 × 3 matrices so(3) can be considered as the same thing, with
the cross product that maps one onto the other, × : R → so(3); u 7→ û, and
the inverse map, called “vee”, that extracts the components of the vector
u from the skew-symmetric matrix û: ∨ : so(3) → R; M = −MT 7→ M∨ =
[m32,m13,m21]

T .

2.2 Rigid body motion

Consider an object moving in front of a camera. In order to describe its
motion one should, in principle, specify the trajectory of every single point
on the object, for instance by giving its coordinates as a function of time
X(t). Fortunately, for rigid objects we do not need to specify the motion of
every particle. As we will see shortly, it is sufficient to specify the motion
of a point, and the motion of three coordinate axes attached to that point.

The condition that defines a rigid object is that the distance between
any two points on it does not change over time as the object moves. So if
X(t) and Y(t) are the coordinates of any two points p and q respectively,
their distance between must satisfy:

‖X(t) −Y(t)‖ = constant, ∀t ∈ R. (2.3)

4In some computer vision literature, the matrix û is also denoted as u×.
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In other words, if v is the vector defined by the two points p and q, then
the norm (or length) of v remains the same as the object moves: ‖v(t)‖ =
constant. A rigid body motion is then a family of transformations that
describe how the coordinates of every point on the object change as a
function of time. We denote it by g:

g(t) : R3 → R3

X 7→ g(t)(X)

If, instead of looking at the entire continuous moving path of the object,
we concentrate on the transformation between its initial and final configu-
ration, this transformation is usually called a rigid body displacement and
is denoted by a single mapping:

g : R3 → R3

X 7→ g(X)

Besides transforming the coordinates of points, g also induces a transfor-
mation on vectors. Suppose v is a vector defined by two points p and q:
v = Y −X; then, after the transformation g, we obtain a new vector:

g∗(v)
.
= g(Y) − g(X).

That g preserves the distance between any two points can be expressed in
terms of vectors as ‖g∗(v)‖ = ‖v‖ for ∀v ∈ R3.

However, preserving distances between points is not the only requirement
that a rigid object moving in space satisfies. In fact, there are transforma-
tions that preserve distances, and yet they are not physically realizable.
For instance, the mapping

f : [X1, X2, X3]
T 7→ [X1, X2,−X3]

T

preserves distance but not orientation. It corresponds to a reflection of
points about the XY plane as a double-sided mirror. To rule out this type
of mapping, we require that any rigid body motion, besides preserving
distance, preserves orientation as well. That is, in addition to preserving
the norm of vectors, it must preserve their cross product. The coordinate
transformation induced by a rigid body motion is called a special Euclidean
transformation. The word “special” indicates the fact that it is orientation-
preserving.

Definition 2.3 (Rigid body motion or special Euclidean transfor-
mation). A mapping g : R3 → R3 is a rigid body motion or a special
Euclidean transformation if it preserves the norm and the cross product of
any two vectors:

1. Norm: ‖g∗(v)‖ = ‖v‖, ∀v ∈ R3.

2. Cross product: g∗(u) × g∗(v) = g∗(u× v), ∀u, v ∈ R3.
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In the above definition of rigid body motion, it is explicitly required that
the distance between points be preserved. Then how about angles between
vectors? Although it is not explicitly stated in the definition, angles are
indeed preserved by any rigid body motion since the inner product 〈·, ·〉
can be expressed in terms of the norm ‖ · ‖ by the polarization identity:

uT v =
1

4
(‖u+ v‖2 − ‖u− v‖2). (2.4)

Hence, for any rigid body motion g, one can show that:

uT v = g∗(u)
T g∗(v), ∀u, v ∈ R3. (2.5)

In other words, a rigid body motion can also be defined as one that preserves
both inner product and cross product.

How do these properties help us describe rigid motion concisely? The fact
that distances and orientations are preserved in a rigid motion means that
individual points cannot translate relative to each other. However, they can
rotate relative to each other, but they have to collectively, in order to not
alter any mutual distance between points. Therefore, a rigid body motion
can be described by the motion of any one point on the body, and the
rotation of a coordinate frame attached to that point. In order to do this,
we represent the configuration of a rigid body by attaching a Cartesian
coordinate frame to some point on the rigid body and keeping track of the
motion of this coordinate frame relative to a fixed frame.

To see this, consider a “fixed” (world) coordinate frame, given by three
orthonormal vectors e1, e2, e3 ∈ R3; that is, they satisfy

eT
i ej = δij

{
δij = 1 for i = j
δij = 0 for i 6= j

. (2.6)

Typically, the vectors are ordered so as to form a right-handed frame:
e1 × e2 = e3. Then, after a rigid body motion g, we have:

g∗(ei)
T g∗(ej) = δij , g∗(e1) × g∗(e2) = g∗(e3). (2.7)

That is, the resulting three vectors still form a right-handed orthonormal
frame. Therefore, a rigid object can always be associated with a right-
handed, orthonormal frame, and its rigid body motion can be entirely
specified by the motion of such a frame, which we call the object frame. In
in Figure 2.1 we show an object (in this case a camera) moving relative to a
fixed “world” coordinate frame W . In order to specify the configuration of
the camera relative to the world frame W , one may pick a fixed point o on
the camera and attach to it an orthonormal frame, the camera coordinate
frame C. When the camera moves, the camera frame also moves as if it
were fixed to the camera. The configuration of the camera is then deter-
mined by (1) the vector between the origin of the world frame o and the
camera frame, g(o), called the “translational” part and denoted as T , and
(2) the relative orientation of the camera frame C, with coordinate axes
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g∗(e1), g∗(e2), g∗(e3), relative to the fixed world frame W with coordinate
axes e1, e2, e3,called the “rotational” part and denoted by R.

In the case of vision, there is no obvious choice of the origin o and the
reference frame e1, e2, e3. Therefore, we could choose the world frame to
be attached to the camera and specify the translation and rotation of the
scene (assuming it is rigid!), or we could attach the world frame to the
scene and specify the motion of the camera. All that matters is the relative
motion between the scene and the camera, and what choice of reference
frame to make is, from the point of view of geometry5, arbitrary.

Remark 2.1. The set of rigid body motions, or special Euclidean transfor-
mations, is a (Lie) group, the so-called special Euclidean group, typically
denoted as SE(3). Algebraically, a group is a set G, with an operation of
(binary) multiplication ◦ on elements of G which is:

• closed: If g1, g2 ∈ G then also g1 ◦ g2 ∈ G;

• associative: (g1 ◦ g2) ◦ g3 = g1 ◦ (g2 ◦ g3), for all g1, g2, g3 ∈ G;

• unit element e: e ◦ g = g ◦ e = g, for all g ∈ G;

• invertible: For every element g ∈ G, there exists an element g−1 ∈ G
such that g ◦ g−1 = g−1 ◦ g = e.

In the next few sections, we will focus on studying in detail how to represent
the special Euclidean group SE(3). More specifically, we will introduce a
way to realize elements in the special Euclidean group SE(3) as elements
in a group of n × n non-singular (real) matrices whose multiplication is
simply the matrix multiplication. Such a group of matrices is usually called
a general linear group and denoted as GL(n) and such a representation is
called a matrix representation. A representation is a map

R : SE(3) → GL(n)

g 7→ R(g)

which preserves the group structure of SE(3).6 That is, the inverse of
a rigid body motion and the composition of two rigid body motions are
preserved by the map in the following way:

R(g−1) = R(g)−1, R(g ◦ h) = R(g)R(h), ∀g, h ∈ SE(3). (2.8)

We start with the rotational component of motion.

5The neuroscience literature debates on whether the primate brain maintains a view-
centered or an object-centered representation of the world. From the point of view
of geometry, the two are equivalent, for they only differ by an arbitrary change of
coordinates.

6Such a map is called group homeomorphism in algebra.
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Figure 2.1. A rigid body motion which, in this instance, is between a camera and
a world coordinate frame.

2.3 Rotational motion and its representations

Suppose we have a rigid object rotating about a fixed point o ∈ E3. How do
we describe its orientation relative a chosen coordinate frame, sayW ? With-
out loss of generality, we may always assume that the origin of the world
frame is the center of rotation o. If this is not the case, simply translate the
origin to the point o. We now attach another coordinate frame, say C to
the rotating object with origin also at o. The relation between these two co-
ordinate frames is illustrated in Figure 2.2. Obviously, the configuration of
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Figure 2.2. Rotation of a rigid body about a fixed point o. The solid coordinate
frame W is fixed and the dashed coordinate frame C is attached to the rotating
rigid body.

the object is determined by the orientation of the frame C. The orientation
of the frame C relative to the frame W is determined by the coordinates
of the three orthonormal vectors r1 = g∗(e1), r2 = g∗(e2), r3 = g∗(e3) ∈ R3

relative to the world frame W , as shown in Figure 2.2. The three vectors
r1, r2, r3 are simply the unit vectors along the three principal axesX ′, Y ′, Z ′
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of the frame C respectively. The configuration of the rotating object is then
completely determined by the following 3 × 3 matrix:

Rwc = [r1, r2, r3] ∈ R3×3

with r1, r2, r3 stacked in order as its three columns. Since r1, r2, r3 form an
orthonormal frame, it follows that:

rT
i rj = δij

{
δij = 1 for i = j
δij = 0 for i 6= j

∀i, j ∈ {1, 2, 3}.

This can be written in matrix form as:

RT
wcRwc = RwcR

T
wc = I.

Any matrix which satisfies the above identity is called an orthogonal matrix.
It follows from the definition that the inverse of an ortohgonal matrix is
simply its transpose: R−1

wc = RT
wc. Since r1, r2, r3 form a right-handed frame,

we further have that the determinant of Rwc must be positive 1. This can
be easily seen when looking at the determinant of the rotation matrix:

detR = rT
1 (r2 × r3)

which is equal to 1 for right-handed coordinate systems. Hence Rwc is a
special orthogonal matrix where, as before, the word “special” indicates
orientation preserving. The space of all such special orthogonal matrices in
R3×3 is usually denoted by:

SO(3) = {R ∈ R3×3 | RTR = I, det(R) = +1} .

Traditionally, 3×3 special orthogonal matrices are called rotation matrices
for obvious reasons. It is straightforward to verify that SO(3) has a group
structure. That is, it satisfies all four axioms of a group mentioned in the
previous section. We leave the proof to the reader as an exercise. Therefore,
the space SO(3) is also referred to as the special orthogonal group of R3,
or simply the rotation group. Directly from the definition of the rotation
matrix, we can show that rotation indeed preserves both the inner product
and the cross product of vectors. We also leave this as an exercise to the
reader.

Going back to Figure 2.2, every rotation matrix Rwc ∈ SO(3) represents
a possible configuration of the object rotated about the point o. Besides
this, Rwc takes another role as the matrix that represents the actual co-
ordinates transformation from the frame C to the frame W . To see this,
suppose that, for a given a point p ∈ E3, its coordinates with respect to the
frame W are Xw = [X1w, X2w, X3w]T ∈ R3. Since r1, r2, r3 form a basis for
R3, Xw can also be expressed as a linear combination of these three vectors,
say Xw = X1cr1 + X2cr2 + X3cr3 with [X1c, X2c, X3c]

T ∈ R3. Obviously,
Xc = [X1c, X2c, X3c]

T are the coordinates of the same point p with respect
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to the frame C. Therefore, we have:

Xw = X1cr1 +X2cr2 +X3cr3 = RwcXc.

In this equation, the matrix Rwc transforms the coordinates Xc of a point
p relative to the frame C to those Xw relative to the frame W . Since Rwc

is a rotation matrix, its inverse is simply its transpose:

Xc = R−1
wcXw = RT

wcXw.

That is, the inverse transformation is also a rotation; we call it Rcw,
following an established convention, so that

Rcw = R−1
wc = RT

wc.

The configuration of the continuously rotating object can be then described
as a trajectory R(t) : t 7→ SO(3) in the space SO(3). For different times,
the composition law of the rotation group then implies:

R(t2, t0) = R(t2, t1)R(t1, t0), ∀t0 < t1 < t2 ∈ R.

Then, for a rotating camera, the world coordinates Xw of a fixed 3-D point
p are transformed to its coordinates relative to the camera frame C by:

Xc(t) = Rcw(t)Xw.

Alternatively, if a point p fixed with respect to the camera frame with
coordinates Xc, its world coordinates Xw(t) as function of t are then given
by:

Xw(t) = Rwc(t)Xc.

2.3.1 Canonical exponential coordinates

So far, we have shown that a rotational rigid body motion in E3 can be rep-
resented by a 3×3 rotation matrix R ∈ SO(3). In the matrix representation
that we have so far, each rotation matrix R is described and determined by
its 3×3 = 9 entries. However, these 9 entries are not free parameters - they
must satisfy the constraint RTR = I . This actually imposes 6 independent
constraints on the 9 entries. Hence the dimension of the rotation matrix
space SO(3) is only 3, and 6 parameters out of the 9 are in fact redundant.
In this and the next section, we will introduce a few more representations
(or parameterizations) for rotation matrix.

Given a curve R(t) : R → SO(3) which describes a continuous rotational
motion, the rotation must satisfy the following constraint:

R(t)RT (t) = I.

Computing the derivative of the above equation with respect to time t,
noticing that the right hand side is a constant matrix, we obtain:

Ṙ(t)RT (t) +R(t)ṘT (t) = 0 ⇒ Ṙ(t)RT (t) = −(Ṙ(t)RT (t))T .
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The resulting constraint which we obtain reflects the fact that the matrix
Ṙ(t)RT (t) ∈ R3×3 is a skew symmetric matrix (see Appendix A). Then, as
we have seen, there must exist a vector, say ω(t) ∈ R3 such that:

ω̂(t) = Ṙ(t)RT (t).

Multiplying both sides by R(t) to the right yields:

Ṙ(t) = ω̂(t)R(t). (2.9)

Notice that, from the above equation, if R(t0) = I for t = t0, we have
Ṙ(t0) = ω̂(t0). Hence, around the identity matrix I , a skew symmetric
matrix gives a first-order approximation of rotation matrix:

R(t0 + dt) ≈ I + ω̂(t0) dt.

The space of all skew symmetric matrices is denoted as:

so(3) = {ω̂ ∈ R3×3 | ω ∈ R3}

and thanks to the above observation it is also called the tangent space at
the identity of the matrix group SO(3)7. If R(t) is not at the identity, the
tangent space at R(t) is simply so(3) transported to R(t) by a multiplica-
tion of R(t) to the right: Ṙ(t) = ω̂(t)R(t). This also shows that elements
of SO(3) only depend upon three parameters.

Having understood its local approximation, we will now use this knowl-
edge to obtain a representation for rotation matrices. Let us start by
assuming that the matrix ω̂ in (2.9) is constant:

Ṙ(t) = ω̂R(t). (2.10)

In the above equation, ω̂ can be interpreted as the state transition matrix
for the following linear ordinary differential equation (ODE):

ẋ(t) = ω̂x(t), x(t) ∈ R3.

It is then immediate to verify that the solution to the above ODE is given
by:

x(t) = eω̂tx(0) (2.11)

where eω̂t is the matrix exponential:

eω̂t = I + ω̂t+
(ω̂t)2

2!
+ · · · + (ω̂t)n

n!
+ · · · . (2.12)

eω̂t is also denoted as exp(ω̂t). Due to the uniqueness of the solution for
the ODE (2.11), and assuming R(0) = I as initial condition, we must have:

R(t) = eω̂t (2.13)

7Since SO(3) is a Lie group, so(3) is also called its Lie algebra.
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To confirm that the matrix eω̂t is indeed a rotation matrix, one can directly
show from the definition of matrix exponential:

(eω̂t)−1 = e−ω̂t = eω̂T t = (eω̂t)T .

Hence (eω̂t)T eω̂t = I . It remains to show that det(eω̂t) = +1 and we leave
this fact to the reader as an exercise. A physical interpretation of the equa-
tion (2.13) is: if ‖ω‖ = 1, then R(t) = eω̂t is simply a rotation around the
axis ω ∈ R3 by t radians. Therefore, the matrix exponential (2.12) indeed
defines a map from the space so(3) to SO(3), the so-called exponential map:

exp : so(3) → SO(3)

ω̂ ∈ so(3) 7→ eω̂ ∈ SO(3).

Note that we obtained the expression (2.13) by assuming that the ω(t)
in (2.9) is constant. This is however not always the case. So a question
naturally arises here: Can every rotation matrix R ∈ SO(3) be expressed
in an exponential form as in (2.13)? The answer is yes and the fact is stated
as the following theorem:

Theorem 2.1 (Surjectivity of the exponential map onto SO(3)).
For any R ∈ SO(3), there exists a (not necessarily unique) ω ∈ R3, ‖ω‖ = 1
and t ∈ R such that R = eω̂t.

Proof. The proof of this theorem is by construction: if the rotation matrix
R is given as:

R =



r11 r12 r13
r21 r22 r23
r31 r32 r33


 ,

the corresponding t and ω are given by:

t = cos−1

(
trace(R) − 1

2

)
, ω =

1

2 sin(t)



r32 − r23
r13 − r31
r21 − r12


 .

The significance of this theorem is that any rotation matrix can be re-
alized by rotating around some fixed axis by a certain angle. However, the
theorem only guarantees the surjectivity of the exponential map from so(3)
to SO(3). Unfortunately, this map is not injective hence not one-to-one.
This will become clear after we have introduced the so-called Rodrigues’
formula for computing R = eω̂t.

From the constructive proof for Theorem 2.1, we now know how to
compute the exponential coordinates (ω, t) for a given rotation matrix
R ∈ SO(3). On the other hand, given (ω, t), how do we effectively com-
pute the corresponding rotation matrix R = eω̂t? One can certainly use the
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series (2.12) from the definition. The following theorem however simplifies
the computation dramatically:

Theorem 2.2 (Rodrigues’ formula for rotation matrix). Given ω ∈
R3 with ‖ω‖ = 1 and t ∈ R, the matrix exponential R = eω̂t is given by the
following formula:

eω̂t = I + ω̂ sin(t) + ω̂2(1 − cos(t)) (2.14)

Proof. It is direct to verify that powers of ω̂ can be reduced by the following
two formulae:

ω̂2 = ωωT − I,

ω̂3 = −ω̂.
Hence the exponential series (2.12) can be simplified as:

eω̂t = I +

(
t− t3

3!
+
t5

5!
− · · ·

)
ω̂ +

(
t2

2!
− t4

4!
+
t6

6!
− · · ·

)
ω̂2.

What in the brackets are exactly the series for sin(t) and (1−cos(t)). Hence
we have eω̂t = I + ω̂ sin(t) + ω̂2(1 − cos(t)).

Using the Rodrigues’ formula, it is immediate to see that if t = 2kπ, k ∈
Z, we have

eω̂2kπ = I

for all k. Hence, for a given rotation matrix R ∈ SO(3) there are typically
infinitely many exponential coordinates (ω, t) such that eω̂t = R. The ex-
ponential map exp : so(3) → SO(3) is therefore not one-to-one. It is also
useful to know that the exponential map is not commutative either, i.e. for
two ω̂1, ω̂2 ∈ so(3), usually

eω̂1eω̂2 6= eω̂2eω̂1 6= eω̂1+ω̂2

unless ω̂1ω̂2 = ω̂2ω̂1.

Remark 2.2. In general, the difference between ω̂1ω̂2 and ω̂2ω̂1 is called
the Lie bracket on so(3), denoted as:

[ω̂1, ω̂2] = ω̂1ω̂2 − ω̂2ω̂1, ∀ω̂1, ω̂2 ∈ so(3).

Obviously, [ω̂1, ω̂2] is also a skew symmetric matrix in so(3). The linear
structure of so(3) together with the Lie bracket form the Lie algebra of the
(Lie) group SO(3). For more details on the Lie group structure of SO(3),
the reader may refer to [MLS94]. The set of all rotation matrices eω̂t, t ∈ R

is then called a one parameter subgroup of SO(3) and the multiplication in
such a subgroup is commutative, i.e. for the same ω ∈ R3, we have:

eω̂t1eω̂t2 = eω̂t2eω̂t1 = eω̂(t1+t2), ∀t1, t2 ∈ R.
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2.3.2 Quaternions and Lie-Cartan coordinates

Quaternions

We know that complex numbers C can be simply defined as C = R + Ri
with i2 = −1. Quaternions are to generalize complex numbers in a similar
fashion. The set of quaternions, denoted by H, is defined as

H = C + Cj, with j2 = −1 and i · j = −j · i. (2.15)

So an element of H is of the form

q = q0 + q1i+(q2 + iq3)j = q0 + q1i+ q2j+ q3ij, q0, q1, q2, q3 ∈ R. (2.16)

For simplicity of notation, in the literature ij is sometimes denoted as
k. In general, the multiplication of any two quaternions is similar to the
multiplication of two complex numbers, except that the multiplication of
i and j is anti-commutative: ij = −ji. We can also similarly define the
concept of conjugation for a quaternion

q = q0 + q1i+ q2j + q3ij ⇒ q̄ = q0 − q1i− q2j − q3ij. (2.17)

It is direct to check that

qq̄ = q20 + q21 + q22 + q23 . (2.18)

So qq̄ is simply the square of the norm ‖q‖ of q as a four dimensional vector
in R4. For a non-zero q ∈ H, i.e. ‖q‖ 6= 0, we can further define its inverse
to be

q−1 = q̄/‖q‖2. (2.19)

The multiplication and inverse rules defined above in fact endow the space
R4 an algebraic structure of a skew field. H is in fact called a Hamiltonian
field, besides another common name quaternion field.

One important usage of quaternion field H is that we can in fact embed
the rotation group SO(3) into it. To see this, let us focus on a special
subgroup of H, the so-called unit quaternions

S3 = {q ∈ H | ‖q‖2 = q20 + q21 + q22 + q23 = 1}. (2.20)

It is obvious that the set of all unit quaternions is simply the unit sphere
in R4. To show that S3 is indeed a group, we simply need to prove that
it is closed under the multiplication and inverse of quaternions, i.e. the
multiplication of two unit quaternions is still a unit quaternion and so is
the inverse of a unit quaternion. We leave this simple fact as an exercise to
the reader.

Given a rotation matrix R = eω̂t with ω = [ω1, ω2, ω3]
T ∈ R3 and t ∈ R,

we can associate to it a unit quaternion as following

q(R) = cos(t/2) + sin(t/2)(ω1i+ ω2j + ω3ij) ∈ S3. (2.21)
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One may verify that this association preserves the group structure between
SO(3) and S3:

q(R−1) = q−1(R), q(R1R2) = q(R1)q(R2), ∀R,R1, R2 ∈ SO(3).
(2.22)

Further study can show that this association is also genuine, i.e. for different
rotation matrices, the associated unit quaternions are also different. In the
opposite direction, given a unit quaternion q = q0 + q1i+ q2j + q3ij ∈ S3,
we can use the following formulae find the corresponding rotation matrix
R(q) = eω̂t

t = 2 arccos(q0), ωm =

{
qm/ sin(t/2), t 6= 0

0, t = 0
, m = 1, 2, 3. (2.23)

However, one must notice that, according to the above formula, there
are two unit quaternions correspond to the same rotation matrix:
R(q) = R(−q), as shown in Figure 2.3. Therefore, topologically, S3 is
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Figure 2.3. Antipodal unit quaternions q and −q on the unit sphere S3 ⊂ R4

correspond to the same rotation matrix.

a double-covering of SO(3). So SO(3) is topologically the same as a
three-dimensional projective plane RP3.

Compared to the exponential coordinates for rotation matrix that we
studied in the previous section, using unit quaternions S3 to represent ro-
tation matrices SO(3), we have much less redundancy: there are only two
unit quaternions correspond to the same rotation matrix while there are
infinitely many for exponential coordinates. Furthermore, such a represen-
tation for rotation matrix is smooth and there is no singularity, as opposed
to the Lie-Cartan coordinates representation which we will now introduce.

Lie-Cartan coordinates

Exponential coordinates and unit quaternions can both be viewed as ways
to globally parameterize rotation matrices – the parameterization works for
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every rotation matrix practically the same way. On the other hand, the
Lie-Cartan coordinates to be introduced below falls into the category of
local parameterizations. That is, this kind of parameterizations are only
good for a portion of SO(3) but not for the entire space. The advantage of
such local parameterizations is we usually need only three parameters to
describe a rotation matrix, instead of four for both exponential coordinates:
(ω, t) ∈ R4 and unit quaternions: q ∈ S3 ⊂ R4.

In the space of skew symmetric matrices so(3), pick a basis (ω̂1, ω̂2, ω̂3),
i.e. the three vectors ω1, ω2, ω3 are linearly independent. Define a mapping
(a parameterization) from R3 to SO(3) as

α : (α1, α2, α3) 7→ exp(αω̂1 + α2ω̂2 + α3ω̂3).

The coordinates (α1, α2, α3) are called the Lie-Cartan coordinates of the
first kind relative to the basis (ω̂1, ω̂2, ω̂3). Another way to parameterize
the group SO(3) using the same basis is to define another mapping from
R3 to SO(3) by

β : (β1, β2, β3) 7→ exp(β1ω̂1) exp(β2ω̂2) exp(β3ω̂3).

The coordinates (β1, β2, β3) are then called the Lie-Cartan coordinates of
the second kind.

In the special case when we choose ω1, ω2, ω3 to be the principal axes
Z, Y,X , respectively, i.e.

ω1 = [0, 0, 1]T
.
= z, ω2 = [0, 1, 0]T

.
= y, ω3 = [1, 0, 0]T

.
= x,

the Lie-Cartan coordinates of the second kind then coincide with the
well-known ZYX Euler angles parametrization and (β, β2, β3) are the
corresponding Euler angles. The rotation matrix is then expressed by:

R(β1, β2, β3) = exp(β1ẑ) exp(β2ŷ) exp(β3x̂). (2.24)

Similarly we can define Y ZX Euler angles and ZY Z Euler angles. There
are instances when this representation becomes singular and for certain
rotation matrices, their corresponding Euler angles cannot be uniquelly
determines. For example, the ZYX Euler angles become singular when
β2 = −π/2. The presence of such singularities is quite expected because of
the topology of the space SO(3). Globally SO(3) is very much like a sphere
in R4 as we have shown in the previous section, and it is well known that
any attempt to find a global (three-dimensional) coordinate chart for it is
doomed to fail.

2.4 Rigid body motion and its representations

In Section 2.3, we have studied extensively pure rotational rigid body mo-
tion and different representations for rotation matrix. In this section, we
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will study how to represent a rigid body motion in general - a motion with
both rotation and translation.

Figure 2.4 illustrates a moving rigid object with a coordinate frame C
attached to it. To describe the coordinates of a point p on the object with
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Figure 2.4. A rigid body motion between a moving frame C and a world frame
W .

respect to the world frame W , it is clear from the figure that the vector
Xw is simply the sum of the translation Twc ∈ R3 of the center of frame
C relative to that of frame W and the vector Xc but expressed relative
to frame W . Since Xc are the coordinates of the point p relative to the
frame C, with respect to the world frame W , it becomes RwcXc where
Rwc ∈ SO(3) is the relative rotation between the two frames. Hence the
coordinates Xw are given by:

Xw = RwcXc + Twc. (2.25)

Usually, we denote the full rigid motion as gwc = (Rwc, Twc) or simply g =
(R, T ) if the frames involved are clear from the context. Then g represents
not only a description of the configuration of the rigid body object but a
transformation of coordinates between the frames. In a compact form we
may simply write:

Xw = gwc(Xc).

The set of all possible configurations of rigid body can then be described
as:

SE(3) = {g = (R, T ) | R ∈ SO(3), T ∈ R3} = SO(3) × R3

so called special Euclidean group SE(3). Note that g = (R, T ) is not yet a
matrix representation for the group SE(3) as we defined in Section 2.2. To
obtain such a representation, we must introduce the so-called homogeneous
coordinates.
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2.4.1 Homogeneous representation

One may have already noticed from equation (2.25) that, unlike the pure
rotation case, the coordinate transformation for a full rigid body motion
is not linear but affine instead.8 Nonetheless, we may convert such an
affine transformation to a linear one by using the so-called homogeneous
coordinates: Appending 1 to the coordinates X = [X1, X2, X3]

T ∈ R3 of a
point p ∈ E3 yields a vector in R4 denoted by X̄:

X̄ =

[
X
1

]
=




X1

X2

X3

1


 ∈ R4.

Such an extension of coordinates, in effect, has embedded the Euclidean
space E3 into a hyper-plane in R4 instead of R3. Homogeneous coordi-
nates of a vector v = X(q) − X(p) are defined as the difference between
homogeneous coordinates of the two points hence of the form:

v̄ =

[
v
0

]
=

[
X(q)

1

]
−

[
X(p)

1

]
=




v1
v2
v3
0


 ∈ R4.

Notice that, in R4, vectors of the above form give rise to a subspace hence
all linear structures of the original vectors v ∈ R3 are perfectly preserved by
the new representation. Using the new notation, the transformation (2.25)
can be re-written as:

X̄w =

[
Xw

1

]
=

[
Rwc Twc

0 1

][
Xc

1

]
=: ḡwcX̄c

where the 4×4 matrix ḡwc ∈ R4×4 is called the homogeneous representation
of the rigid motion gwc = (Rwc, Twc) ∈ SE(3). In general, if g = (R, T ),
then its homogeneous representation is:

ḡ =

[
R T
0 1

]
∈ R4×4. (2.26)

Notice that, by introducing a little redundancy into the notation, we
represent a rigid body transformation of coordinates by a linear matrix
multiplication. The homogeneous representation of g in (2.26) gives rise to
a natural matrix representation of the special Euclidean group SE(3):

SE(3) =

{
ḡ =

[
R T
0 1

] ∣∣∣R ∈ SO(3), T ∈ R3

}
⊂ R4×4

8We say two vectors u, v are related by a linear transformation if u = Av for some
matrix A, and by an affine transformation if u = Av + b for some matrix A and vector
b.
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It is then straightforward to verify that so-defined SE(3) indeed satisfies
all the requirements of a group. In particular, ∀g1, g2 and g ∈ SE(3), we
have:

ḡ1ḡ2 =

[
R1 T1

0 1

] [
R2 T2

0 1

]
=

[
R1R2 R1T2 + T1

0 1

]
∈ SE(3)

and

ḡ−1 =

[
R T
0 1

]−1

=

[
RT −RTT
0 1

]
∈ SE(3).

In homogeneous representation, the action of a rigid body transformation
g ∈ SE(3) on a vector v = X(q) −X(p) ∈ R3 becomes:

ḡ∗(v̄) = ḡX̄(q) − ḡX̄(p) = ḡv̄.

That is, the action is simply represented by a matrix multiplication. The
reader can verify that such an action preserves both inner product and cross
product hence ḡ indeed represents a rigid body transformation according
to the definition we gave in Section 2.2.

2.4.2 Canonical exponential coordinates

In Section 2.3.1, we have studied exponential coordinates for rotation ma-
trix R ∈ SO(3). Similar coordination also exists for the homogeneous
representation of a full rigid body motion g ∈ SE(3). For the rest of this
section, we demonstrate how to extend the results we have developed for
rotational motion in Section 2.3.1 to a full rigid body motion. The results
developed here will be extensively used throughout the entire book.

Consider that the motion of a continuously moving rigid body object
is described by a curve from R to SE(3): g(t) = (R(t), T (t)), or in
homogeneous representation:

g(t) =

[
R(t) T (t)

0 1

]
∈ R4×4.

Here, for simplicity of notation, we will remove the “bar” off from the
symbol ḡ for homogeneous representation and simply use g for the same
matrix. We will use the same convention for point: X for X̄ and for vector:
v for v̄ whenever their correct dimension is clear from the context. Similar
as in the pure rotation case, lets first look at the structure of the matrix
ġ(t)g−1(t):

ġ(t)g−1(t) =

[
Ṙ(t)RT (t) Ṫ (t) − Ṙ(t)RT (t)T (t)

0 0

]
. (2.27)

From our study of rotation matrix, we know Ṙ(t)RT (t) is a skew symmetric
matrix, i.e. there exists ω̂(t) ∈ so(3) such that ω̂(t) = Ṙ(t)RT (t). Define a
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vector v(t) ∈ R3 such that v(t) = Ṫ (t)− ω̂(t)T (t). Then the above equation
becomes:

ġ(t)g−1(t) =

[
ω̂(t) v(t)
0 0

]
∈ R4×4.

If we further define a matrix ξ̂ ∈ R4×4 to be:

ξ̂(t) =

[
ω̂(t) v(t)
0 0

]
,

then we have:

ġ(t) = (ġ(t)g−1(t))g(t) = ξ̂(t)g(t). (2.28)

ξ̂ can be viewed as the “tangent vector” along the curve of g(t) and used
for approximate g(t) locally:

g(t+ dt) ≈ g(t) + ξ̂(t)g(t)dt =
(
I + ξ̂(t)dt

)
g(t).

In robotics literature a 4 × 4 matrix of the form as ξ̂ is called a twist. The
set of all twist is then denoted as:

se(3) =

{
ξ̂ =

[
ω̂ v
0 0

] ∣∣∣ ω̂ ∈ so(3), v ∈ R3

}
⊂ R4×4

se(3) is called the tangent space (or Lie algebra) of the matrix group SE(3).

We also define two operators ∨ and ∧ to convert between a twist ξ̂ ∈ se(3)
and its twist coordinates ξ ∈ R6 as follows:

[
ω̂ v
0 0

]∨
.
=

[
v
ω

]
∈ R6,

[
v
ω

]∧
.
=

[
ω̂ v
0 0

]
∈ R4×4.

In the twist coordinates ξ, we will refer to v as the linear velocity and
ω as the angular velocity, which indicates that they are related to either
translational or rotational part of the full motion. Let us now consider a
special case of the equation (2.28) when the twist ξ̂ is a constant matrix:

ġ(t) = ξ̂g(t).

Hence we have again a time-invariant linear ordinary differential equation,
which can be intergrated to give:

g(t) = eξ̂tg(0).

Assuming that the initial condition g(0) = I we may conclude that:

g(t) = eξ̂t

where the twist exponential is:

eξ̂t = I + ξ̂t+
(ξ̂t)2

2!
+ · · · + (ξ̂t)n

n!
+ · · · . (2.29)
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Using Rodrigues’ formula introduced in the previous section, it is
straightforward to obtain that:

eξ̂t =

[
eω̂t (I − eω̂t)ω̂v + ωωT vt
0 1

]
(2.30)

It it clear from this expression that the exponential of ξ̂t is indeed a
rigid body transformation matrix in SE(3). Therefore the exponential map
defines a mapping from the space se(3) to SE(3):

exp : se(3) → SE(3)

ξ̂ ∈ se(3) 7→ eξ̂ ∈ SE(3)

and the twist ξ̂ ∈ se(3) is also called the exponential coordinates for SE(3),
as ω̂ ∈ so(3) for SO(3).

One question remains to answer: Can every rigid body motion g ∈ SE(3)
always be represented in such an exponential form? The answer is yes and
is formulated in the following theorem:

Theorem 2.3 (Surjectivity of the exponential map onto SE(3)).
For any g ∈ SE(3), there exist (not necessarily unique) twist coordinates

ξ = (v, ω) and t ∈ R such that g = eξ̂t.

Proof. The proof is constructive. Suppose g = (R, T ). For the rotation
matrix R ∈ SO(3) we can always find (ω, t) with ‖ω‖ = 1 such that eω̂t =
R. If t 6= 0, from equation (2.30), we can solve for v ∈ R3 from the linear
equation

(I − eω̂t)ω̂v + ωωT vt = T ⇒ v = [(I − eω̂t)ω̂ + ωωT t]−1T.

If t = 0, then R = I . We may simply choose ω = 0, v = T/‖T‖ and
t = ‖T‖.

Similar to the exponential coordinates for rotation matrix, the exponen-
tial map from se(3) to SE(3) is not injective hence not one-to-one. There
are usually infinitely many exponential coordinates (or twists) that cor-
respond to every g ∈ SE(3). Similarly as in the pure rotation case, the
linear structure of se(3), together with the closure under the Lie bracket
operation:

[ξ̂1, ξ̂2] = ξ̂1ξ̂2 − ξ̂2ξ̂1 =

[
ω̂1 × ω2 ω1 × v2 − ω2 × v1

0 0

]
∈ se(3).

makes se(3) the Lie algebra for SE(3). The two rigid body motions g1 = eξ̂1

and g2 = eξ̂2 commute with each other : g1g2 = g2g1, only if [ξ̂1, ξ̂2] = 0.
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2.5 Coordinates and velocity transformation

In the above presentation of rigid body motion we described how 3-D points
move relative to the camera frame. In computer vision we usually need to
know how the coordinates of the points and their velocities change with
respect to camera frames at different locations. This is mainly because
that it is usually much more convenient and natural to choose the camera
frame as the reference frame and to describe both camera motion and 3-D
points relative to it. Since the camera may be moving, we need to know
how to transform quantities such as coordinates and velocities from one
camera frame to another. In particular, how to correctly express location
and velocity of a (feature) point in terms of that of a moving camera. Here
we introduce a few conventions that we will use for the rest of this book.
The time t ∈ R will be always used as an index to register camera motion.
Even in the discrete case when a few snapshots are given, we will order them
by some time indexes as if th! ey had been taken in such order. We found
that time is a good uniform index for both discrete case and continuous
case, which will be treated in a unified way in this book. Therefore, we will
use g(t) = (R(t), T (t)) ∈ SE(3) or:

g(t) =

[
R(t) T (t)

0 1

]
∈ SE(3)

to denote the relative displacement between some fixed world frame W and
the camera frame C at time t ∈ R. Here we will ignore the subscript cw
from supposedly gcw(t) as long as the relativity is clear from the context. By
default, we assume g(0) = I , i.e. at time t = 0 the camera frame coincides
with the world frame. So if the coordinates of a point p ∈ E3 relative to
the world frame are X0 = X(0), its coordinates relative to the camera at
time t are then:

X(t) = R(t)X0 + T (t) (2.31)

or in homogeneous representation:

X(t) = g(t)X0 . (2.32)

If the camera is at locations g(t1), . . . , g(tm) at time t1, . . . , tm respectively,
then the coordinates of the same point p are given as X(ti) = g(ti)X0, i =
1, . . . ,m correspondingly. If it is only the position, not the time, that mat-
ters, we will very often use gi as a shorthand for g(ti) and similarly Xi for
X(ti).

When the starting time is not t = 0, the relative motion between
the camera at time t2 relative to the camera at time t1 will be denoted
as g(t2, t1) ∈ SE(3). Then we have the following relationship between
coordinates of the same point p:

X(t2) = g(t2, t1)X(t1), ∀t2, t1 ∈ R.
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Now consider a third position of the camera at t = t3 ∈ R3, as shown in
Figure 2.5. The relative motion between the camera at t3 and t2 is g(t3, t2)
and between t3 and t1 is g(t3, t1). We then have the following relationship
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Figure 2.5. Composition of rigid body motions.

among coordinates

X(t3) = g(t3, t2)X(t2) = g(t3, t2)g(t2, t1)X(t1).

Comparing with the direct relationship between coordinates at t3 and t1:

X(t3) = g(t3, t1)X(t1),

the following composition rule for consecutive motions must hold:

g(t3, t1) = g(t3, t2)g(t2, t1).

The composition rule describes the coordinates X of the point p relative
to any camera position, if they are known with respect to a particular one.
The same composition rule implies the rule of inverse

g−1(t2, t1) = g(t1, t2)

since g(t2, t1)g(t1, t2) = g(t2, t2) = I . In case time is of no physical meaning
to a particular problem, we might use gij as a shorthand for g(ti, tj) with
ti, tj ∈ R.

Having understood transformation of coordinates, we now study what
happens to velocity. We know that the coordinates X(t) of a point p ∈ E3

relative to a moving camera, are a function of time t:

X(t) = gcw(t)X0.

Then the velocity of the point p relative to the (instantaneous) camera
frame is:

Ẋ(t) = ġcw(t)X0.

In order express Ẋ(t) in terms of quantities expressed in the moving frame
we substitute for X0 = g−1

cw (t)X0 and using the notion of twist define:

V̂ c
cw(t) = ġcw(t)g−1

cw (t) ∈ se(3) (2.33)
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where an expression for ġcw(t)g−1
cw (t) can be found in (2.27). The above

equation can be rewritten as:

Ẋ(t) = V̂ c
cw(t)X(t) (2.34)

Since V̂ c
cw(t) is of the form:

V̂ c
cw(t) =

[
ω̂(t) v(t)
0 0

]
,

we can also write the velocity of the point in 3-D coordinates (instead of
in the homogeneous coordinates) as:

Ẋ(t) = ω̂(t)X(t) + v(t) . (2.35)

The physical interpretation of the symbol V̂ c
cw is the velocity of the world

frame moving relative to the camera frame, as viewed in the camera frame –
the subscript and superscript of V̂ c

cw indicate that. Usually, to clearly specify
the physical meaning of a velocity, we need to specify: It is the velocity
of which frame moving relative to which frame, and in which frame it is
viewed. If we change where we view the velocity, the expression will change
accordingly. For example suppose that a viewer is in another coordinate
frame displaced relative to the camera frame by a rigid body transformation
g ∈ SE(3). Then the coordinates of the same point p relative to this frame
are Y(t) = gX(t). Compute the velocity in the new frame we have:

Ẏ(t) = gġcw(t)g−1
cw (t)g−1Y(t) = gV̂ c

cwg
−1Y(t).

So the new velocity (or twist) is:

V̂ = gV̂ c
cwg

−1.

This is the simply the same physical quantity but viewed from a different
vantage point. We see that the two velocities are related through a mapping
defined by the relative motion g, in particular:

adg : se(3) → se(3)

ξ̂ 7→ gξ̂g−1.

This is the so-called adjoint map on the space se(3). Using this nota-

tion in the previous example we have V̂ = adg(V̂
c
cw). Clearly, the adjoint

map transforms velocity from one frame to another. Using the fact that
gcw(t)gwc(t) = I , it is straightforward to verify that:

V̂ c
cw = ġcwg

−1
cw = −g−1

wc ġwc = −gcw(ġwcg
−1
wc )g−1

cw = adgcw
(−V̂ w

wc).

Hence V̂ c
cw can also be interpreted as the negated velocity of the camera

moving relative to the world frame, viewed in the (instantaneous) camera
frame.
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2.6 Summary

The rigid body motion introduced in this chapter is an element g ∈ SE(3).
The two most commonly used representation of elements of g ∈ SE(3) are:

• Homogeneous representation:

ḡ =

[
R T
0 1

]
∈ R4×4 with R ∈ SO(3) and T ∈ R3.

• Twist representation:

g(t) = eξ̂t with the twist coordinates ξ = (v, ω) ∈ R6 and t ∈ R.

In the instanteneous case the velocity of a point with respect to the
(instanteneous) camera frame is:

Ẋ(t) = V̂ c
cw(t)X(t) where V̂ c

cw = ġcwg
−1
cw

and gcw(t) is the configuration of the camera with respect to the world
frame. Using the actual 3D coordinates, the velocity of a 3D point yields
the familiar relationship:

Ẋ(t) = ω̂(t)X(t) + v(t).

2.7 References

The presentation of the material in this chapter follows the development
in [?]. More details on the abstract treatment of the material as well as
further references can be also found there.

2.8 Exercises

1. Linear vs. nonlinear maps
Suppose A,B,C,X ∈ Rn×n. Consider the following maps from
Rn×n → Rn×n and determine if they are linear or not. Give a brief
proof if true and a counterexample if false:

(a) X 7→ AX +XB

(b) X 7→ AX +BXC

(c) X 7→ AXA−B

(d) X 7→ AX +XBX

Note: A map f : Rn → Rm : x 7→ f(x) is called linear if f(αx+βy) =
αf(x) + βf(y) for all α, β ∈ R and x, y ∈ Rn.
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2. Group structure of SO(3)
Prove that the space SO(3) is a group, i.e. it satisfies all four axioms
in the definition of group.

3. Skew symmetric matrices
Given any vector ω = [ω1, ω2, ω3]

T ∈ R3, define a 3 × 3 matrix
associated to ω:

ω̂ =




0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0


 . (2.36)

According to the definition, ω̂ is skew symmetric, i.e. ω̂T = −ω̂. Now
for any matrix A ∈ R3×3 with determinant detA = 1, show that the
following equation holds:

AT ω̂A = Â−1ω. (2.37)

Then, in particular, if A is a rotation matrix, the above equation
holds.
Hint: Both AT (̂·)A and Â−1(·) are linear maps with ω as the variable.
What do you need to prove that two linear maps are the same?

4. Rotation as rigid body motion
Given a rotation matrix R ∈ SO(3), its action on a vector v is defined
as Rv. Prove that any rotation matrix must preserve both the inner
product and cross product of vectors. Hence, a rotation is indeed a
rigid body motion.

5. Range and null space
Recall that given a matrix A ∈ Rm×n, its null space is defined as a
subspace of Rn consisting of all vectors x ∈ Rn such that Ax = 0. It
is usually denoted as Nu(A). The range of the matrix A is defined
as a subspace of Rm consisting of all vectors y ∈ Rm such that there
exists some x ∈ Rn such that y = Ax. It is denoted as Ra(A). In
mathematical terms,

Nu(A) = {x ∈ Rn | Ax = 0},
Ra(A) = {y ∈ Rm | ∃x ∈ Rn, y = Ax}

(a) Recall that a set of vectors V is a subspace if for all vectors
x, y ∈ V and scalars α, β ∈ R, αx + βy is also a vector in V .
Show that both Nu(A) and Ra(A) are indeed subspaces.

(b) What are Nu(ω̂) and Ra(ω̂) for a non-zero vector ω ∈ R3? Can
you describe intuitively the geometric relationship between these
two subspaces in R3? (A picture might help.)

6. Properties of rotation matrices
Let R ∈ SO(3) be a rotation matrix generated by rotating about a
unit vector ω ∈ R3 by θ radians. That is R = eω̂θ.
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(a) What are the eigenvalues and eigenvectors of ω̂? You may use
Matlab and try some examples first if you have little clue. If you
happen to find a brutal-forth way to do it, can you instead use
results in Exercise 3 to simplify the problem first?

(b) Show that the eigenvalues of R are 1, eiθ, e−iθ where i =
√
−1

the imaginary unit. What is the eigenvector which corresponds
to the eigenvalue 1? This actually gives another proof for
det(eω̂θ) = 1 · eiθ · e−iθ = +1 but not −1.

7. Adjoint transformation on twist
Given a rigid body motion g and a twist ξ̂

g =

[
R T
0 1

]
∈ SE(3), ξ̂ =

[
ω̂ v
0 0

]
∈ se(3),

show that gξ̂g−1 is still a twist. Notify what the corresponding ω and
v terms have become in the new twist. The adjoint map is kind of a
generalization of Rω̂RT = R̂ω.
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Chapter 3
Image formation

This chapter introduces simple mathematical models of the image forma-
tion process. In a broad figurative sense, vision is the inverse problem of
image formation: the latter studies how objects give raise to images, while
the former attempts to use images to recover a description of objects in
space. Therefore, designing vision algorithms requires first developing a
suitable model of image formation. Suitable in this context does not neces-
sarily mean physically accurate: the level of abstraction and complexity in
modeling image formation must trade off physical constraints and mathe-
matical simplicity in order to result in a manageable model (i.e. one that
can be easily inverted). Physical models of image formation easily exceed
the level of complexity necessary and appropriate to this book, and deter-
mining the right model for the problem at hand is a form of engineering
art.

It comes at no surprise, then, that the study of image formation has
for centuries been in the domain of artistic reproduction and composition,
more so than in mathematics and engineering. Rudimentary understand-
ing of the geometry of image formation, which includes various models for
projecting the three-dimensional world onto a plane (e.g., a canvas), is im-
plicit in various forms of visual arts from all ancient civilization. However,
the roots to formalizing the geometry of image formation into a mathe-
matical model can be traced back to the work of Euclid in the 6th century
B.C.. Examples of correct perspective projection are visible in the stunning
frescoes and mosaics of Pompeii (Figure 3.1) from the first century B.C.
Unfortunately, these skills seem to have been lost with the fall of the Roman
empire, and it took over a thousand years for correct perspective projection
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to dominate paintings again, in the late 14th century. It was the early re-
naissance painters who developed systematic methods for determining the
perspective projection of three-dimensional landscapes. The first treatise
on perspective was published by Leon Battista Alberti [?], who empha-
sizes the “eye’s view” of the world and capturing correctly the geometry of
the projection process. The renaissance coincided with the first attempts
to formalize the notion of perspective and place it on a solid analytical
footing. It is no coincidence that the early attempts to formalize the rules
of perspective came from artists proficient in architecture and engineering,
such as Alberti and Brunelleschi. Geometry, however, is only part of the

Figure 3.1. Frescoes from the first century B.C. in Pompeii. More (left) or less
(right) correct perspective projection is visible in the paintings. The skill was lost
during the middle ages, and it did not reappear in paintings until fifteen centuries
later, in the early renaissance.

image formation process: in order to generate an image, we need to decide
not only where to draw what, but what “color”, or grey-scale value, to
assign to any particular location on an image. The interaction of light with
matter is at the core of the studies of Leonardo Da Vinci in the 1500s, and
his insights on perspective, shading, color and even stereopsis are vibrantly
expressed in his notebooks. Renaissance painters, such as Caravaggio or
Raphael, exhibited rather sophisticated skills in rendering light and color
that remain remarkably compelling to this day.
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In this chapter, we will follow the historical development of models for
image formation by giving a precise description of a simple model of the
geometry of image formation, and then describing a rather crude model of
its photometry, that is of how light interacts with geometry to give rise to
images. As we will see, we will use assumptions strong enough to reduce
the image formation process to an entirely geometric model, which we can
then study analytically.

3.1 Representation of images

An image, as far as this book is concerned, is a two-dimensional brightness
array. In other words, it is a map I , defined on a compact region Ω of a
two-dimensional surface, taking values in the positive reals. For instance,
in the case of a camera, Ω is a planar, rectangular region occupied by the
photographic medium (or by the CCD sensor), so that we have:

I : Ω ⊂ R2 → R+; (x, y) 7→ I(x, y). (3.1)

Such an image can be represented, for instance, as the graph of I , as in
Figure 3.2. In the case of a digital image, both the domain Ω and the
range R+ are discretized. For instance, Ω = [1, 640] × [1, 480] ⊂ Z2 and
R+ is approximated by the interval [0, 255] ⊂ Z+. Such an image can be
represented as an array of numbers as in Table 3.1.
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Figure 3.2. An image I represented as a two-dimensional surface.

The values taken by the map I depend upon physical properties of the
scene being viewed, such as its shape, its material reflectance properties
and the distribution of the light sources. Despite the fact that Figure 3.2
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188 186 188 187 168 130 101 99 110 113 112 107 117 140 153 153 156 158 156 153
189 189 188 181 163 135 109 104 113 113 110 109 117 134 147 152 156 163 160 156
190 190 188 176 159 139 115 106 114 123 114 111 119 130 141 154 165 160 156 151
190 188 188 175 158 139 114 103 113 126 112 113 127 133 137 151 165 156 152 145
191 185 189 177 158 138 110 99 112 119 107 115 137 140 135 144 157 163 158 150
193 183 178 164 148 134 118 112 119 117 118 106 122 139 140 152 154 160 155 147
185 181 178 165 149 135 121 116 124 120 122 109 123 139 141 154 156 159 154 147
175 176 176 163 145 131 120 118 125 123 125 112 124 139 142 155 158 158 155 148
170 170 172 159 137 123 116 114 119 122 126 113 123 137 141 156 158 159 157 150
171 171 173 157 131 119 116 113 114 118 125 113 122 135 140 155 156 160 160 152
174 175 176 156 128 120 121 118 113 112 123 114 122 135 141 155 155 158 159 152
176 174 174 151 123 119 126 121 112 108 122 115 123 137 143 156 155 152 155 150
175 169 168 144 117 117 127 122 109 106 122 116 125 139 145 158 156 147 152 148
179 179 180 155 127 121 118 109 107 113 125 133 130 129 139 153 161 148 155 157
176 183 181 153 122 115 113 106 105 109 123 132 131 131 140 151 157 149 156 159
180 181 177 147 115 110 111 107 107 105 120 132 133 133 141 150 154 148 155 157
181 174 170 141 113 111 115 112 113 105 119 130 132 134 144 153 156 148 152 151
180 172 168 140 114 114 118 113 112 107 119 128 130 134 146 157 162 153 153 148
186 176 171 142 114 114 116 110 108 104 116 125 128 134 148 161 165 159 157 149
185 178 171 138 109 110 114 110 109 97 110 121 127 136 150 160 163 158 156 150

Table 3.1. The image I represented as a two-dimensional table of integers.

and Table 3.1 do not seem very indicative of the properties of the scene
they portray, this is how they are represented in a computer. A different
representation of the same image that is better suited for interpretation by
the human visual system is obtained by generating a picture. A picture is
a scene - different from the true one - that produces on the imaging sensor
(the eye in this case) the same image as the original scene. In this sense
pictures are “controlled illusions”: they are scenes different from the true
ones (they are flat), that produce in the eye the same image as the original
scenes. A picture of the same image I described in Figure 3.2 and Table
3.1 is shown in Figure 3.3. Although the latter seems more informative on
the content of the scene, it is merely a different representation and contains
exactly the same information.
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Figure 3.3. A “picture” of the image I (compare with image 3.1).
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3.2 Lenses, surfaces and light

In order to describe the image formation process, we must specify the value
of the map I at each point (x, y) in Ω. Such a value I(x, y) is typically called
image brightness, or more formally irradiance. It has the units of power
per unit area (Watts/m2) and describes the energy falling onto a small
patch of the imaging sensor. The irradiance at a point of coordinates (x, y)
is typically obtained by integrating energy both in time (for instance the
shutter interval in a camera, or the integration time in a CCD) and in space.
The region of space that contributes to the irradiance at (x, y) depends
upon the geometry and optics of the imaging device, and is by no means
trivial to determine. In Section 3.2.1 we will adopt common simplifying
assumptions to approximate it. Once the region of space is determined, the
energy it contributes depends upon the geometry and material of the scene
as well as on the distribution of light sources.

Before going into the details of how to construct a model of image for-
mation, we pause to consider a particular class of objects that we can use
to manipulate how light propagates in space. This is crucial in building
devices to capture images, and has to be taken into account to a certain
extent in a mathematical model of image formation.

3.2.1 Imaging through lenses

An optical system is a set of lenses used to “direct” light. By directing light
we mean a controlled change in the direction of propagation, which can be
performed by means of diffraction, refraction and reflection. For the sake
of simplicity, we neglect the effects of diffraction and reflection in a lens
system, and we only consider refraction. Even so, a complete description of
the functioning of a (purely refractive) lens is well beyond the scope of this
book. Therefore, we will only consider the simplest possible model, that of
a thin lens in a black box. For a more germane model of light propagation,
the interested reader is referred to the classical textbook of Born and Wolf
[?].

A thin lens is a mathematical model defined by an axis, called the optical
axis, and a plane perpendicular to the axis, called the focal plane, with
a circular aperture centered at the optical center, i.e. the intersection of
the focal plane with the optical axis. The thin lens is characterized by
one parameter, usually indicated by f , called the focal length, and by two
functional properties. The first is that all rays entering the aperture parallel
to the optical axis intersect on the optical axis at a distance f from the
optical center. The point of intersection is called the focus of the lens (see
Figure 3.4). The second property is that all rays through the optical center
are undeflected. Now, consider a point p ∈ E3 not too far from the optical
axis at a distance Z along the optical axis from the optical center. Now
draw, from the point p, two rays: one parallel to the optical axis, and one
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Figure 3.4. The rays parallel to the optical axis intersect at the focus.

through the optical center (Figure 3.5). The first one intersects the optical
axis at the focus, the second remains undeflected (by the defining properties
of the thin lens). Call x the point where the two rays intersect, and let z be
its distance from the optical center. By decomposing any other ray from p
into a component parallel to the optical axis and one through the optical
center, we can argue that all rays from p intersect at x on the opposite side
of the lens. In particular, a ray from x parallel to the optical axis, must go
through p. Using similar triangles, from Figure 3.5 we obtain the following
fundamental equation of the thin lens:

1

Z
+

1

z
=

1

f

The point x is called the image of the point p. Therefore, under the

PSfrag replacements

o f

p

z

Z

x

Figure 3.5. Image of the point p is the point x of the intersection of rays going
parallel to the optical axis and the ray through the optical center.
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assumption of a thin lens, the irradiance at the point x of coordinates
(x, y) on the image plane is obtained by integrating all the energy emitted
from the region of space contained in the cone determined by the geometry
of the lens. If such a region does not contain light sources, but only opaque
surfaces, it is necessary to assess how such surfaces radiate energy towards
the sensor, which we do in Section 3.3. Before doing so, we introduce the
notion of “field of view”, which is the angle subtended by the aperture of
the lens seen from the focus. If D is the diameter of the lens, then the field
of view is arctan(D/2f).

3.2.2 Imaging through pin-hole

If we let the aperture of a thin lens decrease to zero, all rays are forced
to go through the optical center, and therefore they remain undeflected.
Consequently, the aperture of the cone decreases to zero, and the only
points that contribute to the irradiance at the points x on a line through
p. If we let p have coordinates X = [X,Y, Z]T relative to a reference frame
centered at the optical center, with the optical axis being the Z-axis, then
it is immediate to see from Figure 3.6 that the coordinates of x and p are
related by an ideal perspective projection:

x = −f X
Z
, y = −f Y

Z
(3.2)

Note that any other point on the line through p projects onto the same
coordinates [x, y]T . This imaging model is the so-called ideal pin-hole. It
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Figure 3.6. Image of the point p is the point x of the intersection of the ray going
through the optical center o and an image plane at a distance f from the optical
center.

is doubtlessly ideal since, when the aperture decreases, diffraction effects
become dominant and therefore the (purely refractive) thin lens model does
not hold. Furthermore, as the aperture decreases to zero, the energy going
through the lens also becomes zero. The pin-hole is a purely geometric
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model that approximates well-focused imaging systems. In this book we
will use the pin-hole model as much as possible and concentrate on the
geometric aspect of image-formation.

Notice that there is a negative sign in each of the formulae (3.2). This
makes the image of an object appear to be upside down on the image plane
(or the retina for the human eye). To eliminate this effect, we can simply
flip the image: (x, y) 7→ (−x,−y). This corresponds to placing the image
plane {Z = −f} in front of the optical center instead: {Z = +f}.

3.3 A first model of image formation

In this section we go through the process of deriving a geometric model of
image formation. We start by showing under what conditions one may study
photometry by means of simple geometry. Section 3.3.1 may be skipped at
a first reading. We then proceed to develop the purely geometric model
that we will use for the remainder of the book in Section 3.3.2.

3.3.1 Basic photometry

Let S be a smooth surface patch in space; we indicate the tangent plane
to the surface at a point p by τ and the inward unit normal vector by ν.
At each p ∈ S we can construct a local coordinate frame with origin at p,
e3-axis parallel to the normal vector ν and (e1, e2)-plane parallel to τ (see
Figure 3.7). The change of coordinates between the reference point at p
and an inertial reference frame (the “world” frame) is indicated by gp; gp

maps points in the local coordinate frame at p into points in the inertial
frame. For instance, gp maps the origin o to the point p (with respect to
the world frame): gp(o) = p; and the vector e3 into the surface normal
ν (again with respect to the world frame): gp∗(e3) = ν.1 In what follows
we will not make a distinction between a change of coordinates g and its
representation, and we will also consider interchangeably points p ∈ E3 and
their representation X ∈ R3.

Consider then a distribution of energy dE over a compact region of a
surface in space L (the light source). For instance, L can be the hemisphere
and dE be constant in the case of diffuse light on a cloudy day, or L could
be a distant point and dE a delta-measure in the case of sunlight on a clear
day (see Figure 3.7). The effects of the light source on the point p ∈ S can
be described using the infinitesimal energy dE(λp) radiated from L to p

1We recall from the previous chapter that, if we represent the change of coordinates
g with a rotation matrix R ∈ SO(3) and a translation vector T , then the action of g on
a point p of coordinates X ∈ R

3 is given by g(p)
.
= RX + T , while the action of g on a

vector of coordinates u is given by g∗(u)
.
= Ru.
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along a vector λp. The total energy reaching p, assuming additivity of the
energy transport, is E(p) =

∫
L dE(λp) which, of course, depends upon the

point p in question. Note that there could be several light sources, including
indirect ones (i.e. other objects reflecting energy onto S).

The portion of energy coming from a direction λp that is reflected onto
a direction xp is described by β(xp, λp), the bidirectional reflectance dis-
tribution function (BRDF). The energy that p reflects onto xp is therefore
obtained by integrating the BRDF against the energy distribution

E(xp, p)
.
=

∫

L

β(xp, λp)dE(λp) (3.3)

which depends upon the direction xp and the point p ∈ S, as well as on
the energy distribution E of the light source L.

The geometry of the sensor is described by a central projection π (see
Figure 3.7). For a point p with coordinates X ∈ R3 expressed in the camera
coordinate frame, which has its e3-axis parallel to the optical axis and the
(e1, e2)-plane parallel to the lens, the projection can be modeled as2

π : R3 → Ω; X 7→ x = π(X) (3.4)

where Ω ⊂ R2 with π(X)
.
= X/Z in the case of planar projection (e.g.,

onto the CCD), or Ω ⊂ S2 with π(X)
.
= X/‖X‖ in the case of a spherical

projection (e.g., onto the retina). We will not make a distinction between
the two models, and indicate the projection simply by π.

In order to express the direction xp in the camera frame, we consider
the change of coordinates from the local coordinate frame at the point p
to the camera frame. For simplicity, we let the inertial frame coincide with
the camera frame, so that X

.
= gp(o) = p and x ∼ gp∗(xp) where3 we note

that gp∗ is a rotation, so that x depends on xp, while X depends on p. The
reader should be aware that the transformation gp itself depends on local
shape of the surface at p, in particular its tangent plane τ and its normal
ν at the point p. Once we substitute x for xp into E in (3.3) we obtain the
radiance

R1(p)
.
= E(gp

−1
∗ (x), p) where x = π(p). (3.5)

2We will systematically study the model of projection in next few sections, but what
is given below suffices our discussions here.

3The symbol ∼ indicates projective equivalence, that is equality up to a scalar.
Strictly speaking, x and xp do not represent the same vector, but only the same di-
rection (they have opposite sign and different lengths). However, they do represent the
same point in the projective plane, and therefore we will regard them as one and the
same. In order to obtain the same embedded representation (i.e. a vector in R

3 with
the same coordinates), we would have to write x = π(−gp∗

(xp)). The same holds if we
model the projective plane using the sphere with antipodal points identified.
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Our (ideal) sensor can measure the amount of energy received along the
direction x, assuming a pin-hole model:

I1(x) = R1(p) where x = π(p). (3.6)

If the optical system is not well modeled by a pin-hole, one would have to
explicitly model the thin lens, and therefore integrate not just along the
direction xp, but along all directions in the cone determined by the current
point and the geometry of the lens. For simplicity, we restrict our attention
to the pin-hole model.

Notice that R1 in (3.5) depends upon the shape of the surface S, rep-
resented by its location p and surface normal ν, but it also depends upon
the light source L, its energy distribution E and the reflectance properties
of the surface S, represented by the BRDF β. Making this dependency
explicit we write

I1(x) =

∫

L

β(gp
−1
∗ (x), λp)dE(λp) where x = π(p) (3.7)

which we indicate in short-hand notation as I1(x) = R1(p; ν, β, L,E) where
we emphasize the dependence on ν, β, L,E in addition to p. I1 is called the
(image) irradiance, while R1 is called (scene) radiance.

When images are taken from different viewpoints, one has to consider the
change of coordinates g relative to the inertial reference frame. Assuming
that the inertial frame coincides with the image I1, we can obtain a new
image I2 by moving with g (see Figure 3.7). The coordinates of the point
p in the first and second camera frames are related by p2 = g(p), and
x = π(p), x2 = π(p2) = π(g(p)). Using the fact that x2 = π(g(p)) =
π(g(gp(o))), we have that the second image takes the light (reflected from
p) in the direction xp2 ∼ (ggp∗)

−1(x2) (with respect to the local coordinate
frame at p). Therefore, the (scene) radiance in the direction of the new
viewpoint is given by

R2(p, g; ν, β, L,E)
.
= E((ggp∗)

−1(x2), p)

and the (image) irradiance is I2(x2) = R2(p, g; ν, β, L,E) where x2
.
=

π(g(p)). So far, we have used the first image as a reference, so that x1 = x,
g1 is the identity transformation and p1 = p. This needs not be the case. If
we choose an arbitrary inertial reference and indicate with gk the change of
coordinates to the reference of camera k, pk the coordinate of the point p in
this frame and xk the corresponding direction, then for each of k = 1 . . .M
images we can write Ik(xk) = Rk(p, gk; ν, β, L,E).

The irradiance Ik of image k can be measured only up to noise. Since
we assume that energy transport phenomena are additive, such a noise will
be additive, but will have to satisfy the constraint that both radiance and
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Figure 3.7. Generative model

irradiance must be positive
{
Ik(xk) = Rk(p, gk; ν, β, L,E) + nk(xk)

subject to xk = π(gk(p)) and Rk ≥ 0
(3.8)

for k = 1 . . .M.
This model can be considerably simplified if we restrict our attention

to a class of materials, called Lambertian, that do not change appearance
depending on the viewpoint. Marble and other matte surfaces are to a
large extent well approximated by the Lambertian model. Metal, mirrors
and other shiny surfaces are not.

According to Lambert’s model, the BRDF only depends on how the sur-
face faces the light source, but not on how it is viewed. Therefore, β(xp, λp)
is actually independent of xp, and we can think of the radiance function as
being “glued”, or “painted” on the surface S, so that at each point p we have
that the radiance R only depends on the geometry of the surface, and not
explicitly on the light source. In particular, we have β(xp, λp) = 〈λp, νp〉,
independent of xp, and R(p, νp)

.
=

∫
L〈λp, νp〉dE(λp). Since νp is the normal

vector, which is determined by the geometry of the surface at p, knowing
the position of the generic point p ∈ S one can differentiate it to compute
the tangent plane. Therefore, effectively, the radiance R only depends on
the surface S, described by its generic point p:

I(x) = R(p) (3.9)
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where x = π(g(p)) relative to the camera reference frame. In all subsequent
sections we will adopt this model. In the next section we will show how to
relate this model, expressed in a very particular camera reference frame
(centered in the optical center, with Z-axis along the optical axis etc.) to
a general world reference frame.

3.3.2 The basic model of imaging geometry

Under the Lambertian assumption, as we have seen in the previous section,
we can reduce the process of image formation to tracing rays from objects
to pixels. The essence of this process is captured by the geometry of per-
spective projection, which can be reduced to simple changes of coordinates
and a canonical projection. In order to establish a relationship between the
position of points in the world, expressed for instance with respect to an
inertial reference frame, and the points measured in an image, it is neces-
sary to describe the relation between the camera reference frame and the
world frame. In this section we describe such a relation in detail for this
simplified image formation model as a series of transformations of coor-
dinates. Inverting such a chain of transformations is the task of “camera
calibration”, which is the subject of Chapter 6.

Consider an orthogonal inertial reference frame {o,X, Y, Z}, called the
world frame. We write the coordinates of a point p in the world frame as

Xw = [Xw, Yw, Zw]T ∈ R3.

In order to write the coordinates of the same point with respect to another
reference frame, for instance the camera frame c, Xc, it is necessary to
describe the transformation between the world frame and the camera frame.
We will indicate such a transformation by gwc. With this notation, the
coordinates in the world frame and those in the camera frame are related
by:

Xw = gwc(Xc)

and vice-versa Xc = gcwXw where gcw = g−1
wc is the inverse transformation,

which maps coordinates in the world frame onto coordinates in the camera
frame.

Transformations of coordinates between orthonormal reference frames
are characterized by the rigid motion of the reference frame. Therefore, as
discussed in Chapter 2, a rigid change of coordinates is described by the
position of the origin of the new frame, and the orientation of the new
frame relative to the old frame. Consider now the change of coordinates
gwc:

gwc = (Rwc, Twc)
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where Twc ∈ R3 and Rwc is a rotation matrix. The change of coordinates
of an arbitrary point is given by

Xw = gwc(Xc) = RwcXc + Twc.

A more compact way of writing the above equation is to use the
homogeneous representation,

X̄
.
= [XT , 1]T ∈ R4, ḡwc =

[
Rwc Twc

0 1

]
∈ R4×4

so that

X̄w
.
= ḡwcX̄c =

[
Rwc Twc

0 1

] [
Xc

1

]
.

The inverse transformation, that maps coordinates in the world frame onto
coordinates in the camera frame, is given by

gcw = (Rcw, Tcw) = (−RT
wcTwc, R

T
wc)

as it can be easily verified by:

ḡcwḡwc = ḡwcḡcw = I4×4

which is the identity transformation, and therefore ḡcw = ḡ−1
wc .

3.3.3 Ideal camera

Let us consider a generic point p, with coordinates Xw ∈ R3 relative to
the world reference frame. As we have just seen, the coordinates relative to
the camera reference frame are given by Xc = RcwXw + Tcw ∈ R3. So far
we have used subscripts to avoid confusion. From now on, for simplicity,
we drop them by using the convention R = Rcw, T = Tcw and g = (R, T ).
In the following section we denote the coordinates of a point relative to
the camera frame by X = [X,Y, Z]T and the coordinates of the same point
relative to the world frame by X0. X0 is also used to denote the coordinates
of the point relative to the initial location of the camera moving frame. This
is done often for convenience, since the choice of world frame is arbitrary
and it is convenient to identify it with the camera frame at a particular
time. Using this convention we have:

X = g(X0) = RX0 + T. (3.10)

Attaching a coordinate frame to the center of projection, with the optical
axis aligned with the z-axis and adopting the ideal pin-hole camera model
of Section 3.2.2 (see also Figure 3.6) the point of coordinates X is projected
onto the point of coordinates

x =

[
x
y

]
= − f

Z

[
X
Y

]
.
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where [x, y]T are coordinates expressed in a two-dimensional reference
frame (the retinal image frame) centered at the principal point (the in-
tersection between the optical axis and the image plane) with the x-axis
and y-axis parallel to the X-axis and Y -axis respectively and f represents
the focal length corresponding to the distance of the image plane from the
center of projection. In homogeneous coordinates this relationship can be
written as:

Z



x
y
1


 =




−f 0 0 0
0 −f 0 0
0 0 1 0







X
Y
Z
1


 . (3.11)

where X̄
.
= [X,Y, Z, 1]T is the representation of a 3-D point in homogeneous

coordinates and x̄
.
= [x, y, 1]T are homogeneous (projective) coordinates of

the point in the retinal plane. Since the Z-coordinate (or the depth of
the point p) is usually unknown, we may simply denote it as an arbitrary
positive scalar λ ∈ R+. Also notice that in the above equation we can
decompose the matrix into




−f 0 0 0
0 −f 0 0
0 0 1 0


 =




−f 0 0
0 −f 0
0 0 1







1 0 0 0
0 1 0 0
0 0 1 0


 .

Define two matrices:

Af =




−f 0 0
0 −f 0
0 0 1


 ∈ R3×3, P =




1 0 0 0
0 1 0 0
0 0 1 0


 ∈ R3×4.

Also notice that from the coordinate transformation we have for X̄ =
[X,Y, Z, 1]T :




X
Y
Z
1


 =



R T

0 1







X0

Y0

Z0

1


 . (3.12)

To summarize, using the above notation, the geometric model for an
ideal camera can be described as:

λ



x
y
1


 =




−f 0 0
0 −f 0
0 0 1







1 0 0 0
0 1 0 0
0 0 1 0






R T

0 1







X0

Y0

Z0

1


 ,

or in matrix form

λx̄ = AfP X̄ = AfP ḡX̄0 (3.13)
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3.3.4 Camera with intrinsic parameters

The idea model of Equation (3.13) is specified relative to a very particular
choice of reference frame, with Z axis along the optical axis etc. In practice,
when one captures images with a digital camera, the coordinates of the
optical axis or the optical center are not known, and neither are the units
of measurements. Instead, one can typically specify the index (i, j) of a
particular pixel, relative to the top-left corner of the image. Therefore, in
order to render the model (3.13) usable, we need to specify its relationship
with the pixel array.

The first step consists of specifying the units along the x and y axes: if x
and y are specified in terms of metric units (e.g., millimeters), and xs, yx

are scaled version that correspond to the index of a particular pixel, then
the transformation from x coordinates to xs coordinates can be described
by a scaling matrix

[
xs

ys

]
=

[
sx 0
0 sy

][
x
y

]
(3.14)

that depends on the size of the pixel (in metric units) along the x and y
directions. In general, these may be different (i.e. the pixels can be rectan-
gular, rather than square). However, xs and ys are still specified relative
to the point of intersection of the optical axis with the image plane (also
called the principal point), whereas the pixel index (i, j) is usually specified
relative to the top-left corner, and is conventionally indicated by a positive
number. Therefore, we need to translate the origin of the reference frame
and invert its axis:

xim = −(xs − ox)

yim = −(ys − oy)

where (ox, oy) are the coordinates (in pixels) of the principal point relative
to the image reference frame, or where the Z-axis intersects the image
plane. So the actual image coordinates are given by the vector xim =
[xim, yim]T ∈ R2 instead of the ideal image coordinates x = [x, y]T . The
above steps can be written in a homogeneous coordinates in a matrix form
in the following way:

x̄im
.
=



xim

yim

1


 =




−sx 0 ox

0 −sy oy

0 0 1






x
y
1


 (3.15)

where xim and yim are actual image coordinates in pixels. When sx = sy

the pixels are square. In case the pixels are not rectangular, a more general
form of the scaling matrix can be considered:

S =

[
sx sθ

0 sy

]
∈ R2×2
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where sθ is proportional to cot(θ) of the angle between the image axes x
and y. So then the transformation matrix in (3.15) takes the general form:

As =




−sx −sθ ox

0 −sy oy

0 0 1


 ∈ R3×3. (3.16)

In many practical applications it is commonly assumed that sθ = 0.
In addition to the change of coordinate transformations, in the case of a
large field of view, one can often observe image distortions along radial
directions. The radial distortion effect is typically modeled as:

x = xd(1 + a1r
2 + a2r

4)

y = yd(1 + a1r
2 + a2r

4)

where (xd, yd) are coordinates of the distorted points, r2 = x2
d + y2

d and
a1, a2 are then considered additional camera parameters. However, for
simplicity, in this book we will assume that radial distortion has been
compensated for. The reader can refer to [?] for details.
Now, combining the projection model from the previous section with the
scaling and translation yields a more realistic model of a transformation
between homogeneous coordinates of a 3-D point relative to the camera
frame and homogeneous coordinates of its image expressed in terms of
pixels:

λ



xim

yim

1


 =




−sx −sθ ox

0 −sy oy

0 0 1







−f 0 0
0 −f 0
0 0 1







1 0 0 0
0 1 0 0
0 0 1 0







X
Y
Z
1


 .

Notice that in the above equation, the effect of a real camera is in fact car-
ried through two stages. The first stage is a standard perspective projection
with respect to a normalized coordinate system (as if the focal length f = 1).
This is characterized by the standard projection matrix P = [I3×3, 0]. The
second stage is an additional transformation (on the so obtained image x)
which depends on parameters of the camera such as the focal length f ,
the scaling factors sx, sy and sθ and the center offsets ox, oy. The second
transformation is obviously characterized by the combination of the two
matrices As and Af

A = AsAf =




−sx −sθ ox

0 −sy oy

0 0 1







−f 0 0
0 −f 0
0 0 1


 =



fsx fsθ ox

0 fsy oy

0 0 1


 .
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Such a decoupling allows us to write the projection equation in the following
way:

λx̄im = AP X̄ =



fsx fsθ ox

0 fsy oy

0 0 1







1 0 0 0
0 1 0 0
0 0 1 0







X
Y
Z
1


 . (3.17)

The 3 × 3 matrix A collects all parameters that are “intrinsic” to the par-
ticular camera, and are therefore called intrinsic parameters; the matrix P
represents the perspective projection. The matrix A is usually called the
intrinsic parameter matrix or simply the calibration matrix of the camera.
When A is known, the normalized coordinates x can be obtained from the
pixel coordinates xim by simple inversion of A:

λx̄ = λA−1x̄im = P X̄ =




1 0 0 0
0 1 0 0
0 0 1 0







X
Y
Z
1


 . (3.18)

The information about the matrix A can be obtained through the process
of camera calibration described in Chapter 6.

The normalized coordinate system corresponds to the ideal pinhole cam-
era model with the image plane located in front of the center of projection
and the focal length f equal to 1. Given this geometric interpretation, the
individual entries of the matrix A correspond to:

1/sx size of the horizontal pixel in meters [m/pixel],
1/sy size of the vertical pixel in meters [m/pixel],
αx = sxf size of the focal length in horizontal pixels [pixel],
αy = syf size of the focal length in vertical pixels [pixel],
αx/αy aspect ratio σ.

To summarize, the overall geometric relationship between 3-D coordinates
X0 = [X0, Y0, Z0]

T relative to the world frame and their corresponding
image coordinates xim = [xim, yim]T (in pixels) depends on the rigid body
displacement between the camera frame and world frame (also called ex-
trinsic calibration parameters), an ideal projection and the camera intrinsic
parameters. The overall geometry of the image formation model is therefore
captured by the following equation:

λ



xim

yim

1


 =



fsx fsθ ox

0 fsy oy

0 0 1







1 0 0 0
0 1 0 0
0 0 1 0







R T

0 1







X0

Y0

Z0

1


 ,

or in matrix form

λx̄im = AP X̄ = AP ḡX̄0 (3.19)
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3.3.5 Spherical projection

The pin-hole camera model outlined in the previous section considers
planar imaging surfaces. An alternative imaging surface which is com-
monly considered is that of a sphere. This choice is partly motivated
by retina shapes often encountered in biological systems. For spherical
projection, we simply choose the imaging surface to be the unit sphere:
S2 =

{
X ∈ R3 | ‖X‖ = 1

}
. Then, the spherical projection is defined by the

map πs from R3 to S2:

πs : R3 → S2, X 7→ X =
X

‖X‖ .

Similarly to the case of perspective projection, the relationship between the
coordinates of 3-D points and their image projections can be expressed as

λx̄im = AP X̄ = AP ḡX̄0 (3.20)

where the scale λ = Z in case of perspective projection becomes λ =√
X2 + Y 2 + Z2 in case of spherical projection. Therefore, mathematically,

the perspective projection and spherical projection are exactly equivalent
to each other. The only difference is the unknown scale λ takes different
values.

3.3.6 Approximate camera models

The most commonly used approximation to the perspective projection
model is the so called orthographic projection. The light rays in the or-
thographic model travel along the lines parallel to the optical axis. The
relationship between image points and 3-D points in this case is particu-
larly simple: x = X ; y = Y . So the geometric model for an “orthographic
camera” can be expressed as:

[
x
y

]
=

[
1 0 0
0 1 0

] 

X
Y
Z


 , (3.21)

or simply in a matrix form

x = P2X (3.22)

where P2 = [I2×2, 0] ∈ R2×3.
Orthographic projection is a good approximation to perspective projec-

tion when the variation of the depth between the viewed points is much
smaller then the distance of the points from the image plane. In case the
points viewed lie on a plane which is parallel to the image plane, the image
of the points is essentially a scaled version of the original. This scaling can
be explicitly incorporated into the orthographic projection model, leading
to so called weak-perspective model. In such a case, the relationship between
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image points and 3-D points is:

x = f
X

Z̄
, y = f

Y

Z̄

where Z̄ is the average distance of the points viewed by the camera. This
model is appropriate for the case when all points lie in the frontoparallel
plane then the scaling factor corresponds to the distance of the plane from
the origin. Denoting the scaling factor s = f

Z̄
we can express the weak-

perspective camera model (scaled orthographic) as:

[
x
y

]
= s

[
1 0 0
0 1 0

] 

X
Y
Z


 (3.23)

or simply in a matrix form

x = sP2X (3.24)

These approximate projection models often lead to simplified and efficient
algorithms for estimation of unknown structure and displacement of the
cameras and are especially suitable for applications when the assumptions
of the model are satisfied [?].

3.4 Summary

The perspective projection was introduced as a model of the image for-
mation process. In the case of idealized projection (when the intrinsic
parameters of the camera system are known) the coordinates of the image
points are related to their 3D counterparts by an unknown scale λ

λx̄ = X̄.

In the absence of camera parameters the perspective projection has been
augmented by an additional transformation A which captures the intrinsic
parameters of the camera system and yields following relationship between
image quantities and its 3D counterparts.

λx̄im = AP X̄ = AP ḡX̄0

3.5 Exercises

1. Show that any point on a line through p projects onto the same
coordinates (equation (3.4)).

2. Show how perspective projection approximates orthographic pro-
jection when the scene occupies a volume whose diameter is small
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compared to its distance from the camera. Characterize other condi-
tions under which the two projection models produce similar results
(equal in the limit).

3. Consider a thin round lens imaging a plane parallel to the lens at a
distance d from the focal plane. Determine the region of this plane
that contributes to the image I at the point x. (Hint: consider first
a one-dimensional imaging model, then extend to a two-dimensional
image).

4. Perspective projection vs. orthographic projection
It is common sense that, with a perspective camera, one can not
tell an object from another object which is exactly twice as big but
twice as far. This is a classic ambiguity introduced by perspective
projection. Please use the ideal camera model to explain why this is
true. Is the same also true for orthographic projection? Please explain.

5. Vanishing points
A straight line in the 3-D world is projected onto a straight line in
the image. The projections of two parallel lines intersect in the image
at so-called vanishing point.

a) Show that projections of parallel lines in the image intersect
at a point.
b) Compute, for a given family of parallel lines, where in the
image the vanishing point will be.
c) When does the vanishing point of the lines in the image lie
at infinity (i.e. they do not intersect)?

6. Field of view
An important parameter of the imaging system is the field of view
(FOV). The field of view is twice the angle between the optical axis
(z-axis) and the end of the retinal plane (CCD array). Imagine that
you have a camera system with focal length 16mm, and retinal plane
(CCD array) is (16mm× 12mm) and that you digitizer samples your
imaging surface 500× 500 pixels in each direction.

a) Compute the FOV.
b) Write down the relationship between the image coordinate
and a point in 3D world expressed in the camera coordinate
system.
d) Describe how is the size of FOV related to focal length and
how it affects the resolution in the image.
e) Write a MATLAB program, which simulates the geometry of
the projection process; given an object (3D coordinates of the
object in the camera (or world) frame, create an image of that
object. Experiment with changing the parameters of the imaging
system.
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7. Calibration matrix
Please compute the calibration matrix A which represents the trans-
formation from image I to I ′ as shown in Figure 3.8. Note that, from
the definition of calibration matrix, you need to use homogeneous
coordinates to represent points on the images. Suppose that the re-

y
o

x

y

(640,480)

I

I’

ox

(-1,1)

Figure 3.8. Transformation of a normalized image into pixel coordinates.

sulting image I ′ is further digitized into an array of 480× 640 pixels
and the intensity value of each pixel is quantized to an integer in
[0, 255]. Then how many different digitized images one can possibly
get from such a process?
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Chapter 4
Image primitives and correspondence

The previous chapter described how images are formed depending on the
position of the camera, the geometry of the environment and the light
distribution. In this chapter we begin our journey of understanding how to
“undo” this process and process measurements of light in order to infer the
geometry of the environment.

The geometry of the environment and the light distribution combine to
give an image in a way that is inextricable: from a single image, in lack
of prior information, we cannot tell light and geometry apart. One way to
see that is to think of an image as coming from a certain object with a
certain light distribution: one can always construct a different object and
a different light distribution that would give rise to the same image. One
example is the image itself! It is an object different from the true scene (it
is flat) that gives rise to the same image (itself). In this sense, images are
“illusions:” they are objects different than the true one, but that generate
on the retina of the viewer the same stimulus (or “almost” the same, as we
will see) that the original scene would.

However, if instead of looking at one single image we look at two or more
images of the same scene taken for instance from different vantage points,
then we can hope to be able to extract geometric information about the
scene. In fact, each image depends upon the (changing) camera position,
but they all depend upon the same geometry and light distribution, as-
suming that the scene has not changed between snapshots. Consider, for
instance, the case of a scene and an photograph of the scene. When viewed
from different viewpoints, the original scene will appear different depend-
ing upon the depth of objects within: distant objects will move little and
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near objects will move mode. If, on the other hand, we move in front of a
photograph of the scene, every points will have the same image motion.

This intuitive discussion suggests that, in order to be able to extract
geometric information about the environment, we first have to be able to
establish how points “move” from one image to the next. Or, more in
general, we have to establish “which points corresponds to which” in dif-
ferent images of the same scene. This is called the correspondence problem.
The correspondence problem is at the heart of the process of converting
measurements of light into estimates of geometry.

In its full generality, this problem cannot be solved. If the light distribu-
tion and the geometry of the scene can change arbitrarily from one image
to the next, there is no way to establish which points corresponds to which
in different images. For instance, if we take a white marble sphere rotating,
we have no way to tell which point corresponds to which on the sphere
since each point looks the same. If instead we take a still mirror sphere
and move the light, even though points are still (and therefore points cor-
respond to themselves), their appearance changes from one image to the
next. Even if light and geometry do not change, if objects have anisotropic
reflectance properties, so that they change their appearance depending on
the viewpoint, establishing correspondence can be very hard.

In this chapter we will study under what conditions the correspondence
problem can be solved, and can be solved easily. We will start with the most
naive approach, that consists in considering the image irradiance I(x) as a
“label” attached to each pixel x. Although sound in principle, this approach
leads to nowhere due to a variety of factors. We will then see how to extend
the “label” idea to more and more complex labels, and what assumptions
on the shape of objects different labels impose.

4.1 Correspondence between images

Given a projection of a 3D point in an image, the goal of establishing the
correspondence, is to find the projection of the same 3D point in another
view. In order to understand and tackle this difficult problem, we need to
relate the abstract notion of a “point” to some measurable image quantities.

Consider one image, denoted by I1, represented as a function defined on
a compact two-dimensional region Ω (the sensor) taking values (irradiance)
in the positive reals, as we discussed in the previous chapter:

I1 : Ω ⊂ R2 → R+

x 7→ I(x).

Under the simplifying assumptions of Chapter 3, the irradiance I1(x) is
obtained by integrating the radiant energy in space along the ray λx. If the
scene only contains opaque objects, then only one point along the projection
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ray contributes to the irradiance. This point has coordinates X ∈ R3, cor-
responding to a particular value of λ determined by the first intersection of
the ray with a visible surface: λx = X. Therefore, I1(x) = E(λx) = E(X),
where λ ∈ R+ represents the distance of the point along the projection ray
and E(X) : R3 −→ R+ is the radiant distribution of the object at X. This
is the fundamental irradiance equation:

I1(x) = E(λx) = E(X). (4.1)

Now suppose that a different image of the same scene becomes available,
I2, for instance one taken from a different vantage point. Naturally,

I2 : Ω ⊂ R2 −→ R+;x 7→ I2(x).

However, I2 will in general be different from I1. The first step in estab-
lishing correspondence is to understand how such a difference occurs. We
distinguish between changes that occur in the image domain Ω and changes
that occur in the value I2.

4.1.1 Transformations in the image domain

Let us assume, for now, that we are imaging empty space except for a
point with coordinates X ∈ R3 that emits light with the same energy in
all directions. This is a simplifying assumption that we will relax in the
next section. If I1 and I2 are images of the same scene, they must satisfy
the same irradiance equation (4.1). In general, however, the projection rays
from the point X onto the two sensors will be different in the two images,
due to the difference in the viewpoints, which can be characterized by as a
displacement (R, T ) ∈ SE(3):

I2(x2) = E(x2λ2) = E(X) = E(Rx1λ1 + T )
.
= I1(x1) (4.2)

Under these admittedly restrictive assumptions, the correspondence prob-
lem consists of establishing the relationship between x1 and x2. One may
think of I1 and I2 as “labels” associated to x1 and x2, and therefore match
points xi based on their labels Ii. Equation (4.2) therefore shows that the
point x1 in image I1 corresponds to the point x2 in image I2 if

x2 = h(x1) = (Rx1λ1(X) + T )/λ2(X) (4.3)

where we have emphasized the fact that the scales λi, i = 1, 2 depend upon
the coordinates of the point in space X. Therefore, under the admittedly
restrictive conditions of this section, a model of the deformation between
two images of the same scene is given by:

I1(x1) = I2(h(x1)). (4.4)

The function h describes the “image motion” that we have described
informally in the header of this chapter. In order to make it more suggestive
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of the motion of individual pixels, we could write h as

h(x) = x + u(X) (4.5)

where the fact that h depends upon the shape of the scene is made explicitly
in the argument of u. Note that the dependence of h(x) on the position
of the point X comes through the scales λ1, λ2. In general, therefore, h
is a function in an infinite-dimensional space (the space of surfaces), and
solving for image correspondence is as difficult as estimating the shape of
visible objects.

While the reader reflects on how inappropriate it is to use the brightness
value of the image at a point as a “label” to match pixels across different
images, we reflect on the form of the image motion h in some interesting
special cases. We leave it as an exercise to the reader to prove the statements
below.

Translational image model Consider the case where each image point
moves with the same motion, u(X) = const, or h(x) = x+u ∀ x ∈ Ω
where u ∈ R2. This model is correct only if the scene is flat and
parallel to the plane, far enough from it, and the viewer is moving
slowly in a direction parallel to the image. However, if instead of
considering the whole image we consider a small window around a
point x, W (x) = {x̃ | ‖x− x̃‖ ≤ ε}, then a simple translational model
could be a reasonable approximation provided that the window is not
an image of an occluding boundary (why?). Correspondence based
on this model is at the core of most optical flow and feature tracking
algorithms. We will adopt the one of Lucas and Kanade [?] as the
prototypical example of a model in this class.

Affine image deformation Consider the case where h(x) = Ax + d
where A ∈ R2×2 and d ∈ R2. This model is a good approximation
for small planar patches parallel to the image plane moving under an
arbitrary translation and rotation about the optical axis, and modest
rotation about an axis parallel to the image plane. Correspondence
based on this model has been addressed by Shi and Tomasi [?].

Now, let us see why attaching scalar labels to pixels is not a good idea.

4.1.2 Transformations of the intensity value

The basic assumption underlying the derivation in the previous section is
that each point with coordinates X results in the same measured irradi-
ance in both images, as in Equation (4.2). In practice, this assumption is
unrealistic due to a variety of factors.

First, measuring light intensity consists of counting photons, a process
that is intrinsically subject to uncertainty. In addition, the presence of
the atmosphere, the material of the lens, the manufacturing of the sensor
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all inject noise in the reading of light intensity. As a first approximation,
one could lump all sources of uncertainty into an additive noise term n.
This noise is often described statistically as a Poisson random variable
(when emphasizing the nature of the counting process and enforcing the
non-negativity constraints on irradiance), or as a Gaussian random vari-
able (when emphasizing the concurrence of multiple independent sources
of uncertainty). Therefore, equation (4.4) must be modified to take into
account changes in the intensity value, in addition to the deformation of
the domain:

I1(x1) = I2(h(x1)) + n(h(x1)). (4.6)

More fundamental departures from the model (4.4) occur when one consid-
ers that points that are visible from one vantage point may become occluded
from another. Occlusions could be represented by a factor multiplying I2
that depends upon the shape of the surface being imaged:

I1(x1) = fo(X,x)I2(h(x1)) + n(h(x1)). (4.7)

For instance, for the case where only one point on the surface is emitting
light, fo(X,x) = 1 when the point is visible, and fo(X,x) = 0 when not.
The equation above should make very clear the fact that associating the
label I1 to the point x1 is not a good idea, since the value of I1 depends
upon the noise n and the shape of the surfaces in space X, which we cannot
control.

There is more: in most natural scenes, object do not emit light of their
own but, rather, they reflect ambient light in a way that depends upon
the properties of the material. Even in the absence of occlusions, different
materials may scatter or reflect light by different amounts in different di-
rections. A limit case consist of material that scatters light uniformly in all
directions, such as marble and opaque matte surfaces, for which fo(X,x)
could simply be multiplied by a factor α(X) independent of the viewpoint
x. Such materials are called Lambertian and the function α(X) defined on
the surface of visible objects is called albedo. However, for many other sur-
faces, for instance the other extreme case of a perfectly specular material,
light rays hitting the surface are reflected by different amounts in different
directions. Images of specular objects depend upon the light distribution of
the ambient space, which includes light sources as well as every other object
through inter-reflections. In general, few materials exhibit perfect Lamber-
tian or specular reflection, and even more complex reflection models, such
as translucent or anisotropic materials, are commonplace in natural and
man-made scenes.

The reader can therefore appreciate that the situation can get very
complicated even for relatively simple objects. Consider, for instance, the
example of the marble sphere and the mirror sphere in the header of this
chapter. Indeed, in the most general case an image depends upon the (un-
known) light distribution, material properties, shape and pose of objects in
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space, and images alone – no matter how many – do not provide sufficient
information to recover all unknowns.

So how do we proceed? How can we establish correspondence despite the
fact that labels are ambiguous and that point correspondence cannot be
established for general scenes?

The second question can be easily dismissed by virtue of modesty: in
order to recover a model of the scene, it is not necessary to establish the
correspondence for every single point on a collection of images. Rather, in
order to recover the pose of cameras and a simple model of an environment,
correspondence of a few fiducial points is sufficient. It will be particularly
clever if we could choose such fiducial points, of “features” in such a way
as to guarantee that they are easily put in correspondence.

The first question can be addressed by proceeding as often when try-
ing to counteract the effects of noise: integrating. Instead of considering
Equation (4.2) in terms of points on an image, we can consider it defining
correspondence in terms of regions. This can be done by integrating each
side on a window W (x) around each point x, and using the equation to
characterize the correspondence at x. Another way of thinking of the same
procedure is to associate to each pixel x not just the scalar label I(x), but
instead a “vector label”

l(x)
.
= {I(x̃) | x̃ ∈ W (x) ⊂ Ω}.

This way, rather than trying to match values, in order to establish
correspondence, we will need to match vectors, or “regions.”

Of course, if we considered the transformation of each point in the region
as independent, h(x) = x+u(X), we would be back to ground zero, having
to figure out two unknowns for each pixel. However, if we make the assump-
tion that the whole region W (x) undergoes the same motion, for instance
h(x̃) = x̃ + u ∀ x̃ ∈ W (x), then the problem may become easier to solve.
At this stage the reader should go back to consider under what assump-
tions a window undergoes a pure translation, and when it may be more
appropriate to model the motion of the region as an affine deformation, or
when neither approximation is appropriate.

In the remainder of this chapter we will explore in greater detail how
to match regions based on simple motion models, such as pure translation
or affine deformations. Notice that since we are comparing the appearance
of regions, a notion of “discrepancy” or “matching cost” must be agreed
upon.

4.2 Photometric and geometric features

In the previous section we have seen that, in the most general case, finding
correspondence between points in two images of a scene with arbitrary
photometry and geometry is impossible. Therefore, it makes sense to try
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to characterize the locations in the image where such correspondence can
be established.

One way to do that, as we have suggested in the previous section, is to
associate each geometric entity, for instance a point, with a support region,
that is a neighborhood of x: W (x) ⊂ Ω | x ∈ W (x), and characterize
the nature of the point in terms of the values of the image in the support
region, {I(x̃) |x̃ ∈ W (x)}. Depending on the particular irradiance pattern
I , not all label sets can be matched. Consider, for instance, two images of
a white wall. Clearly I1(x1) = I2(x2) ∀x1,x2, and therefore equation (4.4)
does not define a correspondence function h.

As we have anticipated, rather than trying to match each pixel, we are
going to opportunistically define as “feature points” those for which the
correspondence problem can be solved. The first step is to choose a class of
transformations, h, that depends upon a set of parameters α. For instance,
α = u for the translational model, and α = {A,b} for the affine model.
With an abuse of notation we indicate the dependency of h from the pa-
rameters as h(α). We can then define a pixel x to be a feature point if there
exists a neighborhood W (x) such that the following equations

I1(x) = I2(h(x, α)) ∀ x ∈W (x) (4.8)

uniquely determine the parameters α. From the example of the white wall,
it is intuitive that such conditions would require that I1 and I2 have non-
zero gradient. In the sections to follow we will derive an explicit form of this
condition for the case of translational model. Notice also that, due to noise,
there may exist no parameters α for which the equation above is satisfied.
Therefore, we may have to solve the equation above as an optimization
problem. After choosing a discrepancy measure in Ω, φ(I1, I2), we can seek
for

α̂ = arg min
α
φ(I1(x), I2(h(x, α))). (4.9)

Similarly, one may define a feature line as line segment with a support
region and a collection of labels such that the orientation and normal dis-
placement of the transformed line can be uniquely determined from the
equation above.

In the next two sections we will see how to efficiently solve the problem
above for the case where α are translation parameters or affine parameters.

Comment 4.1. The definition of feature points and lines allows us to ab-
stract our discussion from pixels and images to abstract entities such as
points and lines. However, as we will discuss in later chapters, this sepa-
ration is more conceptual than factual. Indeed, all the constraints among
geometric entities that we will derive in Chapters 8, 9, 10, and 11 can be
rephrased in terms of constraints on the irradiance values on collections of
images.
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4.3 Optical flow and feature tracking

4.3.1 Translational model

Consider the translational model described in the previous sections, where

I1(x1) = I2(h(x1)) = I2(x1 + u). (4.10)

If we consider the two images as being taken from infinitesimally close
vantage points, we can write a differential version of the purely translational
model as a constraint. In order to make the notation more suggestive, we use
a time index t, so that I1(x1)

.
= I(x(t1), t1). With this notation, assuming

infinitesimal motion, Equation (4.10) can be re-written as

I(x(t), t) = I(h(x(t) + u(t), t+ dt) (4.11)

where we have taken the liberty of calling t1
.
= t and t2

.
= t+dt to emphasize

the fact that motion is infinitesimal. In the limit where dt→ 0, the equation
can be written as

∇I(x(t), t)T u + It(x(t), t) = 0 (4.12)

where

∇I(x, t) .
=

[ ∂I
∂x (x, t)
∂I
∂y (x, t)

]
, and It(x, t)

.
=
∂I

∂t
(x, t). (4.13)

Another way of writing the equation is in terms of the total derivative with
respect to time,

dI(x(t), y(t), t)

dt
= 0. (4.14)

since for I(x(t), y(t), t) we have

∂I

∂x

dx

dt
+
∂I

∂y

dy

dt
+
∂I

∂t
= 0 (4.15)

which is identical to (4.12) once we let u
.
= [ux, uy]

T = [dx
dt ,

dy
dt ]T ∈ R2.

This equation is called the “image brightness constancy constraint”. De-
pending on where the constraint is evaluated, this equation can be used to
compute what is called optical flow, or to track photometric features in a
sequence of moving images.

Before we delve into the study of optical flow and feature tracking, notice
that (4.12), if computed at each point, only provides one equation for two
unknowns (u). It is only when the equation is evaluated at each point in a
region x̃ ∈W (x), and the motion is assumed to be constant in the region,
that the equation provides enough constraints on u.
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Optical flow and the aperture problem

We start by rewriting Equation (4.12) in a more compact form as

∇IT u + It = 0 (4.16)

For convenience we omit the time from (x(t), y(t)) in I(x(t), y(t), t) and
write simply I(x, y, t).

There are two ways to exploit this constraint, corresponding to an “Eu-
lerian” and “Lagrangian” approach to the problem of determining image
motion. When we fix our attention at a particular image location x̄ and
use (4.16) to compute the velocity of “particles flowing” through that pixel,
u(x̄, t) is called optical flow. When instead the attention is on a particu-
lar particle x(t), and (4.16) is computed at the location x(t) as it moves
through the image domain, we refer to the computation of u(x(t̄), t̄) as
feature tracking. Optical flow and feature tracking are obviously related by
x(t+ dt) = x(t) +u(x(t), t)dt. The only difference, at the conceptual level,
is where the vector u(x, t) is computed: in optical flow it is computed at a
fixed location on the image, whereas in feature tracking it is computed at
the point x(t).

The brightness constancy constraint captures the relationship between
the image velocity u of an image point (x, y) and spatial and temporal
derivatives ∇I, It which are directly measurable. As we have already no-
ticed, the equation provides a single constraint for two unknowns u =
[ux, uy]

T . From the linear algebraic point of view there are infinitely many
solutions u which satisfy this equation. All we can compute is the projec-
tion of the actual optical flow vector to the direction of image gradient ∇I .
This component is also referred to as normal flow and can be thought of
as a minimum norm vector un ∈ R2 which satisfies the brightness con-
stancy constraint. It is given by a projection of the true motion field u into
gradient direction and its magnitude is given by

un
.
=

∇IT u

‖∇I‖ · ∇I
‖∇I‖ = − It

‖∇I‖ · ∇I
‖∇I‖ . (4.17)

Direct consequence of this observation is so called aperture problem which
can be easily visualized. For example consider viewing locally an area of
the image as it undergoes motion (see Figure 4.1). In spite of the fact
that the dark square moved between the two consecutive frames diagonally,
observing the motion purely through the window (aperture) we can observe
only changes in the horizontal direction and may assume that the observed
pattern moved arbitrarily along the direction of the edge.

The aperture problem is yet another manifestation of the fact that we
cannot solve the correspondence problem by looking at brightness values
at a point. Instead, as we have anticipated, we will be looking at brightness
values in a region around each point. The assumption that motion is con-
stant within the region is commonly known as “local constancy.” It states
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Figure 4.1. In spite of the fact that the dark square moved diagonally between the
two consecutive frames, observing purely the cut-out patch we can only observe
motion in horizontal direction and we may assume that the observed pattern
moved arbitrarily along the direction of the edge.

that over a small window centered at the image location x the optical flow
is the same for all points in a window W (x). This is equivalent to assuming
a purely translational deformation model:

h(x) = x + u(λx) = x + u(λx) for all x ∈W (x) (4.18)

Hence the in order to compute the image velocity u, we seek the image
velocity which is most consistent with all the point constraints. Due to the
effect of noise in the model (4.6), this now over-constrained system may not
have a solution. Hence the matching process is formulated as a minimization
of the following quadratic error function based on the brightness constancy
constraint:

Eb(u) =
∑

W (x,y)

(∇IT (x, y, t) · u(x, y) + It(x, y, t))
2 (4.19)

where the subscript b indicates brightness constancy. To obtain a linear
least-squares estimate of u(x, y) at each image location, we compute the
derivative with respect to u of the error function Eb(u):

∇Eb(u) = 2
∑

W (x,y)

∇I(∇IT · u + It) = 2
∑

W (x,y)

[
I2
x IxIy

IxIy I2
y

]
u +

[
IxIt
IyIt

]

For u that minimizes Eb, it is necessary that ∇Eb(u) = 0. This yields:
[ ∑

I2
x

∑
IxIy∑

IxIy
∑
I2
y

]
u +

[ ∑
IxIt∑
IyIt

]
= 0 (4.20)

or in a matrix form:

Gu + b = 0. (4.21)

Solving this equation (if G is invertible) gives the least-squares estimate of
image velocity:

u = −G−1b (4.22)
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Note however that the matrix G is not guaranteed to be invertible. If the
intensity variation in a local image window varies only along one dimension
e.g., Ix = 0 or Iy = 0) or vanishes (Ix = 0 and Iy = 0), then G is not
invertible. These singularities are frequently referred to as an aperture and
blank wall problem, respectively. Based on these observations we see that
it is the local properties of image irradiance in the window W (x) which
determine the ill-posedness of the problem.

Since it seems that the correspondence problem can be solved, under the
brightness constancy assumption, for points x where G(x) is invertible, it
is convenient to define such points as “feature points” at least according to
the quadratic criterion above.

The discrete-time equivalent of the above derivation is known as the “sum
of squared differences” (SSD) algorithm. The SSD approach considers an
image window W centered at a location (x, y) at time t and other candidate
locations (x+dx, y+dy) in the image at time t+dt, where the point could
have moved between two frames. The goal is to find a displacement (dx, dy)
at a location in the image (x, y) which minimizes the SSD criterion:

SSD(dx, dy) =
∑

W (x,y)

(I(x, y, t) − I(x + dx, y + dy, t+ dt))2 (4.23)

where the summation ranges over the image window W (x, y) centered at a
feature of interest. Comparing to the error function (4.19), an advantage of
the SSD criterion is that in principle we no longer need to compute deriva-
tives of I(x, y, t). One alternative is for computing the displacement is to
enumerate the function at each location and choose the one which gives the
minimum error. This formulation is due to Lucas and Kanade [LK81] and
was originally proposed in the context of stereo algorithms and was later
refined by Tomasi and Kanade [TK92] in more general feature tracking
context.

4.3.2 Affine deformation model

Assuming that a whole region is moving with purely translational motion
is reasonable only for very particular cases of scene structure and camera
motion, as we have anticipated in the previous section. This is therefore
too rigid a model, at the opposite end of the spectrum of assuming that
each pixel can move independently.

In between these two extreme cases one may adopt richer models that
account for more general scenes and motion. A commonly adopted model
is that of affine deformation of image regions that support point features:
I1(x) = I2(h(x)), where the function h has the following form:

h(x) = Ax + d =

[
a1 a2

a3 a4

]
x +

[
a5

a6

]
. (4.24)
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Similarly as in the pure translation model ( 4.10) we can formulate
brightness constancy constraint for this more general 6-parameter affine
model:

I(x, t) = I(Ax + d, t+ dt). (4.25)

Enforcing the above assumption over a region of the image we can estimate
the unknown affine parametersA and d, by integrating the above constraint
for all the points in the region W (x, y)

Ea(A,d) =
∑

W (x)

(I(x, t) − I(Ax + d, t+ dt))2 (4.26)

where the subscript a indicates the affine deformation model. By solving the
above minimization problem one can obtain a linear-least squares estimate
of the affine parameters A and d directly from the image measurements of
spatial and temporal gradients. The solution has been first derived by Shi
and Tomasi in [?].

4.4 Feature detection algorithms

In the previous sections we have seen how to compute the displacement or
affine deformation of a photometric feature, and we have distinguished the
case where the computation is performed at a fixed set of locations (optical
flow) from the case where point features are tracked over time (feature
tracking). One issue we have not addressed in this second case is how to
initially select the points to be tracked. However, we have hinted in various
occasions at the possibility of selecting as “feature points” the locations
that allow to easily solve the correspondence problem. In this section we
make this more precise by giving an numerical algorithm to select such
features.

As the reader may have noticed, the description of any of those feature
points relies on knowing the gradient of the image. Hence before we can
give out any numerical algorithm for feature selection, we need to study
how to compute image gradient in an accurate and robust way.

4.4.1 Computing image gradient

Neglecting for the moment the discrete nature of digital images, concep-
tually the image gradient ∇I(x, y) = [Ix, Iy]T ∈ R2 is simply given by the
two partial derivatives:

Ix(x, y) =
∂I

∂x
(x, y), Iy(x, y) =

∂I

∂y
(x, y). (4.27)
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While the notion of derivative is well defined for smooth functions, addi-
tional steps need to be taken when computing the derivatives of digital
images.

The most straightforward and commonly used approximation of the gra-
dient by first order differences of the raw images usually results in a rough
approximation of ∇I . Due to the presence of noise, digitization error as
well as the fact that only discrete samples of function I(x, y) are available,
a common practice is to smooth I(x, y) before computing first differences to
approximate the gradient. Smoothing can be accomplished by convolution
of the image with a smoothing filter. Suitable low-pass filter which atten-
uates the high-frequency noise and at the same time can be serve as some
sort of interpolating function is for instance a 2-D Gaussian function:

gσ(x, y) =
1√
2πσ

e−(x2+y2)/2σ2

(4.28)

where the choice σ is related to the effective size of the window over which
the intensity function is averaged. Since the Gaussian filter is separable,
the convolution can be accomplished in two separate steps, first convolving
the image in horizontal and vertical direction with a 1-D Gaussian kernel.
The smoothed image then is:

Ĩ(x, y) =

∫

u

∫

v

I(u, v)gσ(x− u)gσ(y − v) dudv. (4.29)

Figures 4.2 and 4.3 demonstrate the effect of smoothing a noisy image by
a convolution with the Gaussian function. Since convolution is linear, the

Figure 4.2. An image “Lena” corrupted
by white random noises.

Figure 4.3. Smoothed image by a con-
volution with the Gaussian function.

operations of smoothing and computing the gradient can be interchanged
in order, so that taking derivatives of the smoothed function Ĩ is equivalent
to convolving the original image I with a kernel that is the derivative of
gσ. Hence we can compute an approximation of the gradient ∇I according
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to the following equations:

Ix(x, y) =

∫

u

∫

v

I(u, v)g′σ(x− u)gσ(y − v) dudv (4.30)

Iy(x, y) =

∫

u

∫

v

I(u, v)gσ(x− u)g′σ(y − v) dudv (4.31)

where g′σ(x) = −x√
2πσ3

e−x2/2σ2

is the derivative of the Gaussian function. Of

course, in principle, linear filters other than the Gaussian can be designed
to smooth the image or compute the gradient. Of course, over digital im-
ages, we cannot perform continuous integration. So the above convolution is
commonly approximated by a finite summation over an region Ω of interest:

Ix(x, y) =
∑

(u,v)∈Ω

I(u, v)g′σ(x− u)gσ(y − v) (4.32)

Iy(x, y) =
∑

(u,v)∈Ω

I(u, v)gσ(x− u)g′σ(y − v) (4.33)

Ideally Ω should be chosen to be the entire image. But in practice, one can
usually choose its size to be big enough so that the values of the Gaussian
kernel are negligibly small outside of the region.

4.4.2 Line features: edges

By an edge in an image, we typically refer to a collection of pixels aligned
along a certain direction such that norm of the gradient vector ∇I is high in
the orthogonal direction. This simple idea results the following important
algorithm

Algorithm 4.1 (Canny edge detector). Given an image I(x, y), follow
the steps to detect if a given pixel (x, y) is an edge:

• set a threshold τ > 0 and standard deviation σ > 0 for the Gaussian
function,

• compute the gradient vector ∇I = [Ix, Iy]T according to

Ix(x, y) =
∑

u,v I(u, v)g
′
σ(x− u)gσ(y − v)

Iy(x, y) =
∑

u,v I(u, v)gσ(x− u)g′σ(y − v)
(4.34)

• if ‖∇I(x, y)‖2 = ∇IT∇I is a local maximum along the gradient and
larger than the prefixed threshold τ , then mark it as an edge pixel.

Figures 4.4 and 4.5 demonstrate edge pixels detected by the Canny edge
detector on a gray-level image. Edges are important features which give
away some local geometric information of the image. However, as we men-
tioned in previous sections, they are typically not good features to track
due to the aperture problem. Hence in order to select features which are
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Figure 4.4. Original image. Figure 4.5. Edge pixels from the Canny
edge detectors.

more robust to track or match, point features, or the so-called “corners”,
are more favored.

4.4.3 Point features: corners

The solution of the correspondence problem for the case of pure translation
relied on inverting the matrix G made of the spatial gradients of the image
(4.22). For G to be invertible, the region must have non-trivial gradient
along two independent directions, resembling therefore “corner” structures
in the images, as shown in Figure 4.6. So the existence of a corner point

xo
x

Figure 4.6. A corner feature xo is the virtual intersection of local edges.

xo = [xo, yo] ∈ R2 means that over the window W (xo, yo) the following
minimization has a solution

min
xo

Ec(xo)
.
=

∑

x∈W (xo)

(
∇IT (x)(x − xo)

)2
(4.35)

where ∇I(x) is the gradient calculated at x = [x, y]T ∈ W (xo, yo). It is
then direct to check that the existence of a local minima for this error
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function is equivalent to the summation of outer product of the gradients,
i.e.

∑

x∈W (xo)

∇I(x)∇IT (x) (4.36)

is a non-singular matrix. In the simplest implementations, the partial
derivatives are approximated by convolution with the derivative of the
Gaussian function. Overall summation after approximation yields a matrix
G

G =

[ ∑
I2
x

∑
IxIy∑

IxIy
∑
I2
y

]
∈ R2×2. (4.37)

If the σmin, denoting the smallest singular value of G, is above specified
threshold τ we say that the point (x0, y0) is a feature point. If the feature-
window has constant brightness, i.e. both singular values of G are zero, it
cannot be localized in another image. When one of the singular values is
close to zero, the brightness varies in a single direction only. In order to
be able to solve the correspondence problem, a window needs to have a
significant gradient along two independent directions. We will elaborate on
these issues in the context of feature tracking. After this definition, it is
easy to devise an algorithm to extract feature points (or corners)

Algorithm 4.2 (Corner detector). Given an image I(x, y), follow the
steps to detect if a given pixel (x, y) is a corner feature:

• set a threshold τ ∈ R and a window W of fixed size,

• for all pixels in the window W around (x, y) compute the matrix

G =

[ ∑
I2
x

∑
IxIy∑

IxIy
∑
I2
y

]
(4.38)

• if the smallest singular value σmin(G) is bigger than the prefixed
threshold τ , then mark the pixel as a feature (or corner) point.

Although we have used the word “corner”, the reader should observe that
the test above only guarantees that the irradiance function I is “changing
enough” in two independent directions within the window of interest. In
other words, the window contains “sufficient texture”. Besides using the
norm (inner product) or outer product of the gradient ∇I to detect edge or
corner, criteria for detecting both edge and corner together have also been
explored. One of them is the well-known Harris corner and edge detector
[HS88]. The main idea is to threshold the following quantity

C(G) = det(G) + k · trace2(G) (4.39)

where different choices of the parameter k ∈ R may result in either an edge
detector or corner detector. To see this, let assume the two eigenvalues
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Figure 4.7. An example of the response of the Harris feature detector using 5× 5
integration window and parameter k = 0.04.

(which in this case coincide with the singular values) of G are σ1, σ2. Then

C(G) = σ1σ2 + k(σ1 + σ2)
2 = (1 + 2k)σ1σ2 + k(σ2

1 + σ2
2). (4.40)

Note that if k > 0 and either one of the eigenvalues is large, so will be
C(G). That is, both distinctive edge and corner features will more likely
pass the threshold. If k < 0, then both eigenvalues need to be big enough
to make C(G) pass the threshold. In this case, the corner feature is favored.
Simple thresholding operation often does not yield satisfactory results and
leads to a detection of too many corners, which are not well localized.
Partial improvements can be obtained by search for the local minima in
the regions, where the response of the detector was high. Alternatively,
more sophisticated techniques can be used, which utilize the edge detection
techniques and indeed search for the high curvature points of the detected
contours.

4.5 Compensating for photometric factors

4.6 Exercises

1. Motion model. Consider measuring image motion h(x) and noticing
that h(x) = x+u ∀ x ∈ Ω, i.e. each point on the image translates by
the same amount u. What particular motion (R, T ) and 3D structure
X must the scene have to satisfy this model?

2. Repeat the exercise above for an affine motion model, h(x) = Ax+u.

3. Repeat the exercise above for a projective motion model, h(x) = Hx,
in homogeneous coordinates.
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4. Eigenvalues of sum of squared differences
Given a set of vectors u1, . . . , um ∈ Rn, prove that all eigenvalues of
the matrix

G =

m∑

i=1

uiu
T
i ∈ Rn×n (4.41)

are non-negative. This concludes that the eigenvalues of G are the
same as the singular values of G. (Note: you may take it for granted
that all the eigenvalues are real since G is a real symmetric matrix.)

5. Implementation of the corner detector
Implement a version of the corner detector introduced in class using
MATLAB. Mark the most distinctive, say 20 to 50 (you get to choose
the exact number), corner features of the image “Lena”. Both your
MATLAB codes and results must be turned in. (If you insist on coding
in C or C++, it is fine too. But you must include clear instructions
on how to execute your files.)
After you are done, you may try to play with it. Here are some
suggestions:

• Identify and compare practical methods to choose the threshold
τ or other parameters. Evaluate the choice by altering the level
of brightness, saturation and contrast in the image.

• In practice, you like to select only one pixel around a corner
feature. Devise a method to choose the “best” pixel (or sub-
pixel location) within a window, instead of every pixel above
the threshold.

• Devise some quality measure for feature points and sort them
according to such measure. Note that the threshold only have
“soft” control on the number of features selected. With such
a quality measure, however, you can specify any number of
features you want.

• Surf the web and find two images of the same scene, try to match
the features selected by your corner detector using the naive SSD
criterion (how does it work?)

6. Sub-pixel iteration

Both the linear and the affine model can be refined by pursuing sub-
pixel iterations as well as by using multi-scale deformation models
that allow handling larger deformations. In order to achieve sub-pixel
accuracy, implement the following iteration

• d̂0 = G−1e
• d̂i+1 = G−1ei+1

where we define
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• e0
.
= e

• ei+1 .
=

∫
W ∇I(I − It)(u+di

1,v+di
2,t)dudv.

At each step (u+di
1, v+di

2) is in general not on the pixel grid, so that
it is necessary to interpolate the brightness values to obtain image
intensity at that location. Matrix G is the discrete version of what
we defined to be the SSD in the first section of this chapter.

7. Multi-scale implementation

One problem common to all differential techniques is that they fail
as the displacement across frames is bigger than a few pixels. One
possible way to overcome this inconvenience is to use a coarse-to-fine
strategy:

• build a pyramid of images by smoothing and sub-sampling the
original images (see for instance [BA83])

• select features at the desired level of definition and then
propagate the selection up the pyramid

• track the features at the coarser level
• propagate the displacement to finer resolutions and use that dis-

placement as an initial step for the sub-pixel iteration described
in the previous section.

The whole procedure can be very slow for a full-resolution image if
implemented on conventional hardware. However, it is highly parallel
computation, so that the image could be sub-divided into regions
which are then assigned to different processors. In many applications,
where a prediction of the displacement of each feature is available,
it is possible to process only restricted regions of interest within the
image.
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Chapter 5
Reconstruction from two calibrated
views

This chapter introduces the basic geometry of reconstruction of points in
3-D space from image measurements made from two different (calibrated)
camera viewpoints. We then introduce a simple algorithm to recover the
3-D position of such points from their 2-D views. Although the algorithm
is primarily conceptual, it illustrates the basic principles that will be used
in deriving both more sophisticated algorithms as well as algorithms for
the more general case of reconstruction from multiple views which will be
discussed in Part III of the book.

The framework for this chapter is rather simple: Assume that we are
given two views of a set of N feature points, which we denote formally as
I. The unknowns are the position of the points in 3-D space, denoted Z
and the relative pose of the cameras, denoted G, we will in this Chapter
first derive constraints between these quantities. These constraints take the
general form (one for each feature point)

fi(I,G,Z) = 0, i = 1, . . . , N (5.1)

for some functions fi. The central problem to be addressed in this Chapter
is to start from this system of nonlinear equations and attempt, if possible,
to solve it to recover the unknowns G and Z . We will show that it is indeed
possible to recover the unknowns.

The equations in (5.1) are nonlinear and no closed-form solution is known
at this time. However, the functions fi have a very particular structure that
allows us to eliminate the parameters Z that contain information about the
3-D structure of the scene and be left with a constraint on G and I alone,
which is known as the epipolar constraint. As we shall see in Section 5.1,
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the epipolar constraint has the general form

hj(I,G) = 0, j = 1, . . . , N. (5.2)

Interestingly enough, it can be solved for G in closed form, as we shall show
in Section 5.2.

The closed-form algorithm, however, is not suitable for use in real images
corrupted by noise. In Section 5.3, we discuss how to modify it so as to min-
imize the effect of noise. When the two views are taken from infinitesimally
close vantage points, the basic geometry changes in ways that we describe
in Section 5.4.

5.1 The epipolar constraint

We begin by assuming that we are given two images of the same scene
taken from two distinct vantage points. Using the tools developed in Chap-
ter 4, we can identify corresponding points in the two images. Under the
assumption that the scene is static (there are no moving objects) and that
the brightness constancy constraint is satisfied (Section 4.3), corresponding
points are images of the same point in space. Therefore, if we call x1,x2

the (homogeneous) coordinates of corresponding points on the image, these
two points are related by a precise geometric relationship that we describe
in this section.

5.1.1 Discrete epipolar constraint and the essential matrix

Following the notation of Chapter 3, each camera is represented by an
orthonormal reference frame and can therefore be described as a change
of coordinates relative to an inertial reference frame. Without loss of
generality, we can assume that the inertial frame corresponds to one of
the two cameras, while the other is positioned and oriented according to
g = (R, T ) ∈ SE(3). Let x1,x2 ∈ R3 be the homogeneous coordinates of
the projection of the same point p onto the two cameras. If we call X1 ∈ R3

and X2 ∈ R3 the 3-D coordinates of the point p relative to the two camera
frames, they are related by a rigid body motion

X2 = RX1 + T

which can be written in terms of the images xi’s and the depths λi’s as

λ2x2 = Rλ1x1 + T.

In order to eliminate the depths λi’s in the preceding equation, multiply
both sides by T̂ to obtain

λ2T̂x2 = T̂Rλ1x1.
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Since the vector T̂x2 = T × x2 is perpendicular to the vector x2, the
inner product 〈x2, T̂x2〉 = x2

T T̂x2 is zero. This implies that the quantity

xT
2 T̂Rλ1x1 is also zero. Since λ1 > 0, the two image points x1,x2 satisfy

the following constraint:

xT
2 T̂Rx1 = 0. (5.3)

A geometric explanation for this constraint is immediate from Figure 6.1.
The coordinates of the point p in the first camera X1, its coordinates in the
second camera X2 and the vector connecting the two optical centers form
a triangle. Therefore, the three vectors joining these points to the origin
lie in the same plane and their triple product, which measures the volume
they span is zero. This is true for the coordinates of the points Xi, i = 1, 2
as well as for the homogeneous coordinates of their projection xi, i = 1, 2
since Xi and xi (as two vectors) point in the same direction. The constraint
(5.3) is just the triple product written in the reference frame of camera 2.
The plane determined by the two centers of projection o1, o2 and the point
p is called epipolar plane, the projection of the center of one camera onto
the image plane of another camera ei, i = 1, 2 is called epipole, and the
constraint (5.3) is called epipolar constraint or essential constraint. The

matrix E
.
= T̂R ∈ R3×3 which captures the relative orientation between

the two cameras is called the essential matrix.
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Figure 5.1. Two projections x1,x2 ∈ R3 of a 3-D point p from two vantage points.
The relative Euclidean transformation between the two vantage points is given
by (R,T ) ∈ SE(3). The vectors x1,x2 and T are coplanar, and therefore their
triple product (5.3) must be zero.

5.1.2 Elementary properties of the essential matrix

The matrix E = T̂R ∈ R3×3 in equation (5.3) contains information about
the relative position T and orientationR ∈ SO(3) between the two cameras.
Matrices of this form belong to a very particular set of matrices in R3×3
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which we call the essential space and denote by E

E :=
{
T̂R

∣∣R ∈ SO(3), T ∈ R3
}
⊂ R3×3.

Before we study the structure of the space of essential matrices, we
introduce a very useful lemma from linear algebra.

Lemma 5.1 (The hat operator). If T ∈ R3, A ∈ SL(3) and T ′ = AT ,

then T̂ = AT T̂ ′A.

Proof. Since both AT (̂·)A and Â−1(·) are linear maps from R3 to R3×3,
one may directly verify that these two linear maps agree on the basis
[1, 0, 0]T , [0, 1, 0]T or [0, 0, 1]T (using the fact that A ∈ SL(3) implies that
det(A) = 1).

The following theorem, due to Huang and Faugeras [HF89], captures the
algebraic structure of essential matrices:

Theorem 5.1 (Characterization of the essential matrix). A non-
zero matrix E ∈ R3×3 is an essential matrix if and only if E has a singular
value decomposition (SVD): E = UΣV T with

Σ = diag{σ, σ, 0}

for some σ ∈ R+ and U, V ∈ SO(3).

Proof. We first prove the necessity. By definition, for any essential ma-
trix E, there exists (at least one pair) (R, T ), R ∈ SO(3), T ∈ R3

such that T̂R = E. For T , there exists a rotation matrix R0 such that
R0T = [0, 0, ‖T‖]T . Denote this vector a ∈ R3. Since det(R0) = 1, we

know T̂ = RT
0 âR0 from Lemma 5.1. Then EET = T̂RRT T̂ T = T̂ T̂ T =

RT
0 ââ

TR0. It is direct to verify that

ââT =




0 −‖T‖ 0
‖T‖ 0 0
0 0 0







0 ‖T‖ 0
−‖T‖ 0 0

0 0 0


 =




‖T‖2 0 0
0 ‖T‖2 0
0 0 0


 .

So the singular values of the essential matrix E = T̂R are (‖T‖, ‖T‖, 0). In
general, in the SVD of E = UΣV T , U and V are unitary matrices, that is
matrices whose columns are orthonormal, but whose determinants can be
±1. We still need to prove that U, V ∈ SO(3) (i.e. have determinant + 1) to

establish the theorem. We already have E = T̂R = RT
0 âR0R. Let RZ(θ) be

the matrix which represents a rotation around the Z-axis (or the X3-axis)
by an angle of θ radians, i.e. RZ(θ) = eê3θ with e3 = [0, 0, 1]T ∈ R3. Then

RZ

(
+
π

2

)
=




0 −1 0
1 0 0
0 0 1


 .
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Then â = RZ(+π
2 )RT

Z(+π
2 )â = RZ(+π

2 ) diag{‖T‖, ‖T‖, 0}. Therefore

E = T̂R = RT
0 RZ

(
+
π

2

)
diag{‖T‖, ‖T‖, 0}R0R.

So in the SVD of E = UΣV T , we may choose U = RT
0 RZ(+π

2 ) and V T =
R0R. By construction, both U and V are rotation matrices.

We now prove the sufficiency. If a given matrix E ∈ R3×3 has a SVD:
E = UΣV T with U, V ∈ SO(3) and Σ = diag{σ, σ, 0}. Define (R1, T1) ∈
SE(3) and (R2, T2) ∈ SE(3) to be

{
(T̂1, R1) = (URZ(+π

2 )ΣUT , URT
Z(+π

2 )V T ),

(T̂2, R2) = (URZ(−π
2 )ΣUT , URT

Z(−π
2 )V T )

(5.4)

It is now easy to verify that T̂1R1 = T̂2R2 = E. Thus, E is an essential
matrix.

Given a rotation matrix R ∈ SO(3) and a rotation vector T ∈ R3, it is

immediate to construct an essential matrix E = T̂R. The inverse problem,
that is how to reconstruct T and R from a given essential matrix E, is
less obvious. Before we show how to solve it in Theorem 5.2, we need the
following preliminary lemma.

Lemma 5.2. Consider an arbitrary non-zero skew symmetric matrix T̂ ∈
so(3) with T ∈ R3. If, for a rotation matrix R ∈ SO(3), T̂R is also a skew

symmetric matrix, then R = I or eûπ where u = T
‖T‖ . Further, T̂ eûπ = −T̂ .

Proof. Without loss of generality, we assume T is of unit length. Since T̂R
is also a skew symmetric matrix, (T̂R)T = −T̂R. This equation gives

RT̂R = T̂ . (5.5)

Since R is a rotation matrix, there exists ω ∈ R3, ‖ω‖ = 1 and θ ∈ R

such that R = eω̂θ. Then, (5.5) is rewritten as eω̂θT̂ eω̂θ = T̂ . Applying

this equation to ω, we get eω̂θT̂ eω̂θω = T̂ω. Since eω̂θω = ω, we obtain
eω̂θT̂ω = T̂ω. Since ω is the only eigenvector associated to the eigenvalue
1 of the matrix eω̂θ and T̂ω is orthogonal to ω, T̂ω has to be zero. Thus,
ω is equal to either T

‖T‖ or − T
‖T‖ , i.e. ω = ±u. R then has the form eω̂θ,

which commutes with T̂ . Thus from (5.5), we get

e2ω̂θT̂ = T̂ . (5.6)

According to Rodrigues’ formula [MLS94], we have

e2T̂ θ = I + ω̂ sin(2θ) + ω̂2(1 − cos(2θ)).

(5.6) yields

ω̂2 sin(2θ) + ω̂3(1 − cos(2θ)) = 0.
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Since ω̂2 and ω̂3 are linearly independent (Lemma 2.3 in [MLS94]), we have
sin(2θ) = 1 − cos(2θ) = 0. That is, θ is equal to 2kπ or 2kπ + π, k ∈ Z.
Therefore, R is equal to I or eω̂π. Now if ω = u = T

||T‖ then, it is direct

from the geometric meaning of the rotation eω̂π that eω̂πT̂ = −T̂ . On the
other hand if ω = −u = − T

‖T‖ then it follows that eω̂T̂ = −T̂ . Thus, in

any case the conclusions of the lemma follows.

The following theorem shows how to extract rotation and translation
from an essential matrix as given in closed-form in equation (5.7) at the
end of the theorem.

Theorem 5.2 (Pose recovery from the essential matrix). There exist
exactly two relative poses (R, T ) with R ∈ SO(3) and T ∈ R3 corresponding
to a non-zero essential matrix E ∈ E.

Proof. Assume that (R1, T1) ∈ SE(3) and (R2, p2) ∈ SE(3) are both

solutions for the equation T̂R = E. Then we have T̂1R1 = T̂2R2. It
yields T̂1 = T̂2R2R

T
1 . Since T̂1, T̂2 are both skew symmetric matrices and

R2R
T
1 is a rotation matrix, from the preceding lemma, we have that either

(R2, T2) = (R1, T1) or (R2, T2) = (eû1πR1,−T1) with u1 = T1/‖T1‖. There-
fore, given an essential matrix E there are exactly two pairs (R, T ) such

that T̂R = E. Further, if E has the SVD: E = UΣV T with U, V ∈ SO(3),
the following formulas give the two distinct solutions

(T̂1, R1) = (URZ(+π
2 )ΣUT , URT

Z(+π
2 )V T ),

(T̂2, R2) = (URZ(−π
2 )ΣUT , URT

Z(−π
2 )V T ).

(5.7)

5.2 Closed-form reconstruction

In the previous section, we have seen that images of corresponding points
are related by the epipolar constraint, which involves the unknown relative
pose between the cameras. Therefore, given a number of corresponding
points, we could use the epipolar constraints to try to recover camera pose.
In this section, we show a simple closed-form solution to this problem.
It consists of two steps: First a matrix E is recovered from a number of
epipolar constraints, then relative translation and orientation is extracted
from E. However, since the matrix E recovered using correspondence data
in the epipolar constraint may not be an essential matrix it needs to be
projected into the space of essential matrices prior to applying the formula
of equation (5.7).

Although the algorithm that we will propose is mainly conceptual and
does not work well in the presence of large noise or uncertainty, it is impor-
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tant in its illustration of the geometric structure of the space of essential
matrices. We will deal with noise and uncertainty in Section 5.3.

5.2.1 The eight-point linear algorithm

Let E = T̂R be the essential matrix associated with the epipolar constraint
(5.3). When the entries of this 3 × 3 matrix are denoted as

E =



e1 e2 e3
e4 e5 e6
e7 e8 e9


 (5.8)

and arrayed in a vector, which we define to be the essential vector e ∈ R9,
we have

e = [e1, e2, e3, e4, e5, e6, e7, e8, e9]
T ∈ R9.

Since the epipolar constraint xT
2 Ex1 = 0 is linear in the entries of E, we

can rewrite it as a linear equation in the entries of e, namely, aT e = 0 for
some a ∈ R9. The vector a ∈ R9 is a function of the two corresponding
image points, x1 = [x1, y1, z1]

T ∈ R3 and x2 = [x2, y2, z2]
T ∈ R3 and is

given by

a = [x2x1, x2y1, x2z1, y2x1, y2y1, y2z1, z2x1, z2y1, z2z1]
T ∈ R9. (5.9)

The epipolar constraint (5.3) can then be rewritten as the inner product
of a and e

aT e = 0.

Now, given a set of corresponding image points (xj
1,x

j
2), j = 1, . . . , n, define

a matrix A ∈ Rn×9 associated with these measurements to be

A = [a1, a2, . . . , an]T (5.10)

where the jth row aj is constructed from each pair (xj
1,x

j
2) using (6.21). In

the absence of noise, the essential vector e has to satisfy

Ae = 0. (5.11)

This linear equation may now be solved for the vector e. For the solution
to be unique (up to scale, ruling out the trivial solution e = 0), the rank
of the matrix A ∈ R9×n needs to be exactly eight. This should be the
case given n ≥ 8 “ideal” corresponding points. In general, however, since
correspondences may be noisy there may be no solution to (5.11). In such
a case, one may choose e to minimize the function ‖Ae‖2, i.e. choose e is
the eigenvector of ATA corresponding to its smallest eigenvalue. Another
condition to be cognizant of is when the rank of A is less than 8, allowing
for multiple solutions of equation (5.11). This happens when the feature
points are not in “general position”, for example when they all lie in a
plane. Again in the presence of noise when the feature points are in general
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position there are multiple small eigenvalues of ATA, corresponding to the
lack of conditioning of the data.

However, even in the absence of noise, for a vector e to be the solution
of our problem, it is not sufficient that it is the null space of A. In fact,
it has to satisfy an additional constraint, in that its matrix form E must
belong to the space of essential matrices. Enforcing this structure in the
determination of the null space of A is difficult. Therefore, as a first cut, we
could first estimate the null space of A ignoring the internal structure of
E, obtaining a matrix possibly not belong to the essential space, and then
orthogonally projecting the matrix thus obtained onto the essential space.
The following theorem says precisely what this projection is.

Theorem 5.3 (Projection onto the essential space). Given a real
matrix F ∈ R3×3 with a SVD: F = Udiag{λ1, λ2, λ3}V T with U, V ∈
SO(3), λ1 ≥ λ2 ≥ λ3, then the essential matrix E ∈ E which minimizes the
error ‖E − F‖2

f is given by E = Udiag{σ, σ, 0}V T with σ = (λ1 + λ2)/2.
The subscript f indicates the Frobenius norm.

Proof. For any fixed matrix Σ = diag{σ, σ, 0}, we define a subset EΣ of
the essential space E to be the set of all essential matrices with SVD of
the form U1ΣV

T
1 , U1, V1 ∈ SO(3). To simplify the notation, define Σλ =

diag{λ1, λ2, λ3}. We now prove the theorem by two steps:
Step 1: We prove that for a fixed Σ, the essential matrix E ∈ EΣ which

minimizes the error ‖E − F‖2
f has a solution E = UΣV T (not necessarily

unique). Since E ∈ EΣ has the form E = U1ΣV
T
1 , we get

‖E − F‖2
f = ‖U1ΣV

T
1 − UΣλV

T ‖2
f = ‖Σλ − UTU1ΣV

T
1 V ‖2

f .

Define P = UTU1, Q = V TV1 ∈ SO(3) which have the forms

P =



p11 p12 p13

p21 p22 p23

p31 p32 p33


 , Q =



q11 q12 q13
q21 q22 q23
q31 q32 q33


 . (5.12)

Then

‖E − F‖2
f = ‖Σλ − UTU1ΣV

T
1 V ‖2

f = tr(Σ2
λ) − 2tr(PΣQT Σλ) + tr(Σ2).

Expanding the second term, using Σ = diag{σ, σ, 0} and the notation
pij , qij for the entries of P,Q, we have

tr(PΣQT Σλ) = σ(λ1(p11q11 + p12q12) + λ2(p21q21 + p22q22)).

Since P,Q are rotation matrices, p11q11 +p12q12 ≤ 1 and p21q21 +p22q22 ≤
1. Since Σ,Σλ are fixed and λ1, λ2 ≥ 0, the error ‖E − F‖2

f is minimized
when p11q11 + p12q12 = p21q21 + p22q22 = 1. This can be achieved when
P,Q are of the general form

P = Q =




cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0

0 0 1


 .
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Obviously P = Q = I is one of the solutions. That implies U1 = U, V1 = V .
Step 2: From Step 1, we only need to minimize the error function over

the matrices of the form UΣV T ∈ E where Σ may vary. The minimization
problem is then converted to one of minimizing the error function

‖E − F‖2
f = (λ1 − σ)2 + (λ2 − σ)2 + (λ3 − 0)2.

Clearly, the σ which minimizes this error function is given by σ = (λ1 +
λ2)/2.

As we have already pointed out, the epipolar constraint only allows for
the recovery of the essential matrix up to a scale (since the epipolar con-
straint of 5.3 is homogeneous in E, it is not modified by multiplying by
any non-zero constant). A typical choice to address this ambiguity is to
choose E to have its non-zero singular values to be 1, which corresponds
to unit translation, that is, ‖T‖ = 1. Therefore, if E is the essential matrix
recovered from image data, we can normalize it at the outset by replacing
it with E

‖E‖ . Note that the sign of the essential matrix is also arbitrary. Ac-

cording to Theorem 5.2, each normalized essential matrix gives two possible
poses. So, in general, we can only recover the pose up to four solutions.1

The overall algorithm, which is due to Longuet-Higgins [LH81], can then
be summarized as follows

Algorithm 5.1 (The eight-point algorithm). For a given set of im-
age correspondences (xj

1,x
j
2), j = 1, . . . , n (n ≥ 8), this algorithm finds

(R, T ) ∈ SE(3) which solves

xjT
2 T̂Rxj

1 = 0, j = 1, . . . , n.

1. Compute a first approximation of the essential matrix
Construct the A ∈ Rn×9 from correspondences xj

1 and xj
2 as in (6.21),

namely.

aj = [xj
2x

j
1, x

j
2y

j
1, x

j
2z

j
1, y

j
2x

j
1, y

j
2y

j
1, y

j
2z

j
1, z

j
2x

j
1, z

j
2y

j
1, z

j
2z

j
1]

T ∈ R9.

Find the vector e ∈ R9 of unit length such that ‖Ae‖ is minimized
as follows: compute the SVD A = UAΣAV

T
A and define e to be the

9th column of VA. Rearrange the 9 elements of e into a square 3 × 3
matrix E as in (5.8). Note that this matrix will in general not be an
essential matrix.

2. Project onto the essential space
Compute the Singular Value Decomposition of the matrix E recovered
from data to be

E = Udiag{σ1, σ2, σ3}V T

1Three of them can be eliminated once imposing the positive depth constraint.
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where σ1 ≥ σ2 ≥ σ3 ≥ 0 and U, V ∈ SO(3). In general, since E
may not be an essential matrix, σ1 6= σ2 and σ3 > 0. Compute its
projection onto the essential space as UΣV T , where Σ = diag{1, 1, 0}.

3. Recover displacement from the essential matrix
Define the diagonal matrix Σ to be Extract R and T from the essential
matrix as follows:

R = URT
Z

(
±π

2

)
V T , T̂ = URZ

(
±π

2

)
ΣUT .

Remark 5.1 (Infinitesimal viewpoint change). It is often the case in
applications that the two views described in this chapter are taken by a mov-
ing camera rather than by two static cameras. The derivation of the epipolar
constraint and the associated eight-point algorithm does not change, as long
as the two vantage points are distinct. In the limit that the two viewpoints
come infinitesimally close, the epipolar constraint takes a distinctly differ-
ent form called the continuous epipolar constraint which we will introduce
in Section 5.4.

Remark 5.2 (Enough parallax). In the derivation of the epipolar
constraint we have implicitly assumed that E 6= 0, which allowed us to
derive the eight-point algorithm where the epipolar matrix is normalized to
‖E‖ = 1. Due to the structure of the essential matrix, E = 0 ⇔ T = 0.
Therefore, the eight-point algorithm requires that T 6= 0. The translation
vector T is also known as “parallax”. In practice, due to noise, the algorithm
will likely return an answer even when there is no parallax. However, in that
case the estimated direction of translation will be meaningless. Therefore,
one needs to exercise caution to make sure that there is “enough parallax”
for the algorithm to operate correctly.

Remark 5.3 (Positive depth constraint). Since both E and −E satisfy
the same set of epipolar constraints, they in general give rise to 2 × 2 = 4
possible solutions to (R, T ). However, this does on pose a potential problem
because there is only one of them guarantees that the depths of the 3-D
points being observed by the camera are all positive. That is, in general,
three out of the four solutions will be physically impossible and hence may
be discarded.

Remark 5.4 (General position requirement). In order for the above
algorithm to work properly, the condition that the given 8 points are in
“general position” is very important. It can be easily shown that if these
points form certain degenerate configurations, the algorithm will fail. A
case of some practical importance is when all the points happen to lie on
the same 2-D plane in R3. We will discuss the geometry for image fea-
tures from a plane in a later chapter (in a more general setting of multiple
views). Nonetheless, we encourage the reader to solve the Exercise (7) at the
end of this chapter that illustrates some basic ideas how to explicitly take
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into account such coplanar information and modify the essential constraint
accordingly.

5.2.2 Euclidean constraints and structure reconstruction

The eight-point algorithm just described uses as input a set of eight or
more point correspondences and returns the relative pose (rotation and
translation) between the two cameras up a an arbitrary scale γ ∈ R+.
Relative pose and point correspondences can then be used to retrieve the
position of the points in 3-D space by recovering their depths relative to
each camera frame.

Consider the basic rigid body equation, where the pose (R, T ) has been
recovered, with the translation T defined up to the scale γ. The usual rigid
body motion, written in terms of the images and the depths, is given by

λj
2x

j
2 = λj

1Rxj
1 + γT, 1 ≤ j ≤ n. (5.13)

Notice that, since (R, T ) are known, the equations given by (5.13) are
linear in both the structural scales λ’s and the motion scales γ’s and could
be therefore easily solved. In the presence of noise, these scales can be
retrieved by solving a standard linear least-squares estimation problem, for
instance in the least-squares sense. Arrange all the unknown scales in (5.13)

into an extended scale vector ~λ

~λ = [λ1
1, . . . , λ

n
1 , λ

1
2, . . . , λ

n
2 , γ]

T ∈ R2n+1.

Then all the constraints given by (5.13) can be expressed as a single linear
equation

M~λ = 0 (5.14)

where M ∈ R3n×(2n+1) is a matrix depending on (R, T ) and {(xj
1,x

j
2)}n

j=1.
For the linear equation (5.14) to have a unique solution, the matrix M
needs to have a rank 2n. In the absence of noise, the matrixM is generically
of rank 2n if enough points are used2, and it has a one-dimensional null
space. Hence the equation (5.14) determines all the unknown scales up to

a single universal scaling. The linear least-squares estimate of ~λ is simply
the eigenvector of MTM which corresponds to the smallest eigenvalue.
However, the obtained reconstruction may suffer from certain inconsistency
that the 3-D locations of a point recovered from different vantage points do
not necessarily coincide. In the next section, we address this issue and, at
the mean time, address the issue of optimal reconstruction in the presence
of noise.

2disregarding, of course, configurations of points which are not in “general position”.
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5.3 Optimal reconstruction

3

The eight-point algorithm to reconstruct camera pose, as described in
the previous section, assumes that exact point correspondences are given.
In the presence of noise in the correspondence, we have hinted at possible
ways of estimating the essential matrix by solving a least-squares problem.
In this section, we describe a more principled approach to minimize the
effects of noise in the reconstruction. It requires solving an optimization
problem on a differentiable manifold. Rather than develop the machinery
to solve such optimization problems in this section, we will only formulate
the problem here and describe an algorithm at a conceptual level. Details
of the algorithm as well as more on optimization on manifolds are described
in Appendix C.

As we have seen in Chapter 6, a calibrated camera can be described
as a plane perpendicular to the Z-axis at a distance of 1 unit from the
origin. Therefore, coordinates of image points x1 and x2 are of the form
[x, y, 1]T ∈ R3. In practice, we cannot measure the actual coordinates but
rather their noisy versions

x̃j
1 = xj

1 + wj
1, x̃j

2 = xj
2 + w2

j , j = 1, . . . , n (5.15)

where xj
1 and xj

2 are the “ideal” image coordinates and wj
1 = [w1

j
1, w1

j
2, 0]T

and wj
2 = [w2

j
1, w2

j
2, 0]T are localization errors in the correspondence.

Notice that it is the (unknown) ideal image coordinates xj
i , i = 1, 2 that

satisfy the epipolar constraint xjT
2 T̂Rxj

1 = 0, and not the (measured) noisy

ones x̃j
i , i = 1, 2. One could think of the ideal coordinates as a “model” that

depends upon the unknown parameters (R, T ), and wj
i as the discrepancy

between the model and the measurements: x̃j
i = xj

i (R, T ) +wj
i . Therefore,

one seeks the parameters (R, T ) that minimize the discrepancy from the
data, i.e. wj

i . It is clear that, in order to proceed, we need to define a
discrepancy criterion.

The simplest choice is to assume that wj
i are unknown errors and

to minimize their norm; for instance, the standard Euclidean two-norm
‖w‖2

.
=

√
wTw. Indeed, minimizing the squared norm is equivalent and

often results in simpler algorithms: R̂, T̂ = arg minR,T φ(R, T ) where

φ(R, T )
.
=

∑

i,j

‖wj
i ‖2

2 =
∑

i,j

‖x̃j
i − xj

i (R, T )‖2
2.

This corresponds to a “least-squares” criterion (LS). Notice that the un-
knowns are constrained to live in a non-linear space:R ∈ SO(3) and T ∈ S2,
the unit sphere, after normalization due to the unrecoverable global scale
factor, as discussed in the eight-point algorithm.

3This section may be skipped at a first reading.
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Alternatively, one may assume that wj
i are samples of a stochastic process

with a certain, known distribution that depends upon the unknown param-
eters (R, T ), wj

i ∼ p(w|R, T ) and maximize the (log)-likelihood function

with respect to the parameters: R̂, T̂ = argmaxR,T φ(R, T ), where

φ(R, T )
.
=

∑

i,j

log p((x̃j
i − xj

i )|R, T ).

This corresponds to a “maximum likelihood” criterion (ML).
If prior information about the unknown parameters (R, T ) is available,

for instance, their prior density p(R, T ), one may combine it with the log-
likelihood function to obtain a posterior density p(R, T |x̃j

j) using Bayes’

rule, and seek R̂, T̂ = argmaxR,T φ(R, T ), where

φ
.
= p(R, T |x̃j

i ∀ i, j)

This choice corresponds to a “maximum a-posteriori” criterion (MAP).
Although conceptually more “principled”, this choice requires defining a
probability density on the space of camera pose SO(3) × S2 which has a
non-trivial Riemannian structure. Not only is this prior not easy to obtain,
but also its description is beyond the scope of this book and will therefore
not be further explored.

Notice that both the ML and LS criteria in the end reduce to optimization
problems on the manifold SO(3) × S2. The discussion in this section can
be applied to ML as well as to LS, although for simplicity we restrict our
discussion to LS. Now that we have chosen a criterion, the least-squares
norm, we can pose the problem of optimal reconstruction by collecting all
available constraints as follows: given x̃j

i , i = 1, 2, j = 1, . . . , n, find

R̂, T̂ = argmin

n∑

j=1

2∑

i=1

‖wj
i ‖2

2

subject to





x̃j
i = xj

i + wi
j , i = 1, 2, j = 1, . . . , n

xjT
2 T̂Rxj

1 = 0, j = 1, . . . , n

xjT
1 e3 = 1, j = 1, . . . , n

xjT
2 e3 = 1, j = 1, . . . , n

R ∈ SO(3)

T ∈ S2

(5.16)

Using Lagrange multipliers λj , γj , ηj , we can convert the above mini-
mization problem to an unconstrained minimization problem over R ∈
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SO(3), T ∈ S2, xj
i ,x

j
2, λ

j , γj , ηj with the constraints of equation (5.16) as

min

n∑

j=1

‖x̃j
1−xj

1‖2+‖x̃j
2−xj

2‖2+λjxjT
2 T̂Rxj

1+γj(xjT
1 e3−1)+ηj(xjT

2 e3−1).

(5.17)
The necessary conditions for the existence of a minimum are:

2(x̃j
1 − xj

1) + λjRT T̂ Txj
2 + γje3 = 0

2(x̃j
2 − xj

2) + λj T̂Rxj
1 + ηje3 = 0

Simplifying the necessary conditions, we obtain:




xj
1 = x̃j

1 − 1
2λ

j êT
3 ê3R

T T̂ Txj
2

xj
2 = x̃j

2 − 1
2λ

j êT
3 ê3T̂Rxj

1

xjT
2 T̂Rxj

1 = 0

(5.18)

where λj is given by:

λj =
2(xjT

2 T̂Rx̃j
1 + x̃jT

2 T̂Rxj
1)

xjT
1 RT T̂ T êT

3 ê3T̂Rxj
1 + xjT

2 T̂RêT
3 ê3R

T T̂ Txj
2

(5.19)

or

λj =
2xjT

2 T̂Rx̃j
1

xjT
1 RT T̂ T êT

3 ê3T̂Rxj
1

=
2x̃jT

2 T̂Rxj
1

xjT
2 T̂RêT

3 ê3R
T T̂ Txj

2

. (5.20)

Substituting (5.18) and (5.19) into the least-squares cost function of
equation (5.17, we obtain:

φ(R, T,xj
1,x

j
2) =

n∑

j=1

(xjT
2 T̂Rx̃j

1 + x̃jT
2 T̂Rxj

1)
2

‖ê3T̂Rxj
1‖2 + ‖xjT

2 T̂RêT
3 ‖2

(5.21)

If one uses instead (5.18) and (5.20), we get:

φ(R, T,xj
1,x

j
2) =

n∑

j=1

(x̃jT
2 T̂Rxj

1)
2

‖ê3T̂Rxj
1‖2

+
(xjT

2 T̂ x̃j
1)

2

‖xjT
2 T̂RêT

3 ‖2
. (5.22)

Geometrically, both expressions can be interpreted as distances of the image
points x̃j

1 and x̃j
2 from the epipolar lines specified by xj

1,x
j
2 and (R, T ), as

shown in Figure 5.2. We leave the verification of this to the reader as an
exercise.

These expressions for φ can finally be minimized with respect to (R, T ) as
well as xj

i . In doing so, however, one has to make sure that the optimization
proceeds on the space R ∈ SO(3) and T ∈ S2 are enforced. In Appendix C
we discuss methods of minimizing function defined on the space SO(3)×S2,
which can be used to minimize φ(R, T,xj

i ) once xj
i are known. Since xj

i are
not known, one can set up an alternating minimization scheme where an
initial approximation of xj

i is used to estimate an approximation of (R, T )

which is used, in turn, to update the estimates of xj
i . It can be shown that
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Figure 5.2. Two noisy image points x1,x2 ∈ R3. L2 is the so-called epipolar line

which is the intersection of the second image plane with the plane formed by the
first image point x1 and the line connecting the two camera centers o1, o2. The
distance d2 is the geometric distance between the second image point x̃2 and the
epipolar line in the second image plane. Symmetrically, one can define a similar
geometric distance d1 in the first image plane.

each such iteration decreases the cost function, and therefore convergence
to a local extremum is guaranteed since the cost function is bounded below
by zero.

Algorithm 5.2 (Optimal triangulation).

1. Initialization
Initialize xj

1(R, T ) and xj
2(R, T ) as x̃j

1 and x̃j
2 respectively.

2. Motion estimation
Update (R, T ) by minimizing φ(R, T,xj

1(R, T ),xj
2(R, T )) given by

(5.21) or (5.22).

3. Structure triangulation
Solve for xj

1(R, T ) and xj
2(R, T ) which minimize the objective func-

tion φ with respect to a fixed (R, T ) computed from the previous
step.

4. Return to Step 2 until the decrement in the value of φ is below a
threshold.

In step 3 above, for a fixed (R, T ), xj
1(R, T ) and xj

2(R, T ) can be com-

puted by minimizing the distance ‖xj
1 − x̃j

1‖2 + ‖xj
2 − x̃j

2‖2 for each pair

of image points. Let tj2 ∈ R3 be the normal vector (of unit length) to

the (epipolar) plane spanned by (xj
2, T ). Given such a tj2, xj

1 and xj
2 are
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determined by:

xj
1(t

j
1) =

ê3t
j
1t

jT
1 êT

3 x̃j
1 + t̂j1

T

t̂j1e3

eT
3 t̂

j
1

T

t̂j1e3

, xj
2(t

j
2) =

ê3t
j
2t

jT
2 êT

3 x̃j
2 + t̂j2

T

t̂j2e3

eT
3 t̂

j
2

T

t̂j2e3

,

where tj1 = RT tj2 ∈ R3. Then the distance can be explicitly expressed as:

‖xj
2 − x̃j

2‖2 + ‖xj
1 − x̃j

1‖2 = ‖x̃j
2‖2 +

tjT
2 Ajtj2

tjT
2 Bjtj2

+ ‖x̃j
1‖2 +

tjT
1 Cj tj1

tjT
1 Djtj1

,

where Aj , Bj , Cj , Dj ∈ R3×3 are defined by:

Aj = I − (ê3x̃
j
2x̃

jT
2 êT

3 + x̂j
2ê3 + ê3x̂

j
2), Bj = êT

3 ê3

Cj = I − (ê3x̃
j
1x̃

jT
1 êT

3 + x̂j
1ê3 + ê3x̂

j
1), Dj = êT

3 ê3
. (5.23)

Then the problem of finding xj
1(R, T ) and xj

2(R, T ) becomes one of find-

ing tj∗2 which minimizes the function of a sum of two singular Rayleigh
quotients:

min
tjT
2 T=0,tjT

2 tj
2=1

V (tj2) =
tjT
2 Ajtj2

tjT
2 Bjtj2

+
tjT
2 RCjRT tj2

tjT
2 RDjRT tj2

. (5.24)

This is an optimization problem on the unit circle S1 in the plane orthogo-
nal to the vector T (therefore, geometrically, motion and structure recovery
from n pairs of image correspondences is an optimization problem on the
space SO(3)×S2×Tn where Tn is an n-torus, i.e. an n-fold product of S1).
If N1, N2 ∈ R3 are vectors such that T,N1, N2 form an orthonormal basis
of R3, then tj2 = cos(θ)N1 + sin(θ)N2 with θ ∈ R. We only need to find θ∗

which minimizes the function V (tj2(θ)). From the geometric interpretation
of the optimal solution, we also know that the global minimum θ∗ should
lie between two values: θ1 and θ2 such that tj2(θ1) and tj2(θ2) correspond to

normal vectors of the two planes spanned by (x̃j
2, T ) and (Rx̃j

1, T ) respec-

tively (if x̃j
1, x̃

j
2 are already triangulated, these two planes coincide). The

problem now becomes a simple bounded minimization problem for a scalar
function and can be efficiently solved using standard optimization routines
(such as “fmin” in Matlab or the Newton’s algorithm).

5.4 Continuous case

As we pointed out in Section 5.1, the limit case where the two viewpoints
are infinitesimally close requires extra attention. From the practical stand-
point, this case is relevant to the analysis of a video stream where the
camera motion is slow relative to the sampling frequency. In this section,
we follow the steps of the previous section by giving a parallel derivation
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of the geometry of points in space as seen from a moving camera, and de-
riving a conceptual algorithm for reconstructing camera motion and scene
structure. In light of the fact that the camera motion is slow relative to the
sampling frequency we will treat the motion of the camera as continuous.
While the derivations proceed in parallel it is an important point of caution
to the reader that there are some subtle differences.

5.4.1 Continuous epipolar constraint and the continuous
essential matrix

Let us assume that camera motion is described by a smooth (i.e. contin-
uously differentiable) trajectory g(t) = (R(t), T (t)) ∈ SE(3) with body
velocities (ω(t), v(t)) ∈ se(3) as defined in Chapter 2 For a point p ∈ R3,
its coordinates as a function of time X(t) satisfy

Ẋ(t) = ω̂(t)X(t) + v(t). (5.25)

From now on, for convenience, we will drop the time-dependency from
the notation. The image of the point p taken by the camera is the vector
x which satisfies λx = X. Denote the velocity of the image point x by
u = ẋ ∈ R3. u is also called image motion field, which under the brightness
constancy assumption discussed in Chapter 3 can be approximated by the
optical flow.

Consider now the inner product of the vectors in (5.25) with the vector
(v × x)

ẊT (v × x) = (ω̂X + v)T (v × x) = XT ω̂T v̂x. (5.26)

Further note that

Ẋ = λ̇x + λẋ and xT (v × x) = 0.

Using this in equation (5.26), we have

λẋT v̂x − λxT ω̂T v̂x = 0.

When λ 6= 0, we obtain a constraint that plays the role of the epipolar
constraint for the case of continuous-time images, in the sense that it does
not depend upon the position of the points in space, but only on their
projection and the motion parameters:

uT v̂x + xT ω̂v̂x = 0. (5.27)

Before proceeding, we state a lemma that will become useful in the
remainder of this section.

Lemma 5.3. Consider the matrices M1,M2 ∈ R3×3. Then xTM1x =
xTM2x for all x ∈ R3 if and only if M1 −M2 is a skew symmetric matrix,
i.e. M1 −M2 ∈ so(3).
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We leave the proof of this lemma as an exercise. Following the lemma,
for any skew symmetric matrix M ∈ R3×3, xTMx = 0. Since 1

2 (ω̂v̂− v̂ω̂) is
a skew symmetric matrix, xT 1

2 (ω̂v̂ − v̂ω̂)x = 0. If we define the symmetric
epipolar component to be the following matrix

s =
1

2
(ω̂v̂ + v̂ω̂) ∈ R3×3.

then we have

uT v̂x + xT sx = 0. (5.28)

This equation suggests some redundancy in the continuous epipolar con-
straint (5.27). Indeed, the matrix ω̂v̂ can only be recovered up to its
symmetric component s = 1

2 (ω̂v̂ + v̂ω̂)4. This structure is substantially
different from the discrete case, and it cannot be derived as a first-order
approximation of the essential matrix T̂R. In fact a naive discretization
would lead to a matrix of the form v̂ω̂, whereas in the true continuous case
we have to deal with only its symmetric component s = 1

2 (ω̂v̂ + v̂ω̂)! The
set of interest in this case is the space of 6 × 3 matrices of the form

E ′ =

{[
v̂

1
2 (ω̂v̂ + v̂ω̂)

] ∣∣∣∣∣ω, v ∈ R3

}
⊂ R6×3

which we call the continuous essential space. A matrix in this space is called
a continuous essential matrix. Note that the continuous epipolar constraint
(5.28) is homogeneous in the linear velocity v. Thus v may be recovered only
up to a constant scale. Consequently, in motion recovery, we will concern
ourselves with matrices belonging to the normalized continuous essential
space with v normalized to be 1:

E ′
1 =

{[
v̂

1
2 (ω̂v̂ + v̂ω̂)

] ∣∣∣∣∣ω ∈ R3, v ∈ S2

}
⊂ R6×3.

5.4.2 Properties of continuous essential matrices

The skew-symmetric part of a continuous essential matrix simply corre-
sponds to the velocity v. The characterization of the (normalized) essential
matrix only focuses on its part s = 1

2 (ω̂v̂+ v̂ω̂). We call the space of all the
matrices of this form the symmetric epipolar space

S =

{
1

2
(ω̂v̂ + v̂ω̂)

∣∣∣∣∣ω ∈ R3, v ∈ S2

}
⊂ R3×3.

4This redundancy is the very reason why different forms of the continuous epipolar
constraint exist in the literature [ZH84, PG98, VF95, May93, BCB97], and, accordingly,
various approaches have been proposed to recover ω and v (see [TTH96]).
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A matrix in this space is called a symmetric epipolar component. The mo-
tion estimation problem is now reduced to the one of recovering the velocity
(ω, v) with ω ∈ R3 and v ∈ S2 from a given symmetric epipolar component
s.

The characterization of symmetric epipolar components depends on a
characterization of matrices of the form ω̂v̂ ∈ R3×3, which is given in the
following lemma. We define the matrix RY (θ) to be the rotation around
the Y -axis by an angle θ ∈ R, i.e. RY (θ) = eê2θ with e2 = [0, 1, 0]T ∈ R3.

Lemma 5.4. A matrix Q ∈ R3×3 has the form Q = ω̂v̂ with ω ∈ R3, v ∈ S2

if and only if

Q = −V RY (θ)diag{λ, λ cos(θ), 0}V T (5.29)

for some rotation matrix V ∈ SO(3). the positive scalar λ = ‖ω‖ and
cos(θ) = ωT v/λ.

Proof. We first prove the necessity. The proof follows from the geometric
meaning of ω̂v̂ for any vector q ∈ R3,

ω̂v̂q = ω × (v × q).

Let b ∈ S2 be the unit vector perpendicular to both ω and v. Then, b =
v×ω

‖v×ω‖ (if v×ω = 0, b is not uniquely defined. In this case, ω, v are parallel

and the rest of the proof follows if one picks any vector b orthogonal to
v and ω). Then ω = λ exp(b̂θ)v (according this definition, θ is the angle
between ω and v, and 0 ≤ θ ≤ π). It is direct to check that if the matrix
V is defined to be

V = (eb̂ π
2 v, b, v),

then Q has the given form (5.29).
We now prove the sufficiency. Given a matrixQ which can be decomposed

into the form (5.29), define the orthogonal matrix U = −V RY (θ) ∈ O(3).5

Let the two skew symmetric matrices ω̂ and v̂ given by the formulae

ω̂ = URZ(±π
2

)ΣλU
T , v̂ = V RZ(±π

2
)Σ1V

T (5.30)

where Σλ = diag{λ, λ, 0} and Σ1 = diag{1, 1, 0}. Then

ω̂v̂ = URZ(±π
2

)ΣλU
TV RZ(±π

2
)Σ1V

T

= URZ(±π
2

)Σλ(−RT
Y (θ))RZ (±π

2
)Σ1V

T

= Udiag{λ, λ cos(θ), 0}V T

= Q. (5.31)

Since ω and v have to be, respectively, the left and the right zero
eigenvectors of Q, the reconstruction given in (5.30) is unique.

5O(3) represents the space of all orthogonal matrices (of determinant ±1.)
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The following theorem reveals the structure of the symmetric epipolar
component.

Theorem 5.4 (Characterization of the symmetric epipolar com-
ponent). A real symmetric matrix s ∈ R3×3 is a symmetric epipolar
component if and only if s can be diagonalized as s = V ΣV T with
V ∈ SO(3) and

Σ = diag{σ1, σ2, σ3}

with σ1 ≥ 0, σ3 ≤ 0 and σ2 = σ1 + σ3.

Proof. We first prove the necessity. Suppose s is a symmetric epipolar com-
ponent, there exist ω ∈ R3, v ∈ S2 such that s = 1

2 (ω̂v̂ + v̂ω̂). Since s is a
symmetric matrix, it is diagonalizable, all its eigenvalues are real and all
the eigenvectors are orthogonal to each other. It then suffices to check that
its eigenvalues satisfy the given conditions.

Let the unit vector b and the rotation matrix V be the same as in the
proof of Lemma 5.4, so are θ and γ. Then according to the lemma, we have

ω̂v̂ = −V RY (θ)diag{λ, λ cos(θ), 0}V T .

Since (ω̂v̂)T = v̂ω̂, it yields

s =
1

2
V

(
−RY (θ)diag{λ, λ cos(θ), 0} − diag{λ, λ cos(θ), 0}RT

Y (θ)
)
V T .

Define the matrix D(λ, θ) ∈ R3×3 to be

D(λ, θ) = −RY (θ)diag{λ, λ cos(θ), 0} − diag{λ, λ cos(θ), 0}RT
Y (θ)

= λ




−2 cos(θ) 0 sin(θ)
0 −2 cos(θ) 0

sin(θ) 0 0


 .

Directly calculating its eigenvalues and eigenvectors, we obtain thatD(λ, θ)
is equal to

RY (
θ − π

2
)diag {λ(1 − cos(θ)),−2λ cos(θ), λ(−1 − cos(θ))}RT

Y (
θ − π

2
)

(5.32)

Thus s = 1
2V D(λ, θ)V T has eigenvalues

{
1

2
λ(1 − cos(θ)), −λ cos(θ),

1

2
λ(−1 − cos(θ))

}
, (5.33)

which satisfy the given conditions.
We now prove the sufficiency. Given s = V1diag{σ1, σ2, σ3}V T

1 with σ1 ≥
0, σ3 ≤ 0 and σ2 = σ1 + σ3 and V T

1 ∈ SO(3), these three eigenvalues
uniquely determine λ, θ ∈ R such that the σi’s have the form given in
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(5.33)
{
λ = σ1 − σ3, λ ≥ 0
θ = arccos(−σ2/λ), θ ∈ [0, π]

Define a matrix V ∈ SO(3) to be V = V1R
T
Y

(
θ
2 − π

2

)
. Then s =

1
2V D(λ, θ)V T . According to Lemma 5.4, there exist vectors v ∈ S2 and
ω ∈ R3 such that

ω̂v̂ = −V RY (θ)diag{λ, λ cos(θ), 0}V T .

Therefore, 1
2 (ω̂v̂ + v̂ω̂) = 1

2V D(λ, θ)V T = s.

Figure 5.3 gives a geometric interpretation of the three eigenvectors of
the symmetric epipolar component s for the case when both ω, v are of
unit length. Theorem 5.4 was given as an exercise problem in Kanatani

PSfrag replacements

v u1

u2

b

θ/2
θ/2θ/2 ω

Figure 5.3. Vectors u1, u2, b are the three eigenvectors of a symmetric epipolar
component 1

2
(ω̂v̂+ v̂ω̂). In particular, b is the normal vector to the plane spanned

by ω and v, and u1, u2 are both in this plane. u1 is the average of ω and v. u2 is
orthogonal to both b and u1.

[Kan93] but it has never been really exploited in the literature for design-
ing algorithms. The constructive proof given above is important in this
regard, since it gives an explicit decomposition of the symmetric epipolar
component s, which will be studied in more detail next.

Following the proof of Theorem 5.4, if we already know the eigenvector
decomposition of a symmetric epipolar component s, we certainly can find
at least one solution (ω, v) such that s = 1

2 (ω̂v̂ + v̂ω̂). We now discuss
uniqueness, i.e. how many solutions exist for s = 1

2 (ω̂v̂ + v̂ω̂).

Theorem 5.5 (Velocity recovery from the symmetric epipolar
component). There exist exactly four 3-D velocities (ω, v) with ω ∈ R3

and v ∈ S2 corresponding to a non-zero s ∈ S.

Proof. Suppose (ω1, v1) and (ω2, v2) are both solutions for s = 1
2 (ω̂v̂+ v̂ω̂).

Then we have

v̂1ω̂1 + ω̂1v̂1 = v̂2ω̂2 + ω̂2v̂2. (5.34)
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From Lemma 5.4, we may write
{
ω̂1v̂1 = −V1RY (θ1)diag{λ1, λ1 cos(θ1), 0}V T

1

ω̂2v̂2 = −V2RY (θ2)diag{λ2, λ2 cos(θ2), 0}V T
2 .

(5.35)

Let W = V T
1 V2 ∈ SO(3), then from (5.34)

D(λ1, θ1) = WD(λ2, θ2)W
T . (5.36)

Since both sides of (5.36) have the same eigenvalues, according to (5.32),
we have

λ1 = λ2, θ2 = θ1.

We can then denote both θ1 and θ2 by θ. It is immediate to check that the
only possible rotation matrix W which satisfies (5.36) is given by I3×3 or




− cos(θ) 0 sin(θ)
0 −1 0

sin(θ) 0 cos(θ)


 or




cos(θ) 0 − sin(θ)
0 −1 0

− sin(θ) 0 − cos(θ)


 .

From the geometric meaning of V1 and V2, all the cases give either ω̂1v̂1 =
ω̂2v̂2 or ω̂1v̂1 = v̂2ω̂2. Thus, according to the proof of Lemma 5.4, if (ω, v)
is one solution and ω̂v̂ = Udiag{λ, λ cos(θ), 0}V T , then all the solutions
are given by

{
ω̂ = URZ(±π

2 )ΣλU
T , v̂ = V RZ(±π

2 )Σ1V
T ;

ω̂ = V RZ(±π
2 )ΣλV

T , v̂ = URZ(±π
2 )Σ1U

T (5.37)

where Σλ = diag{λ, λ, 0} and Σ1 = diag{1, 1, 0}.
Given a non-zero continuous essential matrix E ∈ E ′, according to (5.37),

its symmetric component gives four possible solutions for the 3-D velocity
(ω, v). However, in general only one of them has the same linear velocity
v as the skew symmetric part of E. Hence, compared to the discrete case
where there are two 3-D motions (R, T ) associated to an essential matrix,
the velocity (ω, v) corresponding to a continuous essential matrix is unique.
This is because, in the continuous case, the so-called twisted-pair ambiguity
which occurs in discrete case and is caused by a 180◦ rotation of the camera
around the translation direction (see Maybank [May93]), is now avoided.

5.4.3 The eight-point linear algorithm

Based on the preceding study of the continuous essential matrix, this sec-
tion describes an algorithm to recover the 3-D velocity of the camera from
a set of (possibly noisy) optical flows.

Let E =

[
v̂
s

]
∈ E ′

1 with s = 1
2 (ω̂v̂ + v̂ω̂) be the essential matrix

associated with the continuous epipolar constraint (5.28). Since the sub-
matrix v̂ is skew symmetric and s is symmetric, they have the following
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form

v̂ =




0 −v3 v2
v3 0 −v1
−v2 v1 0


 , s =



s1 s2 s3
s2 s4 s5
s3 s5 s6


 . (5.38)

Define the (continuous) essential vector e ∈ R9 to be

e = [v1, v2, v3, s1, s2, s3, s4, s5, s6]
T . (5.39)

Define a vector a ∈ R9 associated to optical flow (x,u) with x = [x, y, z]T ∈
R3,u = [u1, u2, u3]

T ∈ R3 to be6

a = [u3y − u2z, u1z − u3x, u2x− u1y, x
2, 2xy, 2xz, y2, 2yz, z2]T . (5.40)

The continuous epipolar constraint (5.28) can be then rewritten as

aT e = 0.

Given a set of (possibly noisy) optical flow vectors (xj ,uj), j = 1, . . . , n
generated by the same motion, define a matrix A ∈ Rn×9 associated to
these measurements to be

A = [a1, a2, . . . , an]T (5.41)

where aj are defined for each pair (xj ,uj) using (5.40). In the absence of
noise, the essential vector e has to satisfy

Ae = 0. (5.42)

In order for this equation to have a unique solution for e, the rank of the
matrix A has to be eight. Thus, for this algorithm, the optical flow vectors
of at least eight points are needed to recover the 3-D velocity, i.e. n ≥ 8,
although the minimum number of optical flows needed is actually 5 (see
Maybank [May93]).

When the measurements are noisy, there might be no solution of e for
Ae = 0. As in the discrete case, one may approximate the solution my
minimizing the error function ‖Ae‖2.

Since the continuous essential vector e is recovered from noisy measure-
ments, the symmetric part s of E directly recovered from e is not necessarily
a symmetric epipolar component. Thus one can not directly use the pre-
viously derived results for symmetric epipolar components to recover the
3-D velocity. Similarly to what we have done for the discrete case, we can
first estimate the symmetric matrix s, and then project it onto the space
of symmetric epipolar components.

Theorem 5.6 (Projection to the symmetric epipolar space). If a
real symmetric matrix F ∈ R3×3 is diagonalized as F = V diag{λ1, λ2, λ3}V T

6For perspective projection, z = 1 and u3 = 0 thus the expression for a can be
simplified.
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with V ∈ SO(3), λ1 ≥ 0, λ3 ≤ 0 and λ1 ≥ λ2 ≥ λ3, then the symmetric
epipolar component E ∈ S which minimizes the error ‖E−F‖2

f is given by

E = V diag{σ1, σ2, σ2}V T with

σ1 =
2λ1 + λ2 − λ3

3
, σ2 =

λ1 + 2λ2 + λ3

3
, σ3 =

2λ3 + λ2 − λ1

3
.(5.43)

Proof. Define SΣ to be the subspace of S whose elements have the same
eigenvalues Σ = diag{σ1, σ2, σ3}. Thus every matrix E ∈ SΣ has the form
E = V1ΣV

T
1 for some V1 ∈ SO(3). To simplify the notation, define Σλ =

diag{λ1, λ2, λ3}. We now prove this theorem by two steps.
Step 1: We prove that the matrix E ∈ SΣ which minimizes the error

‖E−F‖2
f is given by E = V ΣV T . Since E ∈ SΣ has the form E = V1ΣV

T
1 ,

we get

‖E − F‖2
f = ‖V1ΣV

T
1 − V ΣλV

T ‖2
f = ‖Σλ − V TV1ΣV

T
1 V ‖2

f .

Define W = V TV1 ∈ SO(3) and W has the form

W =



w1 w2 w3

w4 w5 w6

w7 w8 w9


 . (5.44)

Then

‖E − F‖2
f = ‖Σλ −WΣW T ‖2

f

= tr(Σ2
λ) − 2tr(WΣW T Σλ) + tr(Σ2). (5.45)

Substituting (5.44) into the second term, and using the fact that σ2 =
σ1 + σ3 and W is a rotation matrix, we get

tr(WΣW T Σλ) = σ1(λ1(1 − w2
3) + λ2(1 − w2

6) + λ3(1 − w2
9))

+ σ3(λ1(1 − w2
1) + λ2(1 − w2

4) + λ3(1 − w2
7)).(5.46)

Minimizing ‖E − F‖2
f is equivalent to maximizing tr(WΣW T Σλ). From

(5.46), tr(WΣW T Σλ) is maximized if and only if w3 = w6 = 0, w2
9 = 1,

w4 = w7 = 0 and w2
1 = 1. Since W is a rotation matrix, we also have

w2 = w8 = 0 and w2
5 = 1. All possible W give a unique matrix in SΣ which

minimizes ‖E − F‖2
f : E = V ΣV T .

Step 2: From step one, we only need to minimize the error function over
the matrices which have the form V ΣV T ∈ S. The optimization problem
is then converted to one of minimizing the error function

‖E − F‖2
f = (λ1 − σ1)

2 + (λ2 − σ2)
2 + (λ3 − σ3)

2

subject to the constraint

σ2 = σ1 + σ3.

The formula (5.43) for σ1, σ2, σ3 are directly obtained from solving this
minimization problem.
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Remark 5.1. For symmetric matrices which do not satisfy conditions λ1 ≥
0 or λ3 ≤ 0, one may simply choose λ′1 = max(λ1, 0) or λ′3 = min(λ3, 0).

Finally, we can outline an eigenvalue decomposition-based algorithm for
estimating 3-D velocity from optical flow, which serves as a continuous
counterpart of the eight-point algorithm given in Section 5.1.

Algorithm 5.3 (The continuous eight-point algorithm). For a given
set of images and optical flow vectors (xj ,uj), j = 1, . . . , n, this algorithm
finds (ω, v) ∈ SE(3) which solves

ujT v̂xj + xjT ω̂v̂xj = 0, j = 1, . . . , n.

1. Estimate essential vector
Define a matrix A ∈ Rn×9 whose jth row is constructed from xj and
uj as in (5.40). Use the SVD to find the vector e ∈ R9 such that
Ae = 0: A = UAΣAV

T
A and e = V (:, 9). Recover the vector v0 ∈ S2

from the first three entries of e and a symmetric matrix s ∈ R3×3

from the remaining six entries as in (5.39).7

2. Recover the symmetric epipolar component
Find the eigenvalue decomposition of the symmetric matrix s

s = V1diag{λ1, λ2, λ3}V T
1

with λ1 ≥ λ2 ≥ λ3. Project the symmetric matrix s onto the symmet-
ric epipolar space S. We then have the new s = V1diag{σ1, σ2, σ3}V T

1

with

σ1 =
2λ1 + λ2 − λ3

3
, σ2 =

λ1 + 2λ2 + λ3

3
, σ3 =

2λ3 + λ2 − λ1

3
;

3. Recover velocity from the symmetric epipolar component
Define

{
λ = σ1 − σ3, λ ≥ 0,
θ = arccos(−σ2/λ), θ ∈ [0, π].

Let V = V1R
T
Y

(
θ
2 − π

2

)
∈ SO(3) and U = −V RY (θ) ∈ O(3). Then

the four possible 3-D velocities corresponding to the matrix s are given
by

{
ω̂ = URZ(±π

2 )ΣλU
T , v̂ = V RZ(±π

2 )Σ1V
T

ω̂ = V RZ(±π
2 )ΣλV

T , v̂ = URZ(±π
2 )Σ1U

T

where Σλ = diag{λ, λ, 0} and Σ1 = diag{1, 1, 0};

7In order to guarantee v0 to be of unit length, one needs to “re-normalize” e, i.e. to
multiply e with a scalar such that the 3-D vector determined by the first three entries
of e is of unit length.
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4. Recover velocity from the continuous essential matrix
From the four velocities recovered from the matrix s in step 3, choose
the pair (ω∗, v∗) which satisfies

v∗T v0 = max
i
vT

i v0.

Then the estimated 3-D velocity (ω, v) with ω ∈ R3 and v ∈ S2 is
given by

ω = ω∗, v = v0.

Remark 5.2. Since both E,−E ∈ E ′
1 satisfy the same set of continuous

epipolar constraints, both (ω,±v) are possible solutions for the given set
of optical flows. However, as in the discrete case, one can get rid of the
ambiguous solution by enforcing the “positive depth constraint”.

In situations where the motion of the camera is partially constrained,
the above linear algorithm can be further simplified. The following example
illustrates how it can be done.

Example 5.1 (Kinematic model of an aircraft). This example shows
how to utilize the so called nonholonomic constraints (see Murray, Li and
Sastry [MLS94]) to simplify the proposed linear motion estimation algo-
rithm in the continuous case. Let g(t) ∈ SE(3) represent the position
and orientation of an aircraft relative to the spatial frame, the inputs
ω1, ω2, ω3 ∈ R stand for the rates of the rotation about the axes of the
aircraft and v1 ∈ R the velocity of the aircraft. Using the standard ho-
mogeneous representation for g (see Murray, Li and Sastry [MLS94]), the
kinematic equations of the aircraft motion are given by

ġ =

[ 0 −ω3 ω2 v1
ω3 0 −ω1 0
−ω2 ω1 0 0

0 0 0 0

]
g

where ω1 stands for pitch rate, ω2 for roll rate, ω3 for yaw rate and v1
the velocity of the aircraft. Then the 3-D velocity (ω, v) in the continuous
epipolar constraint (5.28) has the form ω = [ω1, ω2, ω3]

T , v = [v1, 0, 0]T . For
the algorithm given above, we here have extra constraints on the symmetric
matrix s = 1

2 (ω̂v̂ + v̂ω̂): s1 = s5 = 0 and s4 = s6. Then there are only
four different essential parameters left to determine and we can re-define
the essential parameter vector e ∈ R4 to be e = [v1, s2, s3, s4]

T . Then the
measurement vector a ∈ R4 is to be a = [u3y−u2z, 2xy, 2xz, y

2+z2]T . The
continuous epipolar constraint can then be rewritten as

aT e = 0.

If we define the matrix A from a as in (5.41), the matrix ATA is a 4 × 4
matrix rather than a 9 × 9 one. For estimating the velocity (ω, v), the di-
mensions of the problem is then reduced from 9 to 4. In this special case,
the minimum number of optical flow measurements needed to guarantee a
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unique solution of e is reduced to 3 instead of 8. Furthermore, the sym-
metric matrix s recovered from e is automatically in the space S and the
remaining steps of the algorithm can thus be dramatically simplified. From
this simplified algorithm, the angular velocity ω = [ω1, ω2, ω3]

T can be fully
recovered from the images. The velocity information can then be used for
controlling the aircraft.

As in the discrete case, the linear algorithm proposed above is not opti-
mal since it does not enforce the structure of the parameter space during
the minimization. Therefore, the recovered velocity does not necessarily
minimize the originally chosen error function ‖Ae(ω, v)‖2 on the space E ′

1.
Again like in the discrete case, we have to assume that translation is not
zero. If the motion is purely rotational, then one can prove that there are
infinitely many solutions to the epipolar constraint related equations. We
leave this as an exercise to the reader.

5.4.4 Euclidean constraints and structure reconstruction

As in the discrete case, the purpose of exploiting Euclidean constraints
is to reconstruct the scales of the motion and structure. From the above
linear algorithm, we know we can only recover the linear velocity v up to
an arbitrary scale. Without loss of generality, we may assume the velocity
of the camera motion is (ω, ηv) with ‖v‖ = 1 and η ∈ R. By now, only the
scale η is unknown to us. Substituting X(t) = λ(t)x(t) into the equation

Ẋ(t) = ω̂X(t) + ηv(t),

we obtain for the image xj of each point pj ∈ E3, j = 1, . . . , n,

λ̇jxj + λj ẋj = ω̂(λjxj) + ηv ⇔ λ̇jxj + λj(ẋj − ω̂xj) − ηv = 0.(5.47)

As one may expect, in the continuous case, the scale information is then
encoded in λ, λ̇ for the location of the 3-D point, and η ∈ R+ for the
linear velocity v. Knowing x, ẋ, ω and v, these constraints are all linear in
λj , λ̇j , 1 ≤ j ≤ n and η. Also, if xj , 1 ≤ j ≤ n are linearly independent of
v, i.e. the feature points do not line up with the direction of translation,
it can be shown that these linear constraints are not degenerate hence
the unknown scales are determined up to a universal scale. We may then
arrange all the unknown scales into a single vector ~λ

~λ = [λ1, . . . , λn, λ̇1, . . . , λ̇n, η]T ∈ R2n+1.

For n optical flows, ~λ is a 2n+1 dimensional vector. (5.47) gives 3n (scalar)

linear equations. The problem of solving ~λ from (5.47) is usually over-
determined. It is easy to check that in the absence of noise the set of
equations given by (5.47) uniquely determines ~λ if the configuration is
non-critical. We can therefore write all the equations in a matrix form

M~λ = 0
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with M ∈ R3n×(2n+1) a matrix depending on ω, v and {(xj , ẋj)}n
j=1. Then,

in the presence of noise, the linear least-squares estimate of ~λ is simply the
eigenvector of MTM corresponding to the smallest eigenvalue.

Notice that the rate of scales {λ̇j}n
j=1 are also estimated. Suppose we

have done the above recovery for a time interval, say (t0, tf ), then we

have the estimate ~λ(t) as a function of time t. But ~λ(t) at each time t is

only determined up to an arbitrary scale. Hence ρ(t)~λ(t) is also a valid
estimation for any positive function ρ(t) defined on (t0, tf ). However, since

ρ(t) is multiplied to both λ(t) and λ̇(t), their ratio

r(t) = λ̇(t)/λ(t)

is independent of the choice of ρ(t). Notice d
dt (lnλ) = λ̇/λ. Let the log-

arithm of the structural scale λ to be y = lnλ. Then a time-consistent
estimation λ(t) needs to satisfy the following ordinary differential equation,
which we call the dynamic scale ODE

ẏ(t) = r(t).

Given y(t0) = y0 = ln(λ(t0)), solve this ODE and obtain y(t) for t ∈ [t0, tf ].
Then we can recover a consistent scale λ(t) given by

λ(t) = exp(y(t)).

Hence (structure and motion) scales estimated at different time instances
now are all relative to the same scale at time t0. Therefore, in the continuous
case, we are also able to recover all the scales as functions of time up to a
universal scale. The reader must be aware that the above scheme is only
conceptual. In practice, the ratio function r(t) would never be available for
all time instances in [t0, tf ].

Comment 5.1 (Universal scale ambiguity). In both the discrete and
continuous cases, in principle, the proposed schemes can reconstruct both
the Euclidean structure and motion up to a universal scale.

5.5 Summary

The seminal work of Longuet-Higgins [LH81] on the characterization of the
so called epipolar constraint, has enabled the decoupling of the structure
and motion problems and led to the development of numerous linear and
nonlinear algorithms for motion estimation from two views, see [Fau93,
Kan93, May93, WHA93] for overviews.
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5.6 Exercises

1. Linear equation
Solve x ∈ Rn from the following equation

Ax = b

where A ∈ Rm×n and b ∈ Rm. In terms of conditions on the matrix
A and vector b, describe: When does a solution exist or not exist, and
when is the solution unique or not unique? In case the solution is not
unique, describe the whole solution set.

2. Properties of skew symmetric matrix

(a) Prove Lemma 5.1.
(b) Prove Lemma 5.3.

3. A rank condition for epipolar constraint
Show that

xT
2 T̂Rx1 = 0

if and only if

rank [x̂2Rx1 x̂2T ] ≤ 1.

4. Rotational motion
Assume that camera undergoes pure rotational motion, i.e. it rotates
around its center. Let R ∈ SO(3) be the rotation of the camera and
ω ∈ so(3) be the angular velocity. Show that, in this case, we have:

(a) Discrete case: xT
2 T̂Rx1 ≡ 0, ∀T ∈ R3;

(b) Continuous case: xT ω̂v̂x + uT v̂x ≡ 0, ∀v ∈ R3.

5. Projection to O(3)
Given an arbitrary 3 × 3 matrix M ∈ R3×3 with positive singular
values, find the orthogonal matrix R ∈ O(3) such that the error
‖R−M‖2

f is minimized. Is the solution unique? Note: Here we allow
det(R) = ±1.

6. Geometric distance to epipolar line
Given two image points x1, x̃2 with respect to camera frames with
their relative motion (R, T ), show that the geometric distance d2

defined in Figure 5.2 is given by the formula

d2
2 =

(x̃T
2 T̂Rx1)

2

‖ê3T̂Rx1‖2

where e3 = [0, 0, 1]T ∈ R3.

7. Planar scene and homography
Suppose we have a set of n fixed coplanar points {pj}n

j=1 ⊂ P, where
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P denotes a plane. Figure 5.4 depicts the geometry of the camera
frame relative to the plane. Without loss of generality, we further

frame 2

frame 1

PSfrag replacements

P
p

d1

(R, T ) N1

Figure 5.4. Geometry of camera frames 1 and 2 relative to a plane P.

assume that the focal length of the camera is 1. That is, if x is the
image of a point p ∈ P with 3-D coordinates X = [X1, X2, X3]

T , then

x = X/X3 = [X1/X3, X2/X3, 1]T ∈ R3.

Follow the following steps to establish the so-called homography
between two images of the plane P:

(a) Verify the following simple identity

x̂X = 0. (5.48)

(b) Suppose that the (R, T ) ∈ SE(3) is the rigid body transforma-
tion from frame 1 to 2. Then the coordinates X1,X2 of a fixed
point p ∈ P relative to the two camera frames are related by

X2 =

(
R +

1

d1
TNT

1

)
X1 (5.49)

where d1 is the perpendicular distance of camera frame 1 to
the plane P and N1 ∈ S2 is the unit surface normal of P
relative to camera frame 1. In the equation, the matrix H =
(R + 1

d1
TNT

1 ) is the so-called homography matrix in the com-
puter vision literature. It represents the transformation from
X1 to X2.

(c) Use the above identities to show that: Given the two images
x1,x2 ∈ R3 of a point p ∈ P with respect to camera frames 1
and 2 respectively, they satisfy the constraint

x̂2(R+
1

d1
TNT

1 )x1 = 0. (5.50)
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(d) Prove that in order to solve uniquely (up to a scale) H from the
above equation, one needs the (two) images of at least 4 points
in P in general position.

8. Singular values of the homography matrix
Prove that any matrix of the form H = R + uvT with R ∈ SO(3)
and u, v ∈ R3 must have a singular value 1. (Hint: prove that the
matrix uvT + vuT + vuTuvT has a zero eigenvalue by constructing
the corresponding eigenvector.)

9. The symmetric component of the outer product of two vec-
tors
Suppose u, v ∈ R3, and ‖u‖2 = ‖v‖2 = α. If u 6= v, the matrix
D = uvT + vuT ∈ R3×3 has eigenvalues {λ1, 0, λ3}, where λ1 > 0,
and λ3 < 0. If u = ±v, the matrix D has eigenvalues {±2α, 0, 0}.

10. The continuous homography matrix
The continuous version of the homography matrix H introduced
above is H ′ = ω̂+ 1

d1
vNT

1 where ω, v ∈ R3 are the angular and linear
velocities of the camera respectively. Suppose that you are given a
matrix M which is also known to be of the form M = H ′ + λI for
some λ ∈ R. But you are not told the actual value of λ. Prove that
you can uniquely recover H ′ from M and show how.

11. Implementation of the SVD-based pose estimation algo-
rithm
Implement a version of the three step pose estimation algorithm for
two views. Your MATLAB codes are responsible for:

• Initialization: Generate a set of N (≥ 8) 3-D points; generate
a rigid body motion (R, T ) between two camera frames and
project (the coordinates of) the points (relative to the camera
frame) onto the image plane correctly. Here you may assume the
focal length is 1. This step will give you corresponding images
as input to the algorithm.

• Motion Recovery: using the corresponding images and the al-
gorithm to compute the motion (R̃, T̃ ) and compare it to the
ground truth (R, T ).

After you get the correct answer from the above steps, here are a few
suggestions for you to play with the algorithm (or improve it):

• A more realistic way to generate these 3-D points is to make sure
that they are all indeed “in front of” the image plane before and
after the camera moves. If a camera has a field of view, how
to make sure that all the feature points are shared in the view
before and after.
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• Systematically add some noises to the projected images and see
how the algorithm responds. Try different camera motions and
different layouts of the points in 3-D.

• Finally, to fail the algorithm, take all the 3-D points from some
plane in front of the camera. Run the codes and see what do you
get (especially with some noises on the images).

12. Implementation of the eigenvalue-decomposition based ve-
locity estimation algorithm
Implement a version of the four step velocity estimation algorithm
for optical flows. Your MATLAB codes are responsible for:

• Initialization: Choose a set of N (≥ 8) 3-D points and a rigid
body velocity (ω, v). Correctly obtain the image x and compute
the image velocity u = ẋ – you need to figure out how to com-
pute u from (ω, v) and X. Here you may assume the focal length
is 1. This step will give you images and their velocities as input
to the algorithm.

• Motion Recovery: Use the algorithm to compute the motion
(ω̃, ṽ) and compare it to the ground truth (ω, v).
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Chapter 6
Camera calibration and self-calibration

Chapter 3 described the image-formation process and showed that camera
geometry depends upon a number of parameters such as the position of
the principal point, focal length, so called intrinsic parameters of the cam-
era. Previous chapter demonstrated that in case the internal parameters
of the camera are available, given two views of the scene and number of
corresponding points in both views, the Euclidean structure of the scene
as well as displacements between the views can be recovered. This chapter
will again strive for the recovery of the Euclidean structure of the world
and camera pose in the absence of knowledge of internal parameters of the
camera.

The natural starting point is the development of techniques for estimat-
ing the internal parameters of the camera and reducing the problem to the
one described in the previous chapter. Hence we first review the most com-
mon technique for camera calibration, by using a known object (a so-called
“calibration rig”). Since this technique requires a specific calibration ob-
ject it is suitable only for laboratory environments, where both the camera
taking the images as well as the calibration object are available.

The second class of techniques for estimating camera parameters does
not have this requirement, and involves estimating intrinsic parameters
as well as scene structure and camera pose directly from image measure-
ments; hence, it is called camera self-calibration. As we will see, given the
richness and the difficulty of the problem, there are several avenues to
pursue. We first focus on the so-called intrinsic approach to the problem
of self-calibration which leads to analysis, algorithms and sufficient and
necessary conditions for the recovery of the all the unknowns based on in-
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trinsic constraints only. For the cases when the conditions are not satisfied
we will characterize the associated ambiguities and suggest practical ways
to resolve them.

If we could measure metric coordinates of points on the image plane (as
opposed to pixel coordinates), we could model the projection as we have
done in previous chapters:

λx = PgX (6.1)

where P = [I, 0] and g ∈ SE(3) is the pose of the camera in the world
reference frame. In practice, however, calibration parameters are not known
ahead of time and, therefore, a more realistic model of the geometry of the
image formation process takes the form

λx′ = APgX (6.2)

where A ∈ R3×3 is the camera calibration matrix that collects the unknown
parameters1

A =



fsx fsθ ox

0 fsy oy

0 0 1


 . (6.3)

In this chapter we show how to calibrate the camera, that is to recover
both A (the intrinsic parameters) and g (the extrinsic parameters). Once
the intrinsic parameters are recovered, we can convert equation (6.2) to
a calibrated model by multiplying both sides by A−1. In this chapter,
we indicate pixel coordinates with a prime superscript x′, whereas metric
coordinates are indicated by x.

We distinguish between two calibration methods: in classical calibration
we are given images of a known object (a calibration rig); in self-calibration
we attempt to recover intrinsic parameters together with camera pose and
scene reconstruction without any calibration rig. The former is simpler and
more robust, and several software package are available. However, often
one has no control on how the images are captured and, therefore, auto-
calibration is the only viable option. Most of the chapter, therefore, is
concerned with self-calibration.

6.1 Calibration with a rig

Consider an object with distinct point-features whose coordinates relative
to a fixed reference frame are known. We call this object a calibration rig.
Typical choices for calibration rigs are checkerboard patterns mounted on
one or more planes (Figure ??) . Then the coordinates of each corner can

1In Section 6.3 we relax the restriction that A be upper triangular.
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be easily specified relative to, say, the top-left corner of the checkerboard.
Let us call these coordinates X. The change of coordinates between the
reference frame on the calibration rig and the camera frame is denoted by
g and the calibration matrix by A, so that when we image the calibration
rig we measure pixel coordinates x′ of points on calibration grid, which
satisfy

λx′ = APgX = P̃X.

This can be written for each point on the calibration rig as:

λ



xi

yi

1


 =




pT
1

pT
2

pT
3







X i

Y i

Zi

1


 (6.4)

For clarity we omit the ′s from the pixel coordinates of image points in the
above equation. Similarly as in the previous chapters, we can eliminate λ
from the above equation, by multiplying both sides by x̂′. This yields three
equations, from which only two are independent. Hence for each point we
have following two constraints:

xi(pT
3 X) = pT

1 X (6.5)

yi(pT
3 X) = pT

2 X

Unlike previous chapters, now X i, Y i and Zi are known, and so are xi, yi.
We can therefore stack all the unknowns pij into a vector and re-write the
equations above as a system of linear equations

Mp = 0

where

p = [p11, p12, p13, p14, p21, p22, p23, p24, p31, p32, p33, p34]
T ∈ R12.

A linear (sub-optimal) estimate of p can then be obtained by minimizing
the linear least-squares criterion

min ‖Mp‖2 subject to ‖p‖2 = 1 (6.6)

without taking into account the structure of the unknown vector p. If we
denote the (nonlinear) map from X to x′ as:

π(X, P̃ )
.
= x′,

the estimate can be further refined by a nonlinear minimization of the
following objective function

min
P̃

∑

i

‖x′i − π(Xi, P̃ )‖2.

After obtaining an estimate of the projection matrix P̃ = P̃ = A[R | T ] =
[AR|AT ] we can factor the first 3×3 sub-matrix into the calibration matrix
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A ∈ R3×3 (in its upper triangular form) and rotation matrix R ∈ SO(3)
using a routine QR decomposition

AR =



p11 p12 p13

p21 p22 p23

p31 p32 p33


 ,

which yields an estimate of the intrinsic parameters in the calibration
matrix A and of the rotational component of the extrinsic parameter.
Estimating translation completes the calibration procedure:

T = A−1



p14

p24

p34


 .

Several free software packages are available to perform calibration with a
rig. Most also include compensation for radial distortion and other lens
artifacts that we do not address here. In Chapter ?? we walk the reader
through use of one of these packages in a step-by-step procedure to calibrate
a camera.

6.2 The fundamental matrix

In the absence of a calibration grid, one view is clearly not sufficient to
determine all the unknowns. Hence, we revisit here the intrinsic geometric
relationship between two views, the concept of epipolar geometry intro-
duced in the previous. In order to obtain the relationship between the two
uncalibrated views related by the displacement (R, T ), consider the first
the rigid body motion between two views:

λ2x2 = Rλx1 + T

where x = λX. Multiplying both sides by calibration matrix A:

λ2Ax2 = ARλx1 +AT ⇔ λ2x
′
2 = ARA−1λ1x

′
1 + T ′ (6.7)

where x′ denotes a pixel coordinate of a point x, such x′ = Ax and
T ′ = AT . In order to obtain an intrinsic constraint in terms of image
measurements only, similarly as in the calibrated case, we can eliminate
the unknown depth by multiplying both sides of (6.7) by (x′

2 ×T ′) yielding
the following constraint:

x′
2
T
T̂ ′ARA−1x′

1 = 0. (6.8)

Alternatively, the transformation from the calibrated space to the uncali-
brated given by x = A−1x′, can be directly applied to epipolar constraint
by substituting for x:

xT
2 T̂Rx1 = 0 ⇔ x′

2
T
A−T T̂RA−1x′

1 = 0 (6.9)
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, consider the first just the rigid body motion equation and multiply both
sides by A

λ2Ax2 = ARλx1 +AT ⇔ λ2x
′
2 = ARA−1λ1x

′
1 + T ′ (6.10)

where x = λX,x′ = Ax and T ′ = AT . In order to obtain an intrinsic con-
straint in terms of image measurements only, similarly as in the calibrated
case, we can eliminate the unknown depth by multiplying both sides of
(6.7) by (x′

2 × T ′) yielding the following constraint:

x′
2
T
T̂ ′ARA−1x′

1 = 0. (6.11)

Alternatively the transformation from the calibrated space to the uncali-
brated given by x = A−1x′, can be directly applied to epipolar constraints
by substituting for x:

xT
2 T̂Rx1 = 0 ⇔ x′

2
T
A−T T̂RA−1x′

1 (6.12)

The above cases both correspond to the uncalibrated version of the epipolar
constraint:

x′
2
T
Fx′

1 = 0 (6.13)

The two corresponding image points are related by the matrix F =
A−T T̂RA−1 = T̂ ′ARA−1 ∈ R3×3 is called fundamental matrix. When
A = I , the fundamental matrix is an essential matrix T̂R. In order to rec-
oncile two different forms of the fundamental matrix note that for T ∈ R3

and A ∈ SL(3)2, we have AT T̂A = Â−1T , which enables us to show that
two different forms of fundamental matrix are equivalent:

F = A−T T̂RA−1 = A−T T̂A−1ARA−1 = T̂ ′ARA−1 (6.14)

We will study these different forms more closely in Section 6.3 and show
that the second form turns out to be more convenient to use for camera self-
calibration. Before getting more insights into the theory of self-calibration,
let us have a look at some geometric intuition behind the fundamental
matrix, its algebraic properties and algorithm for its recovery.

6.2.1 Geometric characterization of the fundamental matrix

Geometrically the fundamental matrix maps points in the first view into
the lines in in the second view (or vice versa):

x′
2
T
Fx′

1 = x′
2
T
l2 = 0

Notice that l2 defines a line implicitly as the collection of points that
solve lT2 x = 0, where the vector l2 is the normal to the line. From the first

2We will justify this generalization in the next section.
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form of fundamental matrix, the part related to translation T ′ = AT ∈ R3

is called the epipole. The epipole is the point where the baseline (the line
joining the centers of projection of the two cameras) intersect the image
plane in the second (first) view and can be computed as the left (right) null
space of the fundamental matrix F (F T ). It can be easily verified that:

F TT ′
2 = FT ′

1 = 0

l2
l1
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Figure 6.1. Two projections x′
1,x

′
2 ∈ R3 of a 3-D point p from two vantage points.

The relative Euclidean transformation between the two vantage points is given
by (R, T ) ∈ SE(3).

Remark 6.1. Characterization of the fundamental matrix. A non-zero
matrix F ∈ R3×3 is a fundamental matrix if F has a singular value
decomposition (SVD): E = UΣV T with

Σ = diag{σ1, σ2, 0}
for some σ1, σ2 ∈ R+ .

The characterization of the fundamental matrix in terms of its SVD
reflects the fact that the F is rank deficient det(F ) = 0. This can be simply

observed by noticing that F is a product of a skew symmetric matrix T̂ ′ or
rank 2 and a matrix ARA−1 ∈ R3×3 of rank 3. Similarly to the essential
matrix we can see how can we factorize F into a skew symmetric matrix
m̂ and nonsingular matrix M :

(m̂,M) = (URZ(±π
2

)diag{1, 1, 0}UT , URT
Z(±π

2
)ΣV T ) (6.15)

Note that given the above factorization and replacing Σ by matrix Σ̃:

Σ̃ =



σ1 0 0
0 σ2 0
α β γ


 (6.16)
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then we have:

(m̂,M) = (URZ(±π
2

)diag{1, 1, 0}UT , URT
Z(±π

2
)Σ̃V T ) (6.17)

give the rise to the same fundamental matrix, for arbitrary choice of
parameters α, β, γ.

So, as we can see in the uncalibrated case, while the fundamental matrix
is uniquely determined from point correspondences, the factorization of F
into a skew-symmetric part and a non-singular matrix is not unique. There
is a three-parameter family of transformations consistent with the point
correspondences, which gives rise to the same fundamental matrix. This
fact can be observed directly from the epipolar constraint by noticing that:

x′
2
T
T̂ ′ARA−1x′

1 = x′
2
T
T̂ ′(ARA−1 + T ′vT )x′

1 = 0. (6.18)

for an arbitrary vector v, since T̂ ′(T ′vT ) = 0.

Given the above ambiguities present in the uncalibrated case, additional
constraints have to be sought in order to be able to recover the Euclidean
structure, pose of the cameras as well as information about intrinsic camera
parameters. In the remainder of this chapter we will present two strategies
for resolving these ambiguities: an intrinsic approach - where we exploit
additional intrinsic constraints between image measurements in the un-
calibrated case, and a stratified approach where we exploit knowledge of
motion, partial structure and/or calibration. The two approaches will be
reconciled in the last section of this chapter. Before we proceed in get-
ting more insight and exploring different types of additional constraints,
we outline an algorithm for the recovery of the fundamental matrix.

6.2.2 The eight-point linear algorithm

Similarly to the calibrated case, the fundamental matrix can be recovered
from the measurements using linear techniques only, hence we will obtain
a version of the 8-point algorithm for the uncalibrated case. Since F is
uniquely determined by point correspondences between two views and geo-
metrically represents a mapping of a point in one view into an epipolar line
in another, it plays an important role in the process of establishing corre-
spondences between two views. Given the fundamental matrix F ∈ R3×3

with the entries as:

F =



f1 f2 f3
f4 f5 f6
f7 f8 f9


 (6.19)

and a corresponding vector f ∈ R9, we have

f = [f1, f2, f3, f4, f5, f6, f7, f8, f9]
T ∈ R9.
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Since the epipolar constraint xT
2 Fx1 = 0 is linear in the entries of f , we

can rewrite it as:

aT f = 0 (6.20)

Where a is given by

a = [x′2x
′
1, x

′
2y

′
1, x

′
2z

′
1, y

′
2x

′
1, y

′
2y

′
1, y

′
2z

′
1, z

′
2x

′
1, z

′
2y

′
1, z

′
2z

′
1]

T ∈ R9. (6.21)

Given a set of corresponding points and forming the matrix of measure-
ments A = [a1, a2, . . . , an]T , f can be obtained as the minimizing solution
of the following least-squares objective function ‖Af‖2. Such solution cor-
responds to the eigenvector associated with the smallest eigenvalue of ATA.
In the context of the above mentioned linear algorithm, since the point cor-
respondences are in image coordinates, the individual entries of the matrix
A are may be unbalanced and affect the conditioning of ATA. An improve-
ment can be achieved by a normalizing transform T1 and T2 in respective
images, which makes the measurements of zero mean and unit-variance [?].
By the same arguments as in the calibrated case, the linear least-squares
solution is not an optimal one, and it is typically followed by a nonlinear
refinement step. More details on the nonlinear refinement strategies are
described [HZ00].

6.3 Basics of uncalibrated geometry

Before we delve into algorithms to recover camera calibration, we point out
an important observation that makes the geometry of uncalibrated cameras
simpler to understand.

So far we have considered points living in the three-dimensional Eu-
clidean space, and shown how to reconstruct spatial properties such as
distances and angles. Distances and angles can be written in terms of the
inner product3 〈u, v〉 .= uT v. If one were to define a different inner product,
for instance 〈u, v〉 .= uT Ωv for some positive definite symmetric matrix Ω,
then the notion of distances and angles would change, and one could think
of a “distorted” or “uncalibrated” world. Nevertheless, all reconstruction
algorithms described in the previous chapters, written in terms of this new
inner product, would yield a reconstruction of the correct camera pose and
scene structure in the distorted space. Only in the particular case where
Ω = I would the reconstruction be physically correct.

The basic observation here is that an uncalibrated camera with cali-
bration matrix A imaging points in a calibrated world is equivalent to a
calibrated camera imaging points in an uncalibrated world governed by an
inner product 〈u, v〉Ω .

= uT Ωv. Furthermore, Ω = A−TA−1.

3Definitions and properties of inner products can be found in Appendix A.



6.3. Basics of uncalibrated geometry 119

To see this, let E3 denote the three-dimensional Euclidean space, that is
R3 with its standard inner product 〈u, v〉 .= uT v. Let instead E3′ denote the
“uncalibrated” space, that is R3 with the inner product 〈u, v〉Ω .

= uT Ωv.
The map from the calibrated to the uncalibrated space is simply

ψ : R3 → R3

X 7→ X′ = AX

where X ∈ R3 and X′ ∈ R3 represent the three-dimensional coordinates of
the points p ∈ E3 and p′ = ψ(p) ∈ E3′ respectively, and A ∈ R3×3 is the
matrix representing the linear map. The map ψ induces a transformation
of the inner product as follows

〈ψ−1(u), ψ−1(v)〉 = uTA−TA−1v
.
= 〈u, v〉A−T A−1 , ∀u, v ∈ TE3 (6.22)

where TE3 is the space of vectors. Therefore, Ω = A−TA−1. It is then clear
that calibrating a camera, i.e. finding A, is equivalent to calibrating the
space, i.e. finding its inner product Ω.4 To see that, call SL(3) the (group)
of non-singular 3 × 3 matrices, and K ⊂ SL(3) the subset consisting of all
upper-triangular matrices. That is, any matrix A ∈ K has the form

A =



a11 a12 a13

0 a22 a23

0 0 a33


 . (6.23)

Note that if A is upper-triangular, so is A−1. Clearly, there is a one-to-one
correspondence between K and the set of all upper-triangular matrices of
the form given in (6.23); also, the equation Ω = A−TA−1 gives a finite-to-
one correspondence between K and the set of all 3× 3 symmetric matrices
with determinant 1 (by the Cholesky factorization) (see Appendix ??). Usu-
ally, only one of the upper-triangular matrices corresponding to the same
symmetric matrix has a physical interpretation as the intrinsic parameters
of a camera. Thus, if the calibration matrix A does have the form given by
(6.23), the self-calibration problem is equivalent to the problem of recover-
ing the matrix Ω, i.e. the inner product of the uncalibrated space. Now let us
consider a more general case where the uncalibrated camera is characterized
by an arbitrary matrix A ∈ SL(3). A has a QR-decomposition

A = QR, Q ∈ K, R ∈ SO(3). (6.24)

Then A−1 = RTQ−1 and the associated symmetric matrix Ω = A−TA−1 =
Q−TQ−1. In general, if A = BR with A,B ∈ SL(3), R ∈ SO(3), the
A−TA−1 = B−TB−1. That is A and B induce the same inner product on
the uncalibrated space. In this case, we say that matrices A and B are

4The symmetric matrix Ω can be also interpreted as a conic in complex projective
space, known as the absolute conic. Since our discussion does not involve any projective
space, we do not further pursue that interpretation here.
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equivalent. The quotient space SL(3)/SO(3) can be called the intrinsic
parameter space and will be further discussed in this section.

We now show that, without knowing camera motion and scene structure,
the matrix A ∈ SL(3) can only be recovered up to an equivalence class
Ā ∈ SL(3)/SO(3). To see this, suppose that B ∈ SL(3) is another matrix
in the same equivalence class as A. Then A = BR0 for some R0 ∈ SO(3).
The coordinate transformation from time t0 to t yields

AX(t) = AR(t)X(t0) +AT (t)

⇔ BR0X(t) = BR0R(t)RT
0 R0X(t0) +BR0T (t). (6.25)

From equation (6.25) it is clear that an uncalibrated camera with cali-
bration matrix A undergoing the motion (R(t), T (t)) observing the point
p ∈ E3 can never be distinguished from an uncalibrated camera with cal-
ibration matrix B undergoing the motion (R0R(t)RT

0 , R0T (t)) observing
the point R0(p) ∈ E3. The effect of R0 is nothing but a rotation of the
overall configuration space.

Therefore, without knowing camera motion and scene structure, the ma-
trix A associated with an uncalibrated camera can only be recovered up to
an equivalence class Ā in the space SL(3)/SO(3). The subgroup K of all
upper-triangular matrices in SL(3) is one representation of such a space, as
is the space of 3× 3 symmetric positive definite matrices with determinant
1. Thus, SL(3)/SO(3) does provide an intrinsic geometric interpretation
for the unknown camera parameters. In general, the problem of camera self-
calibration is then equivalent to the problem of recovering the symmetric
matrix Ω = A−TA−1, from which the upper-triangular representation of
the intrinsic parameters can be easily obtained from the Cholesky factor-
ization. The coordinate transformation in the uncalibrated space is given
by

AX(t) = AR(t)X(t0) +AT (t)

⇔ X′(t) = AR(t)A−1X′(t0) + T ′(t) (6.26)

where X′ = AX and T ′ = AT . In homogeneous coordinates, the
transformation group on the uncalibrated space is given by

G′ =

{[
ARA−1 T ′

0 1

] ∣∣∣ T ′ ∈ R3, R ∈ SO(3)

}
⊂ R4×4 (6.27)

If the motion of a calibrated camera in the uncalibrated space is given by
g′(t) ∈ G′, t ∈ R, the homogeneous coordinates of a point p′ ∈ E3 satisfy

[
X′(t)

1

]
=

[
AR(t)A−1 T ′(t)

0 1

] [
X′(t0)

1

]
. (6.28)

From the ideal camera model, the image of the point p′ with respect to
such a camera (i.e. with an identity calibration matrix) is given by

λ(t)x′(t) = PX′(t) (6.29)
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where X′(t) is in homogeneous representation (so for the equation below).
It is direct to check that the image x(t) is the same as the image of p =
ψ−1(p′) ∈ E3 with respect to the uncalibrated camera, i.e. we have

λ(t)x′(t) = APX(t) = PX′(t) (6.30)

Hence we have established a duality which can be roughly stated as “an
uncalibrated camera in a calibrated Euclidean space is equivalent to a cali-
brated camera in an uncalibrated space”. It seems that all we have done so
far was converting the camera calibration problem to another one which is
no easier. Nevertheless, as we will soon see, understanding of this duality
in fact will give us some very useful insight when we study camera self-
calibration. Note now that given the above introduction we can revisit the
two different forms of the the fundamental matrix:

F = A−T T̂RA−1 = A−T T̂A−1ARA−1 = T̂ ′ARA−1 (6.31)

The first commonly encountered form F = A−T T̂RA−1 is the fundamental
matrix of an uncalibrated camera in a calibrated space and the second form
F = T̂ ′ARA−1 is in fact the essential matrix of a calibrated camera in a
uncalibrated space.

6.3.1 Kruppa’s equations

In this section we pursue the analogy of an uncalibrated camera in a cali-
brated space with a calibrated camera in an uncalibrated space further, in
order to derive intrinsic constraints on the calibration of the camera that
can be inferred from a collection of fundamental matrices. In order to do so,
we define two “copies” of the three-dimensional Euclidean space. The “cal-
ibrated” Euclidean space E3, with the usual inner product 〈u, v〉 .

= uT v,
and the “uncalibrated” Euclidean space E3 with the “uncalibrated” in-
ner product 〈u, v〉S that ultimately will be related to the calibration of
the camera. We remind the reader that the Euclidean space E3 is repre-
sented in coordinates by R3, endowed with the group of transformation
g = (T,R) ∈ SE(3), that acts on points of E3 via

g : R3 → R3 ; p 7→ Rp+ T. (6.32)

Such a group induces an action on vectors v, which in this context are
represented by the difference of two points v = p2 − p1, by

g∗ : TR3 ∼ R3 → TR3 ∼ R3 ; v 7→ Rv. (6.33)

We make a point in distinguishing the action of (column) vectors from the
action of covectors, or row vectors:

g∗ : TR3∗ ∼ R3 → TR3∗ ∼ R3 ; vT 7→ vTR (6.34)
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since this will be useful later. We equip E3 with the usual inner product

〈, 〉S : TR3 × TR3 7→ R ; (u, v) 7→ 〈u, v〉 .= uT v (6.35)

and we verify that such an inner product is invariant under the action of
the group, as 〈Ru,Rv〉 = uTRTRv = uT v = 〈u, v〉. The inner product
operates on covectors exactly in the same way: 〈uT , vT 〉 .

= uT v, so that
the group action on covectors is also invariant: 〈uTR, vTR〉 = uTRRT v =
uT v = 〈uT , vT 〉. If we are given three (column) vectors, u, v, w, it is easy
to verify that their volume, i.e. the determinant of the matrix having them
as columns, is also invariant under the group action:

det[Ru,Rv,Rw] = det(R) det[u, v, w] = det[u, v, w]. (6.36)

Now consider a transformation of the Euclidean space E3 via a (nonsin-
gular) linear map into another “copy” of the Euclidean space, which we
call E3 (it will soon be clear why we want to distinguish the two copies)

A : E3 → E3 ; p 7→ Ap = q. (6.37)

Such a map induces a group transformation on E3 by

h : R3 → R3 ; q 7→ ARA−1q +AT (6.38)

which we represent as h = (U,ARA−1) where

U = AT ∈ R3. (6.39)

Such a group acts on vectors via

h∗ : TR3 → TR3 ; u 7→ ARA−1u (6.40)

and on covectors via

h∗ : TR3 → TR3 ; uT 7→ uTARA−1. (6.41)

The bilinear, positive definite form that is invariant under the action of h,
and plays the role of the inner product, is given by

〈, 〉S : TR3 × TR3 → R ; (u, v) 7→ 〈u, v〉S .
= uTA−TA−1v (6.42)

so that we have 〈ARA−1u,ARA−1v〉S = uTA−TRTATA−TA−1ARA−1v
= uTA−TA−1v = 〈u, v〉S . The above bilinear form is determined uniquely
by its values on the elements of the basis, i.e. the elements of the matrix
S
.
= A−TA−1, so that we have

〈u, v〉S .
= uTSv (6.43)

The bilinear form above acts on covectors via

〈, 〉S : TR3∗ × TR3∗ → R ; (uT , vT ) 7→ 〈uT , vT 〉S .
= uTAAT v (6.44)

which is invariant with respect to the group action on covectors, since

〈uTARA−1, vTARA−1〉S = uTAAT v = 〈uT , vT 〉S (6.45)
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〈uT , vT 〉S .
= uTS−1v which is different from 〈u, v〉S ; this shows that we

cannot quite treat row and column vectors alike. The difference in the
value of the inner product on vectors and covectors of E3 was not visible
on 〈, 〉 since in that case S = I . If we assume that the transformation A has
determinant 1 (we can do this simply by scaling A, since we have assumed
it is nonsingular, so det(A) 6= 0) then, given three vectors u, v, w, their
volume is invariant under the group action, as

det[ARA−1u,ARA−1v,ARA−1w] = det(ARA−1) det[u, v, w] = det[u, v, w].
(6.46)

and on covectors via

h∗ : TR3 → TR3 ; uT 7→ uTARA−1. (6.47)

With this machinery in our toolbox, we turn to the problem of camera
self-calibration.

Uncalibrated camera, or uncalibrated space?

In our discussion of camera calibration, we have modeled a moving point,
viewed with an uncalibrated camera, as

{
p(t) = Rp0 + T

x(t) = λ−1Ap(t)
(6.48)

where p ∈ E3 and A is a non-singular, upper-triangular matrix that is
defined up to a scale. When A = I , we say that the camera is calibrated.
Let us now apply the transformation A to the space E3 so that if we let
q = Ap, we obtain

{
q(t) = ARA−1q0 + U

x(t) = λ−1q(t).
(6.49)

Therefore, an uncalibrated camera moving in the Euclidean space E3 with
a rigid motion g = (T,R) is equivalent to a calibrated camera moving in
the transformed space E3 with a motion h = (U,ARA−1). In a calibrated
system, represented by

{
p(t) = Rp0 + T

x(t) = λ−1p(t)
(6.50)

the Epipolar constraint expresses the fact that p, p0 and T are coplanar,
and therefore the volume they determine is zero: det[p(t), Rp0, T ] = 0. We
write this condition in terms of the inner product as

〈p(t), Qp0〉 = 0 (6.51)
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where we define the Essential matrix Q
.
= T̂R ∈ TSO(3). The same volume

constraint, in the uncalibrated space, is given by

〈q(t), F q0〉S = 0 (6.52)

where the matrix F , called the Fundamental matrix, is given by

F
.
= ÛARA−1 (6.53)

The importance of the above constraints is that, since they are homoge-
neous, we can substitute readily x = λ−1p for p in the calibrated space,
and x = λ−1q for q in the uncalibrated one. Since x can be measured from
images, the above equations give constraints either on the Essential matrix
Q, in the calibrated case, or on the Fundamental matrix F , in the uncali-
brated case. A more common expression of the fundamental matrix is given
by A−TQA−1, which can be derived using the fact that

ÂT = A−T T̂A−1 (6.54)

so that

F = ÂTARA−1 = A−T T̂RA−1 = A−TQA−1. (6.55)

Note that the vector U = AT , also called the epipole, is the (right) null-
space of the F matrix, which can be easily (i.e. linearly) computed from
image measurements. As in the previous section, let A be a generic, non-
singular matrix A ∈ SL(3) and write its Q-R decomposition as A = BR0.
We want to make sure that the fundamental matrix does not depend on R0:
F = (BR0)

−T T̂R(BR0)
−1 = B−TR0T̂R

T
0 R0RR

T
0 B

−1. Therefore, we have

that F = A−T T̂RA−1 = B−T ̂̃TR̃B−1, where T̃ = R0T and R̃ = R0RR
T
0 .

In other words, as we expected, we cannot distinguish a point moving
with (T,R) with calibration matrix A from one moving with (T̃ , R̃) with
calibration matrix B.

Enforcing the properties of the inner product: Kruppa equations

Since the Fundamental matrix can be recovered only up to a scale, let us
assume, for the moment, that ‖U‖ = ‖AT‖ = 1. The following derivation
is taken from [?]. Let R0 ∈ SO(3) be a rotation matrix such that

U = R0e3 (6.56)

where e3 = [0 0 1]T . Note that at least one such matrix always exists (in
geometric terms, one would say that this is a consequence of SO(3) acting
transitively on the sphere S2). Consider now the matrix D = R0FR

T
0 . A

convenient expression for it is given by

D
.
= R0FR

T
0 = ê3(R0A)TR(R0A)−T =



dT
1

dT
2

0


 . (6.57)
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This expression comes from

D = R0A
−T T̂RA−1RT

0

= R0A
−T ̂A−1R0e3RA

−1RT
0 = (R0A)−T ̂(R0A)−1e3R(R0A)−1.

Since e3 is in the (left) null space of D, we can arrange the rows so that
the last one is zero. The remaining two columns are given by

{
dT
1 = −eT

2R0AR(R0A)−1

dT
2 = eT

1 R0AR(R0A)−1.
(6.58)

Now, the crucial observation comes from the fact that the covectors dT
1

and dT
2 are obtained through a transformation of the covectors eT

1 and eT
2

through the action of the group h̃ = (Ũ , ÃRÃ−1), as indicated in equa-
tion (6.47), with Ã = R0A. Therefore, the inner product 〈uT , vT 〉S =
uT ÃÃT v = uTAAT v = uTS−1v must be preserved, as indicated in
Equation (6.45);





〈dT
1 , d

T
2 〉S = 〈eT

1 , e
T
2 〉S

〈dT
1 , d

T
1 〉S = 〈eT

2 , e
T
2 〉S

〈dT
2 , d

T
2 〉S = 〈eT

1 , e
T
1 〉S .

(6.59)

So far we have relied on the assumption that ‖AT‖ = 1. In general, that
is not the case, so the transformed vectors must be scaled by the norm of
AT . Taking this into account, we can write the conservation of the inner
product as





dT
1 S

−1d2 = λ−2eT
1 S

−1e2

dT
1 S

−1d1 = λ−2eT
2 S

−1e2

dT
2 S

−1d2 = λ−2eT
1 S

−1e1

(6.60)

where λ−1 .
= ‖AT‖. In order to eliminate the dependency on λ, we can

consider ratios of inner products. We obtain therefore 2 independent con-
straints on the 6 independent components of the inner product matrix S
which are called Kruppa equations.

〈dT
1 , d

T
2 〉S

〈eT
1 , e

T
2 〉S

=
〈dT

1 , d
T
1 〉S

〈eT
2 , e

T
2 〉S

=
〈dT

2 , d
T
2 〉S

〈eT
1 , e

T
1 〉S

. (6.61)

Given 3 or more fundamental matrices, taken from 3 or more sets of images
using the same camera, Kruppa equations can be - in principle - solved for
the calibration matrix S. We say “in principle” because in practice Kruppa
equations are non-linear and quite sensitive to noise, as we will discuss later.
The above derivation entails a choice of a matrix R0 that satisfied (6.56).
It is possible to avoid this arbitrary choice noticing that the fundamental
matrix itself is acted upon as a covector. Therefore, without a choice of R0,
one can write, as in [?], a matrix version of Kruppa equations as

FS−1F T = −λ−2ÛS−1Û . (6.62)
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where λ−1 = ‖U‖ and U = AT is in the null space of the fundamental
matrix F . Note that the above derivation did not involve any projective
geometry, nor complex loci such as the “Absolute conic”, as traditionally
done following [?].

Necessary and sufficient conditions for self-calibration

The above derivation is based on the assumption that the fundamental ma-
trix F is normalized, i.e. ‖T ′‖ = 1. However, since the epipolar constraint
is homogeneous in the fundamental matrix F , it can only be determined
up to an arbitrary scale. Suppose λ is the length of the vector T ′ ∈ R3 in
F = T̂ ′ARA−1. Consequently, the vectors ξ1 and ξ2 are also scaled by the
same λ. Then the ratio between the left and right hand-side quantities in
each equation of (??) is equal to λ2. This reduces to two constraints on
Ω−1, known as Kruppa’s equations after their discoverer in 1913

λ2 =
ξT
1 Ω−1ξ1

ηT
2 Ω−1η2

=
ξT
2 Ω−1ξ2

ηT
1 Ω−1η1

=
ξT
1 Ω−1ξ2

ηT
1 Ω−1η2

(6.63)

Equation (6.63) reveals the geometric meaning of the Kruppa ratio λ2: it is
the square of the length of the vector T ′ in the fundamental matrix F . This
discovery turns out to be quite useful when we later discuss the renormal-
ization of Kruppa’s equations. Ideally, each fundamental matrix provides
at most two algebraic constraints on Ω−1, assuming that the two equations
in (6.63) happen to be algebraically independent. Since the symmetric ma-
trix Ω has five degrees of freedom, in general at least three fundamental
matrices are needed to uniquely determine Ω. Nevertheless, as we will soon
see, this is not the case for many special camera motions.

Comment 6.1. One must be aware that solving Kruppa’s equations for
camera calibration is not equivalent to the camera self-calibration problem
in the sense that there may exist solutions of Kruppa’s equations which
are not solutions of a “valid” self-calibration. Given a non-critical set of
camera motions, the associated Kruppa equations do not necessarily give
enough constraints to solve for the calibration matrix A. See Section 6.4.3
for a more detailed account.

The above derivation of Kruppa’s equations is straightforward, but the
expression (6.63) depends on a particular choice of the rotation matrix
R0. However, there is an even simpler way to get an equivalent expression
for Kruppa’s equations in a matrix form. Given a normalized fundamental
matrix F = T̂ ′ARA−1, it is then straightforward to check that Ω−1 = AAT

must satisfy the following equation

FΩ−1F T = T̂ ′Ω−1T̂ ′T . (6.64)

We call this equation the normalized matrix Kruppa equation. It is readily
seen that this equation is equivalent to (??). If F is not normalized and is
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scaled by λ ∈ R, i.e. F = λT̂ ′ARA−1,5 we then have the matrix Kruppa
equation

FΩ−1F T = λ2T̂ ′Ω−1T̂ ′T (6.65)

This equation is equivalent to the scalar version given by (6.63) and is
independent of the choice of the rotation matrix R0. Algebraic proper-
ties of Kruppa’s equations have been extensively studied in the Computer
Vision literature (see e.g. [MF92, ZF96]). However, we here are more
concerned with conditions on dependency among the two Kruppa equa-
tions obtained from one fundamental matrix. Knowing such conditions,
we may tell in practice whether a given set of Kruppa’s equations suffice
to guarantee a unique solution for calibration. As we will show in this
chapter, for very rich class of camera motions which commonly occur in
many practical applications, Kruppa’s equations will become degenerate.
Moreover, since Kruppa’s equations (6.63) or (6.65) are nonlinear in Ω−1,
any self-calibration algorithms based on directly solving these equations
would either be computationally expensive or have multiple local minima
[Bou98, LF97]. So a more detailed study of Kruppa’s equations is neces-
sary: We need to know under what conditions they may have problems
with such as degeneracy, and under what conditions they can be simplified
and most importantly leads to linear solutions.

6.4 Self-calibration from special motions and
chirality

In this section we discuss some special cases that deserve attention because
they make self-calibration either simpler, or not possible at all. Note that
subjecting the camera to special motions in order to simplify the calibra-
tion procedure requires access to the camera during the capture. Therefore,
this technique can only be applied in a controlled scenario. At that point,
however, one might as well use a rig, which makes the calibration simpler.
For this reason, the reader can skip this section unless he/she is inter-
ested in gaining insight into Kruppa’s equations and the practice of camera
calibration.

6.4.1 Pure rotational motion

Given a fundamental matrix F = T̂ ′ARA−1 with T ′ of unit length, the
normalized matrix Kruppa equation (6.64) can be rewritten in the following

5Without loss of generality, from now on, we always assume ‖T ′‖ = 1.
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way

T̂ ′(Ω−1 −ARA−1Ω−1A−TRTAT )T̂ ′T = 0. (6.66)

According to this form, if we define C = ARA−1, a linear map, called the
Lyapunov map, σ : R3×3 → R3×3 as σ : X 7→ X−CXCT , and a linear map

τ : R3×3 → R3×3 as τ : Y 7→ T̂ ′Y T̂ ′T , then the solution Ω−1 of equation
(6.66) is exactly the (symmetric real) kernel of the composition map

τ ◦ σ : R3×3 σ−→ R3×3 τ−→ R3×3. (6.67)

This interpretation of Kruppa’s equations clearly decomposes the effects
of the rotational and translational components of motion: if there is no
translation, i.e. T = 0, then there is no map τ ; if the translation is non-
zero, the kernel is enlarged due to the composition with map τ . In general,
the kernel of σ is only two-dimensional. A more precise statement is given
by the lemma below:

Lemma 6.1 (A special Lyapunov map). Given a rotation matrix R
not of the form eûkπ for some k ∈ Z and some u ∈ R3 of unit length,
the symmetric real kernel associated with the map σ defined above is two-
dimensional. Otherwise, the symmetric real kernel is four-dimensional if k
is odd and six-dimensional if k is even.

the proof of this lemma follows directly from the properties of a Lyapunov
map [CD91]. According to this lemma, with two general rotations, the
matrix Ω hence the camera calibration A can be uniquely determined. Let
us see how this can be done from three images taken by a purely rotating
camera. For a purely rotating camera, the coordinate transformation is

X(t) = R(t)X(t0) (6.68)

Corresponding image pairs (x′
1,x

′
2) then satisfy:

λ2x
′
2 = ARA−1λ1x

′
1, (6.69)

for some scales λ1, λ2 ∈ R+. Then the image correspondences satisfy a
special version of epipolar constraint:

x̂′
2ARA

−1x′
1 = 0 (6.70)

From this linear equation, in general, 4 pair of image correspondences
uniquely determine the matrix C := ARA−1 ∈ R3×3.6 Recall that Ω−1 =
AAT . It is then direct to check that:

Ω−1 − CΩ−1CT = 0. (6.71)

6Note that from the equation we can only solve ARA−1 up to an arbitrary scale. But
we also know that det(ARA−1) must be 1.
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That is, Ω−1 has to be in the symmetric real kernel SRKer(L) of the
Lyapunov map:

L : C3×3 → C3×3

X 7→ X − CXCT . (6.72)

As for how many matrices of the form Ci := ARiA
−1 with Ri ∈ SO(3)

may determine the calibration matrix A, we have the following results as
a corollary to Lemma 6.1:

Theorem 6.1 (Two rotational motions determine calibration).
Given two matrices Ci = ARiA

−1 ∈ ASO(3)A−1, i = 1, 2 where Ri = eûiθi

with ‖ui‖ = 1 and θi’s not equal to kπ, k ∈ Z, then SRKer(L1)∩SRKer(L2)
is one-dimensional if and only if u1 and u2 are linearly independent.

Proof. The necessity is obvious: if two rotation matricesR1 and R2 have the
same axis, they have the same eigenvectors hence SRKer(L1) = SRKer(L2)
where Li : X 7→ X − CiXC

T
i , i = 1, 2. We now only need to prove the

sufficiency. We may assume u1 and u2 are the two rotation axes of R1

and R2 respectively and are linearly independent. Since rotation angles
of both R1 and R2 are not kπ, both SRKer(L1) and SRKer(L2) are two-
dimensional according to the Lemma 6.1. Since u1 and u2 are linearly
independent, the matrices Au1u

T
1A

T and Au2u
T
2 A

T are linearly indepen-
dent and are in SRKer(L1) and SRKer(L2) respectively. Thus SRKer(L1)
is not fully contained in SRKer(L2) because it already contains both
Au2u

T
2 A

T and Ω−1 = AAT and could not possibly contains another in-
dependent Au1u

T
1 A

T . Hence their intersection SRKer(L1) ∩ SRKer(L2)
has at most 1 dimension. X = Ω−1 is then the only solution in the
intersection.

According to this theorem, a simple way to calibrate an uncalibrated
camera is to rotate it about two different axes. The self-calibration problem
in this case becomes completely linear and a unique solution is also guar-
anteed with the conditions given above. However, in practice, one usually
does not know where the center of a camera is and “rotating” the camera
does not necessarily guarantee that the rotation is about the exact optical
center. So the above algorithm can only be approximately applied given
that practical conditions are close enough. This will certainly cause certain
errors in the calibration matrix A finally estimated. In a general case with
translational motion, however, the symmetric real kernel of the composition
map τ ◦ σ is usually three-dimensional hence the conditions for a unique
calibration is much more complicated. Furthermore, as we will see in the
next section, the dimension of the kernel is not always 3. In many cases
of practical importance, this kernel may become four-dimensional instead,
which in fact correspond to certain degeneracy of Kruppa’s equations. Solu-
tions for the unnormalized Kruppa’s equations are even more complicated
due to the unknown scale λ. Nevertheless, the following lemma shows that
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the conditions on uniqueness depend only on the camera motion which
somehow may simplify the situation a little bit:

Lemma 6.2. Given a fundamental matrix F = T̂ ′ARA−1 with T ′ = AT ,

a symmetric matrix X ∈ R3×3 is a solution of FXF T = λ2T̂ ′XT̂ ′T if and
only if Y = A−1XA−T is a solution of EY ET = λ2T̂ Y T̂ T with E = T̂R.

The proof of this lemma is simply algebraic. This simple lemma, how-
ever, states a very important fact: given a set of fundamental matrices

Fi = T̂ ′
iARiA

−1 with T ′
i = ATi, i = 1, . . . , n, there is a one-to-one

correspondence between the set of solutions of the equations

FiXF
T
i = λ2

i T̂
′
iXT̂

′
i

T
, i = 1, . . . , n

and the set of solutions of the equations

EiY E
T
i = λ2

i T̂iY T̂i
T
, i = 1, . . . , n

where Ei = T̂iRi are essential matrices associated to the given fundamental
matrices. Note that these essential matrices are determined only by the
camera motion. Therefore, the conditions of uniqueness of the solution of
Kruppa’s equations only depend on the camera motion. Our next task
is then to study how the solutions of Kruppa’s equations depend on the
camera motion and under what conditions the solutions can be simplified.

6.4.2 Translation perpendicular or parallel to rotation

From the derivation of Kruppa’s equations (6.63) or (6.65), we observe
that the reason why they are nonlinear is that we do not usually know
the scale λ. It is then helpful to know under what conditions the matrix
Kruppa equation will have the same solutions as the normalized one, i.e.
with λ set to 1. Here we will study two special cases for which we are
able to know directly what the missing λ is. The fundamental matrix can
then be renormalized and we can therefore solve the camera calibration
from the normalized matrix Kruppa equations, which are linear! These
two cases are when the rotation axis is parallel or perpendicular to the
translation. That is, if the motion is represented by (R, T ) ∈ SE(3) and
the unit vector u ∈ R3 is the axis of R ∈ SO(3),7 then the two cases are
when u is parallel or perpendicular to T . As we will soon see, these two
cases are of great theoretical importance: Not only does the calibration
algorithm become linear, but it also reveals certain subtleties of Kruppa’s
equations and explains when the nonlinear Kruppa equations are most
likely to become ill-conditioned.

7R can always be written of the form R = eûθ for some θ ∈ [0, π] and u ∈ S
2.
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Lemma 6.3. Consider a camera motion (R, T ) ∈ SE(3) where R = eûθ,
θ ∈ (0, π) and the axis u ∈ R3 is parallel or perpendicular to T . If γ ∈ R

and positive definite matrix Y are a solution to the matrix Kruppa equation:
T̂RY RT T̂ T = γ2T̂ Y T̂ T associated to the essential matrix T̂R, then we
must have γ2 = 1. Consequently, Y is a solution of the normalized matrix
Kruppa equation: T̂RY RT T̂ T = T̂ Y T̂ T .

Proof. Without loss of generality we assume ‖T‖ = 1. For the parallel case,
let x ∈ R3 be a vector of unit length in the plane spanned by the column
vectors of T̂ . All such x lie on a unit circle. There exists x0 ∈ R3 on the circle
such that xT

0 Y x0 is maximum. We then have xT
0 RY R

Tx0 = γ2xT
0 Y x0,

hence γ2 ≤ 1. Similarly, if we pick x0 such that xT
0 Y x0 is minimum, we

have γ2 ≥ 1. Therefore, γ2 = 1. For the perpendicular case, since the
columns of T̂ span the subspace which is perpendicular to the vector T ,
the eigenvector u of R is in this subspace. Thus we have: uTRY RTu =
γ2uTY u⇒ uTY u = γ2uTY u. Hence γ2 = 1 if Y is positive definite.

Combining Lemma 6.3 and Lemma 6.2, we immediately have:

Theorem 6.2 (Renormalization of Kruppa’s equations). Consider

an unnormalized fundamental matrix F = T̂ ′ARA−1 where R = eûθ, θ ∈
(0, π) and the axis u ∈ R3 is parallel or perpendicular to T = A−1T ′. Let
e = T ′/‖T ′‖ ∈ R3. Then if λ ∈ R and a positive definite matrix Ω are a
solution to the matrix Kruppa equation: FΩ−1F T = λ2êΩ−1êT , we must
have λ2 = ‖T ′‖2.

This theorem claims that, for the two types of special motions considered
here, there is no solution for λ in Kruppa’s equation (6.65) besides the true
scale of the fundamental matrix. Hence we can decompose the problem
into finding λ first and then solving for Ω or Ω−1. The following theorem
allows to directly compute the scale λ in the two special cases for a given
fundamental matrix:

Theorem 6.3 (Renormalization of the fundamental matrix). Given

an unnormalized fundamental matrix F = λT̂ ′ARA−1 with ‖T ′‖ = 1, if

T = A−1T ′ is parallel to the axis of R, then λ2 is ‖F T T̂ ′F‖, and if T is
perpendicular to the axis of R, then λ is one of the two non-zero eigenvalues
of F T T̂ ′.

Proof. Note that, since T̂ ′T T̂ ′ is a projection matrix to the plane spanned

by the column vectors of T̂ ′, we have the identity T̂ ′T T̂ ′T̂ ′ = T̂ ′. First
we prove the parallel case. It can be verified that, in general, F T T̂ ′F =

λ2ÂRTT . Since the axis of R is parallel to T , we have RTT = T hence
F T T̂ ′F = λ2T̂ ′. For the perpendicular case, let u ∈ R3 be the axis of R.
By assumption T = A−1T ′ is perpendicular to u. Then there exists v ∈ R3

such that u = T̂A−1v. Then it is direct to check that T̂ ′v is the eigenvector
of F T T̂ ′ corresponding to the eigenvalue λ.
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Then for these two types of special motions, the associated fundamen-
tal matrix can be immediately normalized by being divided by the scale
λ. Once the fundamental matrices are normalized, the problem of finding
the calibration matrix Ω−1 from the normalized matrix Kruppa equations
(6.64) becomes a simple linear one. A normalized matrix Kruppa equation
in general imposes three linearly independent constraints on the unknown
calibration matrix given by (??). However, this is no longer the case for
the special motions that we are considering here.

Theorem 6.4 (Degeneracy of the normalized Kruppa equations).
Consider a camera motion (R, T ) ∈ SE(3) where R = eûθ has the angle
θ ∈ (0, π). If the axis u ∈ R3 is parallel or perpendicular to T , then the

normalized matrix Kruppa equation: T̂RY RT T̂ T = T̂ Y T̂ T imposes only
two linearly independent constraints on the symmetric matrix Y .

Proof. For the parallel case, by restricting Y to the plane spanned by the
column vectors of T̂ , it yields a symmetric matrix Ỹ in R2×2. The rotation
matrix R ∈ SO(3) restricted to this plane is a rotation R̃ ∈ SO(2). The
normalized matrix Kruppa equation is then equivalent to Ỹ − R̃Ỹ R̃T = 0.
Since 0 < θ < π, this equation imposes exactly two constraints on the three-
dimensional space of 2×2 symmetric real matrices. The identity I2×2 is the
only solution. Hence the normalized Kruppa equation imposes exactly two
linearly independent constraints on Y . For the perpendicular case, since u
is in the plane spanned by the column vectors of T̂ , there exist v ∈ R3 such
that (u, v) form an orthonormal basis of the plane. Then the normalized
matrix Kruppa equation is equivalent to

T̂RY RT T̂ T = T̂ Y T̂ T ⇔ (u, v)TRY RT (u, v) = (u, v)TY (u, v).

Since RTu = u, the above matrix equation is equivalent to two equations

vTRY u = vTY u, vTRY RT v = vTY v. (6.73)

These are the only two constraints on Y imposed by the normalized Kruppa
equation.

According to this theorem, although we can renormalize the fundamen-
tal matrix when rotation axis and translation are parallel or perpendicular,
we only get two independent constraints from the resulting (normalized)
Kruppa equation corresponding to a single fundamental matrix, i.e. one of
the three linear equations in (??) depends on the other two. So degeneracy
does occur to normalized Kruppa equations. Hence for these motions, in
general, we still need three such fundamental matrices to uniquely deter-
mine the unknown calibration. What happens to the unnormalized Kruppa
equations? If we do not renormalize the fundamental matrix and directly
use the unnormalized Kruppa equations (6.63) to solve for calibration, the
two nonlinear equations in (6.63) may become algebraically dependent. The
following corollary shows that this is at least true for the case when the
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translation is perpendicular to the rotation axis (e.g. a planar or orbital
motion):

Corollary 6.1. Consider a camera motion (R, T ) ∈ SE(3) where R = eûθ

has the angle θ ∈ (0, π). If the axis u ∈ R3 is perpendicular to T , then the

unnormalized matrix Kruppa equation: T̂RY RT T̂ T = γ2T̂ Y T̂ T imposes
only one algebraically independent constraints on the symmetric matrix Y .

Proof. From the proof of Theorem 6.4, we know that any other linear con-
straint on Y imposed by the normalized Kruppa equations must be a “linear
combination” the two given in (6.73)

αvTRY u+ βvTRY RT v = αvTY u+ βvTY v, α, β ∈ R.

Hence after eliminating γ, the unnormalized matrix Kruppa equation gives

vTY u

vTRY u
=

vTY v

vTRY RT v
=

αvTY u+ βvTY v

αvTRY u+ βvTRY RT v
.

The first equation obviously implies the second regardless of values of α, β.

Therefore, when the translation is perpendicular to the rotation axis,
one can only get one (unnormalized Kruppa) constraint, as opposed to the
expected two, on the unknown calibration Ω−1 from each fundamental ma-
trix. However, the above arguments do not always apply to the parallel case.
But our study provides a more precise picture about how many indepen-
dent (linear or algebraic) constraints that one may get at most in different
situations. This is summarized in Table 6.1. Although, mathematically, mo-

Table 6.1. Maximum numbers of independent constraints given by Kruppa’s
equations and the angle φ ∈ [0, π) between the rotation and translation.

Cases Type of Constraints # of Constraints on Ω−1

Unnormalized ≤ 2
(φ 6= 0, π

2 )
Normalized ≤ 3

Unnormalized ≤ 2
(φ = 0)

Normalized ≤ 2

Unnormalized ≤ 1
(φ = π

2 )
Normalized ≤ 2

tion involving translation either parallel or perpendicular to the rotation is
only a zero-measure subset of SE(3), they are very commonly encountered
in applications: Many images sequences are usually taken by moving the
camera around an object in trajectory composed of planar motion or or-
bital motion, in which case the rotation axis and translation direction are
likely perpendicular to each other. Our analysis shows that, for these types
of motions, even if a unique calibration may exist from the given data,
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a self-calibration algorithm based on directly solving Kruppa’s equations
(6.63) is likely to be ill-conditioned [Bou98]. To intuitively demonstrate the
practical significance of our results, we give an example in Figure 6.2. Our
analysis reveals that in these cases, it is crucial to renormalize Kruppa’s
equation using Theorem 6.4: once the fundamental matrix or Kruppa’s
equations are renormalized, not only is one more constraint recovered, but
we also obtain linear constraints (normalized Kruppa’s equations).

3

21

Figure 6.2. Two consecutive orbital motions with independent rotations: The
camera optical axis always pointing to the center of the globe. Even if all pairwise
fundamental matrices among the three views are considered, one only gets at
most 1 + 1 + 2 = 4 effective constraints on the camera intrinsic matrix if one
uses the three unnormalized matrix Kruppa equations. At least one more view
is need if one wishes to uniquely determine the unknown calibration. However,
using renormalization instead, we may get back to 2+2+2 ≥ 5 constraints from
only the given three views.

Comment 6.2 (Solutions of the normalized Kruppa equations).
Claims of Theorem 6.4 run contrary to the claims of Propositions B.5 hence
B.9 in [ZF96]: In Proposition B.5 of [ZF96], it is claimed that the solution
space of the normalized Kruppa’s equations when the translation is paral-
lel or perpendicular to the rotation axis is two or three-dimensional. In
Theorem 6.4, we claim that the solution space is always four-dimensional.
Theorem 6.4 does not cover the case when the rotation angle θ is π. How-
ever, if one allows the rotation to be π, the solutions of normalized Kruppa’s
equations are even more complicated. For example, we know T̂ eûπ = −T̂ if
u is of unit length and parallel to T (see [MKS00]). Therefore, if R = eûπ,
the corresponding normalized Kruppa equation is completely degenerate and
imposes no constraints at all on the calibration matrix.



6.4. Self-calibration from special motions and chirality 135

Comment 6.3 (Number of solutions). Although Theorem 6.3 claims
that for the perpendicular case λ is one of the two non-zero eigenvalues of
F T T̂ ′, unfortunately, there is no way to tell which one is the correct one –
simulations show that it could be either the larger or smaller one. Therefore,
in a numerical algorithm, for given n ≥ 3 fundamental matrices, one needs
to consider all possible 2n combinations. According to Theorem 6.2, in the
noise-free case, only one of the solutions can be positive definite, which
corresponds to the true calibration.

6.4.3 Calibration with chirality

It can be shown that if the scene is rich enough, then two general motions
with rotation around different axes already determine a unique Euclidean
solution for camera motion, calibration and scene structure (which will
be explained later on). However, the two Kruppa equations obtained from
these two motions will only give us at most four constraints on Ω which
has five degrees of freedom. We hence need to know what information
is missing from Kruppa’s equations. Stated alternatively, can we get ex-
tra independent constraints on Ω from the fundamental matrix other
than Kruppa’s equations? The proof of Theorem 6.3 suggests another
equation can be derived from the fundamental matrix F = λT̂ ′ARA−1

with ‖T ′‖ = 1. Since F T T̂ ′F = λ2ÂRTT , we can obtain the vector
α = λ2ARTT = λ2ARTA−1T ′. Then it is obvious that the following
equation for Ω = A−TA−1 holds

αT Ωα = λ4T ′T ΩT ′. (6.74)

Notice that this is a constraint on Ω, not like Kruppa’s equations which
are constraints on Ω−1. Combining Kruppa’s equations given in (6.63) with
(6.74) we have

λ2 =
ξT
1 Ω−1ξ1
ηT
2 Ω−1η2

=
ξT
2 Ω−1ξ2
ηT
1 Ω−1η1

=
ξT
1 Ω−1ξ2
ηT
1 Ω−1η2

=

√
αT Ωα

T ′T ΩT ′ . (6.75)

Is the last equation algebraically independent of the two Kruppa equations?
Although it seems to be quite different from Kruppa’s equations, it is in
fact dependent on them. This can be shown either numerically or using
simple algebraic tools such as Maple. Thus, it appears that our effort to
look for extra independent constraints on A from the fundamental matrix
has failed.8 In the following, we will give an explanation to this by showing
that not all Ω which satisfy the Kruppa equations may give valid Euclidean
reconstructions of both the camera motion and scene structure. The extra

8Nevertheless, extra implicit constraints on A may still be obtained from other alge-
braic facts. For example, the so-called modulus constraints give three implicit constraints
on A by introducing three extra unknowns, for more details see [PG99].



136 Chapter 6. Camera calibration and self-calibration

constraints which are missing in Kruppa’s equations are in fact captured by
the so-called chirality constraint, which was previously studied in [Har98].
We now give a clear and concise description between the relationship of the
Kruppa equations and chirality.

Theorem 6.5 (Kruppa’s equations and chirality). Consider a camera
with calibration matrix I and motion (R, T ). If T 6= 0, among all the solu-

tions Y = A−1A−T of Kruppa’s equation EY ET = λ2T̂ Y T̂ T associated to
E = T̂R, only those which guarantee ARA−1 ∈ SO(3) may provide a valid
Euclidean reconstruction of both camera motion and scene structure in the
sense that any other solution pushes some plane N ⊂ R3 to the plane at
infinity, and feature points on different sides of the plane N have different
signs of recovered depth.

Proof. The images x2,x1 of any point p ∈ R3 satisfy the coordinate
transformation

λ2x2 = λ1Rx1 + T.

If there exists Y = A−1A−T such that EY ET = λ2T̂ Y T̂ T for some λ ∈ R,
then the matrix F = A−TEA−1 = T̂ ′ARA−1 is also an essential matrix
with T ′ = AT , that is, there exists R̃ ∈ SO(3) such that F = T̂ ′R̃ (see
[May93] for an account of properties of essential matrices). Under the new
calibration A, the coordinate transformation is in fact

λ2Ax2 = λ1ARA
−1(Ax1) + T ′.

Since F = T̂ ′R̃ = T̂ ′ARA−1, we have ARA−1 = R̃+T ′vT for some v ∈ R3.
Then the above equation becomes: λ2Ax2 = λ1R̃(Ax1)+λ1T

′vT (Ax1)+T
′.

Let β = λ1v
T (Ax1) ∈ R, we can further rewrite the equation as

λ2Ax2 = λ1R̃Ax1 + (β + 1)T ′. (6.76)

Nevertheless, with respect to the solution A, the reconstructed images
Ax1, Ax2 and (R̃, T ′) must also satisfy

γ2Ax2 = γ1R̃Ax1 + T ′ (6.77)

for some scale factors γ1, γ2 ∈ R. Now we prove by contradiction that v 6= 0
is impossible for a valid Euclidean reconstruction. Suppose that v 6= 0 and
we define the planeN = {p ∈ R3|vT p = −1}. Then for any p = λ1Ax1 ∈ N ,
we have β = −1. Hence, from (6.76), Ax1, Ax2 satisfy λ2Ax2 = λ1R̃Ax1.
Since Ax1, Ax2 also satisfy (6.77) and T ′ 6= 0, both γ1 and γ2 in (6.77)
must be ∞. That is, the plane N is “pushed” to the plane at infinity by
the solution A. For points not on the planeN , we have β+1 6= 0. Comparing
the two equations (6.76) and (6.77), we get γi = λi/(β + 1), i = 1, 2. Then
for a point in the far side of the plane N , i.e. β+1 < 0, the recovered depth
scale γ is negative; for a point! in the near side of N , i.e. β + 1 > 0, the
recovered depth scale γ is positive. Thus, we must have that v = 0.
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Comment 6.4 (Quasi-affine reconstruction). Theorem 6.5 essentially
implies the chirality constraints studied in [Har98]. According to the above
theorem, if only finitely many feature points are measured, a solution of
the calibration matrix A which may allow a valid Euclidean reconstruction
should induce a plane N not cutting through the convex hull spanned by all
the feature points and camera centers. Such a reconstruction is referred as
quasi-affine in [Har98].

It is known from Theorem 6.1 that, in general, two matrices of the form
ARA−1 determine a unique camera calibration A. Thus, following Theorem
6.5, in principle, a camera calibration can be uniquely determined by two
independent rotations regardless of translation if enough (usually infinitely
many) feature points are available. An intuitive example is provided in Fig-
ure 6.3. The significance of Theorem 6.5 is that it explains why we get only
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Figure 6.3. A camera undergoes two motions (R1, T1) and (R2, T2) observing a
rig consisting of three straight lines L1, L2, L3. Then the camera calibration is
uniquely determined as long as R1 and R2 have independent rotation axes and
rotation angles in (0, π), regardless of T1, T2. This is because, for any invalid
solution A, the associated plane N (see the proof of Theorem 6.5) must intersect
the three lines at some point, say p. Then the reconstructed depth of point p with
respect to the solution A would be infinite (points beyond the plane N would
have negative recovered depth). This gives us a criteria to exclude all such invalid
solutions.

two constraints from one fundamental matrix even in the two special cases
when Kruppa’s equations can be renormalized – extra ones are imposed by
the structure, not the motion. The theorem also resolves the discrepancy
between Kruppa’s equations and the necessary and sufficient condition for
a unique calibration: Kruppa’s equations, although convenient to use, do
not provide sufficient conditions for a valid calibration which allows a valid
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Euclidean reconstruction of both the camera motion and scene structure.
However, the fact given in Theorem 6.5 is somewhat difficult to harness in
algorithms. For example, in order to exclude invalid solutions, one needs
feature points on or beyond the plane N .9 Alternatively, if such feature
points are not available, one may first obtain a projective reconstruction
and then use the so-called absolute quadric constraints to calibrate the
camera [Tri97]. However, in such a method, the camera motion needs to
satisfy a more restrictive condition than requiring only two independent
rotations, i.e. it cannot be critical in the sense specified in [Stu97].

6.5 Calibration from continuous motion

10 So far, we have mainly considered camera self-calibration when the mo-
tion of the camera is discrete – positions of the camera are specified as
discrete points in SE(3). In this section, we study its continuous version.
Define the angular velocity ω̂ = Ṙ(t)RT (t) ∈ so(3) and linear velocity
v = −ω̂T (t) + Ṫ (t) ∈ R3 and. Let v′ = Av ∈ R3, ω′ = Aω ∈ R3.
Differentiating the equation (6.26) with respect to time t, we obtain:

Ẋ′ = Aω̂A−1X′ + v′ (6.78)

where X′ = AX.

Uncalibrated continuous epipolar geometry

By the general case we mean that both the angular and linear velocities ω
and v are non-zero. Note that X′ = λx yields Ẋ′ = λ̇x + λẋ. Then (6.78)
gives an uncalibrated version of the continuous epipolar constraint

ẋTA−T v̂A−1x + xTA−T ω̂v̂A−1x = 0 (6.79)

This will still be called the continuous epipolar constraint. As before, let
s ∈ R3×3 to be s = 1

2 (ω̂v̂+ v̂ω̂). Define the continuous fundamental matrix
F ∈ R6×3 to be:

F =

(
A−T v̂A−1

A−T sA−1

)
. (6.80)

F can therefore be estimated from as few as eight optical flows (x, ẋ)

from (6.79). Note that v̂′ = A−T v̂A−1 and ω̂′ = A−T ω̂A−1. Applying

9Some possible ways of harnessing the constraints provided by chirality have been
discussed in [Har98]. Basically they give inequality constraints on the possible solutions
of the calibration.

10This section may be skipped at a first reading
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this property of the hat operator (̂·) repeatedly, we obtain

A−T sA−1 =
1

2
A−T (ω̂v̂ + v̂ω̂)A−1

=
1

2
(A−T ω̂AT v̂′ + v̂′Aω̂A−1) =

1

2
(ω̂′Ω−1v̂′ + v̂′Ω−1ω̂′).

Then the continuous epipolar constraint (6.79) is equivalent to

ẋT v̂′x + xT 1

2
(ω̂′Ω−1v̂′ + v̂′Ω−1ω̂′)x = 0. (6.81)

Suppose Ω−1 = BBT for another B ∈ SL(3), then A = BR0 for some
R0 ∈ SO(3). We have

ẋT v̂′x + xT 1

2
(ω̂′Ω−1v̂′ + v̂′Ω−1ω̂′)x = 0

⇔ ẋT v̂′x + xT 1

2
(ω̂′BBT v̂′ + v̂′BBT ω̂′)x = 0

⇔ ẋTB−T R̂0vB
−1x + xTB−T R̂0ωR̂0vB

−1x = 0. (6.82)

Comparing to (6.79), one cannot tell the camera A with motion (ω, v) from
the camera B with motion (R0ω,R0v). Thus, like the discrete case, without
knowing the camera motion the calibration can only be recovered in the
space SL(3)/SO(3), i.e. only the symmetric matrix Ω−1 hence Ω can be
recovered.

However, unlike the discrete case, the matrix Ω cannot be fully recovered
in the continuous case. Since Ω−1 = AAT is a symmetric matrix, it can be
diagonalized as

Ω−1 = RT
1 ΣR1, R1 ∈ SO(3) (6.83)

where Σ = diag{σ1, σ2, σ3}. Then let ω′′ = R1ω
′ and v′′ = R1v

′. Applying
the property of the hat operator, we have

v̂′ = RT
1 v̂

′′R1

1

2
(ω̂′Ω−1v̂′ + v̂′Ω−1ω̂′) = RT

1

1

2
(ω̂′′Σv̂′′ + v̂′′Σω̂′′)R1. (6.84)

Thus the continuous epipolar constraint (6.79) is also equivalent to:

(R1ẋ)T v̂′′(R1x) + (R1x)T 1

2
(ω̂′′Σv̂′′ + v̂′′Σω̂′′)(R1x) = 0. (6.85)

From this equation, one can see that there is no way to tell a camera
A with AAT = RT

1 ΣR1 from a camera B = R1A. Therefore, only the
diagonal matrix Σ can be recovered as camera parameters if both the scene
structure and camera motion are unknown. Note that Σ is in SL(3) hence
σ1σ2σ3 = 1. The singular values only have two degrees of freedom. Hence
we have:

Theorem 6.6 (Singular values of calibration matrix from contin-
uous motion). Consider a camera with an unknown calibration matrix
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A ∈ SL(3) undergoing an unknown motion (ω, v). Then only the eigenval-
ues of AAT , i.e. singular values of A, can be recovered from the bilinear
continuous epipolar constraint.

If we define that two matrices in SL(3) are equivalent if and only if
they have the same singular values. The intrinsic parameter space is then
reduced to the space SL(3)/ ∼ where ∼ represents this equivalence relation.
The fact that only two camera parameters can be recovered was known to
Brooks et al. [BCB97]. They have also shown how to do self-calibration for
matrices A with only two unknown parameters using the above continuous
method.

Comment 6.5. It is a little surprising to see that the discrete and con-
tinuous cases have some significant difference for the first time, especially
knowing that in the calibrated case these two cases have almost exactly par-
allel sets of theory and algorithms. We believe that this has to do with the
map:

γA : R3×3 → R3×3

B 7→ ABAT

where A is an arbitrary matrix in R3×3. Let so(3) be the Lie algebra of
SO(3). The restricted map γA |so(3) is an endomorphism while γA |SO(3)

is not. Consider γA |so(3) to be the first order approximation of γA |SO(3).
Then the information about the calibration matrix A does not fully show
up until the second order term of the map γA. This also somehow explains
why in the discrete case the constraints that we can get for A (essentially
Kruppa’s equations) are in general nonlinear.

Comment 6.6. From the above discussion, if one only uses the (bilinear)
continuous epipolar constraint, at most two intrinsic parameters of the cal-
ibration matrix A can be recovered. However, it is still possible that the full
information about A can be recovered from multilinear constraints on the
higher order derivatives of optical flow. A complete list of such constraints
will be given later on when we study multiple view geometry. For now, a
curious reader may refer to [Åst96].

Pure rotational motion

Since full calibration is not possible in the general case when translation
is present, we need to know if it is possible in some special case. The only
case left is when there is only rotational motion, i.e. the linear velocity v
is always zero. In this case the continuous fundamental matrix is no longer
well defined. However from the equation (6.78) we have:

Ẋ′ = Aω̂A−1X′ ⇒ λ̇x + λẋ = Aω̂λA−1x ⇒ x̂ẋ = x̂Aω̂A−1x.(6.86)

This is a special version of the continuous epipolar constraint and it gives
two independent constraints on the matrix C := Aω̂A−1 for each (x, ẋ).
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Given n ≥ 4 optical flow measurements {(xi, ẋi)}n
i=1, one may uniquely

determine the matrix Aω̂A−1 by solving a linear equation:

Mc = b (6.87)

where M ∈ R2n×9 is a matrix function of {(xi, ẋi)}n
i=1, b ∈ R9 is a vector

function of x̂iẋi’s and c ∈ R9 is the 9 entries of C = Aω̂A−1. The unique
solution is given by the following lemma:

Lemma 6.4. If ω 6= 0, then Aω̂A−1 = CL − γI where CL ∈ R3×3 is the
matrix corresponding to the least-squares solution of the equation Mc = b
and γ is the unique real eigenvalue of CL.

The proof is straightforward. Then the self-calibration problem becomes
how to recover Ω = A−TA−1 or Ω−1 = AAT from matrices of the form
Aω̂A−1. Without loss of generality, we may assume ω is of unit length.11

Notice that this problem then becomes a continuous version of the discrete
pure rotational case. Since C = Aω̂A−1 ∈ R3×3, it is direct to check that

CΩ−1 + Ω−1CT = 0.

That is, Ω−1 = AAT has to be in the kernel of the Lyapunov map:

L : C3×3 → C3×3

X 7→ CX +XCT (6.88)

If ω 6= 0, the eigenvalues of ω̂ have the form 0, iα,−iα with α ∈ R. Let
the corresponding eigenvectors are ω, u, ū ∈ C3. According to Callier and
Desoer [CD91], the kernel of the map L has three dimensions and is given
by:

Ker(L) = span{X1 = Aωω∗AT , X2 = Auu∗AT , X3 = Aūū∗AT }. (6.89)

As in the discrete case, the symmetric real X is of the form X = βX1 +
γ(X2 + X3) for some β, γ ∈ R. That is the symmetric real kernel of L is
only two-dimensional. We denote this space as SRKer(L). We thus have:

Lemma 6.5. Given a matrix C = Aω̂A−1 with ‖ω‖ = 1, the sym-
metric real kernel associated with the Lyapunov map L : CX + XCT is
two-dimensional.

Similar to the discrete case we have:

Theorem 6.7 (Two continuous rotational motions determine cal-
ibration). Given matrices Ci := Aω̂iA

−1 ∈ R3×3, i = 1, . . . , n with
‖ωi‖ = 1. The symmetric matrix Ω = A−TA−1 ∈ SL(3) is uniquely deter-
mined if and only if at least two of the n vectors ωi, i = 1, . . . , n are linearly
independent.

11If not, the norm of the two non-zero eigenvalues of Aω̂A−1 is exactly the length of
ω.
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6.6 Three stage stratification

6.6.1 Projective reconstruction

The approach outlined in the previous section utilized the intrinsic con-
straints (expressed in terms of image measurements or quantities directly
computable from them, i.e. F and T ′) for the recovery of the metric of the
uncalibrated space Ω. The sufficient and necessary conditions for successful
self-calibration stated that at least three views are needed, such that they
are related by nonzero translations T1, T2 and rotations R1, R2 are around
two linearly independent axes.

In the following section we will look at some cases where sufficient
and necessary conditions are not satisfied and explore some additional
avenues. Let us first revisit the epipolar geometry of two views in the
uncalibated case. As we have already discussed at the beginning of this
chapter, the fundamental matrix cannot be uniquely factorized into a skew-
symmetric matrix and nonsingular matrix, due to the fact that there is a
family of transformations parameterized by v, which gives rise to the same
fundamental matrix:

x′
2
T
T̂ ′ARA−1x′

1 = x′
2
T
T̂ ′(ARA−1 + T ′vT )x′

1 = 0. (6.90)

since T̂ ′(T ′vT ) = 0.
Below we demonstrate that these possible decompositions of F yield pro-

jection matrices, which are related to each other by non-singular matrices
H ∈ GL(4). The following theorem is due to Hartley [HZ00]. Without loss
of generality we assume that the projection matrix associated with the first
camera is P1 = [I, 0].

Theorem 6.8 (Projective reconstruction). Let F be the fundamen-
tal matrix and (P1, P2) and (P̃1, P̃2) are two possible pairs of projection
matrices, yielding the same fundamental matrix F . Then there exists a
nonsingular transformation H ∈ GL(4) such that P1 = HP̃1 and P2 =
HP̃2.

Suppose that there are two possible decompositions of F such that F =
âA and F = b̂B, then b = λa and B = λ−1(A + avT ). Since âA = b̂B,
then â(λB − A) = 0, so λB − A = avT , hence B = λ−1(A + avT ). What
remains to be verified that given the projections matrices P = [A, a] and
P̃ = [λ−1(A+avT ), λa] they are indeed related by the matrix H , such that
PH = P̃ , with H :

H =

[
λ−1I 0
λ−1vT λ

]
. (6.91)
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Canonical decomposition of F

The previous argument demonstrated that there is an entire 4 parameter
family of transformations parameterized by (λ,v), consistent with F . In or-
der to be able to proceed with the reconstruction we need a systematic way
to choose a representative from this family. Such a canonical decomposition
of F consistent with a set of measurements has the following form:

P1 = [I, 0] and P2 = [T̂ ′F, T ′].

This assumes that the structure is expressed in the coordinate frame of
the first camera with the projection matrix P1 = [I, 0] ∈ R3×4 and projec-
tion matrix P2 capturing the displacement between two views then becomes
P2 = [T̂ ′F, T ′]. Note that T ′ is the epipole in the second view, F TT ′ = 0 and
can be directly computed from F T as its null space; hence, this decompo-
sition can be obtained directly from image correspondences (by computing
F ) and is consistent with the fundamental matrix F . The image measure-
ments and the canonical projection matrices are now linearly related to the
unknown structure X:

λ1x
′
1 = P1X = [I, 0]X

λ2x
′
2 = P2X = [T̂ ′F, T ′]X

(6.92)

The presence of the ambiguity H ∈ GL(4) in the choice of the projection
matrices reflects the fact that structure can be recovered given the choice
of P1 and P2. Since the projection matrices P1, P2 are related to the actual
displacement by an unknown transformation H ∈ GL(4), then the ambi-
guity associated with the Euclidean structure X is characterized by the
inverse of transformation H−1:

λ1x
′
1 = P1HH

−1X = P̃1Xp

λ2x
′
2 = P2HH

−1X = P̃2Xp
(6.93)

The recovered structure Xp = H−1X is so called projective structure. The
relationship in equation (6.92) enables us to proceed with the recovery
of Xp. Eliminating unknown scales λ1 and λ2 by multiplying both sides
of equation by x̂′

1 and x̂′
2 in equation 6.92 we obtain three equations per

point, only two of which are linearly independent. Hence two corresponding
points x′

1 and x′
2 yield four independent constraints on Xp

xi
1(p

1T
3 Xp) = p1T

1 Xp (6.94)

yi
1(p

1T
3 Xp) = p1T

2 Xp

xi
2(p

2T
3 Xp) = p2T

1 Xp

yi
2(p

2T
3 Xp) = p2T

2 Xp

where P1 = [p1
1,p

1
2,p

1
3]

T and P2 = [p2
1,p

2
2,p

2
3]

T are the projection matrices
described in terms of their rows. Structure can be then recovered as a linear
least squares solution to the system of homogeneous equations

AXp = 0
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Figure 6.4. The true Euclidean Structure X of the scene and the projective
structure Xp obtained by the algorithm described above.

Similarly to the calibrated case, this linear reconstruction is suboptimal in
the presence of noise.

In order to upgrade the projective structure Xp to Euclidean structure X,
we have to recover the unknown transformation H ∈ R4×4, such that:

X = HXp (6.95)

This can be done in several steps as the remainder of this chapter outlines.
The projective transformation in equation (6.91) characterizes the ambigu-
ity relating the choice of projection matrices P and P̃ . Even when we can
exactly decompose F into parts related to rotation ARA−1 and translation
AT and use it for reconstruction, the structure obtained in such way, is re-
lated to the original Euclidean structure by an unknown matrix A. Hence
the projective transformation H upgrading projective structure Xp to Eu-
clidean structure X has to resolve all these unknowns. For this process it
is instrumental to consider following decomposition of the transformation
H :

H = HeHaHp =

[
sR T
0 1

] [
A−1 0
0 1

] [
I 0
vT 1

]
(6.96)

The first part He depends simply on the choice of coordinate system and
scale a factor, the second part Ha corresponds to so called affine upgrade,
and is directly related to the knowledge of intrinsic parameters of the cam-
era and the third transformation is so called projective upgrade Hp, which
transforms points lying on a particular plane [vT 1]Xp = 0 to the points
at infinity. This basic observation sets the stage for the so called stratified
approach to Euclidean reconstruction and self-calibration. In such setting
the projective structure Xp is computed first, followed by computation of
Hp and Ha and gradual upgrade of Xp to to Xa and xX in the following
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way:

X = HaXa and Xa = HpXp

Figure 6.5. Pictorial demonstration of the stratified approach: Euclidean
Structure X, Affine Structure Xa and Projective structure Xp as described above.

There is a large variety of ways how to compute the individual upgrade
transformations Hp and Ha using both intrinsic constraints or prior knowl-
edge of scene structure and/or partial knowledge of calibration parameters.
Some commonly used practical choices will be review in the next section.

6.6.2 Affine reconstruction

Imposing constraints

As we outlined in the previous section in case of general motion and absence
of any other knowledge about structure and calibration matrix A, all we
can compute the fundamental matrix F and projective transformation Xp.
In order to upgrade the projective structure to affine structure we first need
to find the transformation Hp, such that Xa = HpXp

Hp =

[
I 0
vT 1

]
(6.97)

Note that the Hp has a special property that all points which satisfy the
constraint [v, 1]T Xp = 0, will be mapped to the points [X,Y, Z, 0]T , with
the last coordinate equal to 0. These points have a special geometric mean-
ing: namely they corresponds to the intersections of parallel lines in 3D
space; the so called points at infinity. While the points at infinity, do not
correspond to any physical points in Euclidean space E3, due to the effects
of perspective projection, the images of intersections of parallel lines cor-
respond to perfectly valid points in the image plane, namely the vanishing
points. Given the projective coordinates of at least three vanishing points
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Figure 6.6. An example of vanishing lines and associated vanishing directions.

X1
p,X

2
p,X

3
p obtained in the projective reconstruction step, we can compute

the unknown vector v, which corresponds to the plane in projective space,
where all vanishing points lie.

[v, 1]T Xi
p = 0

Once v has been determined the projective upgrade Hp is defined and the
projective structure Xp can be upgraded to Xa.

Xa =

[
I 0
vT 1

]
Xp (6.98)

Hence the projective upgrade can be computed when images of at least
three vanishing points are available.

The situation is not completely lost, in case the above structure constraints
are not available. Pollefeys in [?] proposed a technique, where additional so
called modulus constraints on v are imposed, which capture the fact that
v, needs to be chosen in a way that A + T ′vT is a rotation matrix. This
approach requires a solution to a set of fourth order polynomial equations
and multiple views (four) are necessary, for the solution to be well condi-
tioned. In Hartley [?] previously introduced chirality constraints are used
to determine possible range of values for v, where the optimum is achieved
using linear programming approach.

Direct affine reconstruction

There are several ways how to achieve affine reconstruction Xa, which will
bring is in the context of stratified approach one step closer to the Euclidean
reconstruction. One commonly used assumption in order to obtain affine
reconstruction is to assume scaled orthographic camera projection model [?,
TK92].

When general perspective projection model is used and the motion is
pure translation the affine structure can be recovered directly.
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Pure translation

From two views related by pure translation only, we have:

λ2Ax2 = λ1Ax1 +AT (6.99)

λ2x
′
2 = λ1x

′
1 + T ′

T ′ = AT can be computed directly from the epipolar constraint:

x′T
2 T̂

′x′
1 = 0

Once T ′ has been computed, note that the unknown scales are now lin-
ear functions of known quantities and can be computed directly from the
equation (6.100) as

λ1 =
(x̂′

2x
′
1)

T x̂′
2T

‖x̂′
2x

′
1‖2

One can easily verified that the structure Xa obtained in this manner is
indeed related to the Euclidean structure X by some unknown general affine
transformation:

Ha =

[
sR T
0 1

] [
A−1 0
0 1

]
=

[
Ã T
0 1

]
(6.100)

6.6.3 Euclidean reconstruction

The upgrade from the affine Xa to Euclidean structure X requires knowl-
edge of the metric S of the uncalibrated space. The presence of affine
structure however brings us to the familiar territory. Suppose that we have
two views of an affine structure available, which has been obtained by one
of the methods in the previous section:

λ1x
′
1 = M1Xa + m1

λ2x
′
2 = M2Xa + m2

(6.101)

where the projection matrices P1 = [M1,m1] and P2 = [M2,m2] can be
computed using the same techniques as in the case of calibration with
known object. Combining the above two equations, it can be shown that

λ2x
′
2 = Mλ1x

′
1 + m (6.102)

where M = M2M
−1
1 . Comparing the above equations with the familiar

rigid body equations in the uncalibrated world:

λ2x
′
2 = λ1ARA

−1x′
1 + T ′ (6.103)

we can conclude that M = ARA−1. This is exactly the case which we
studied thoroughly in the pure rotation case for self-calibration, where we
fully characterized the space of possible solutions for S given, two views
related by M = ARA−1. Both the results as well as the algorithms for this
approach, reduce to a pure rotation case.
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More details

0. More views are needed 1. Compute S 2. Cholesky 3. Get A.

Structure constraints

Natural additional constraints we can employ in order to solve for the un-
known metric S are constraints on the structure; in particular distances
between points and angles between lines. Angles are distances are directly
related to notion of the inner product in the uncalibrated space and hence
when known, can be used to solve for S. Commonly encountered constraint
in man-made environments are orthogonality constraints between sets of
lines in 3D. These are reflected in the image plane in terms of angles be-
tween vanishing directions, for example v1,v2 in the image plane, which
correspond to a set of orthogonal lines in 3D have to satisfy the following
constraint:

vT
1 S

−1v2 = 0 (6.104)

since the inner product for orthogonal lines is 0. Note since S−1 is a sym-
metric matrix with six degrees of freedom, we need at least five pairs of
perpendicular lines to solve for S−1.

More details

Point of difference between S, S−1 etc, how to get A.

Constraints on A

Computation of S−1 and consequently A can be simplified when some of
the intrinsic parameters are known. The most commonly used assumptions
are zero skew and known aspect ratios. In such case one can demonstrate
that S−1 can be parameterized by fewer then six parameters and hence
smaller number of constraints is necessary.

6.7 Summary

6.8 Exercises

1. Lyapunov maps
Let {λ}n

i=1 be the (distinct) eigenvalues of A ∈ Cn×n. Find all the n2

eigenvalues and eigenvectors of the linear maps:

(a) L1 : X ∈ Cn×n 7→ ATP − PA ∈ Cn×n.
(b) L2 : P ∈ Cn×n 7→ ATPA− P ∈ Cn×n.

(Hint: construct the eigenvectors of L1 and L2 from left eigenvectors
ui, i = 1, . . . , n and right eigenvectors vj , j = 1, . . . , n of A.)
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2. A few identities associated to a fundamental matrix
Given a fundamental matrix F = T̂ ′ARA−1 with A ∈ SL(3), T ′ =
AT ∈ R3, R ∈ SO(3), besides the well-known Kruppa equation, we
have the following

(a) F T T̂ ′F = ÂRTT .

(b) ARA−1 − T̂ ′TF = T ′vT for some v ∈ R3.

Note that the first identity showed in the proof of Theorem 3.3 (in
handout 7); the second identity in fact can be used to derive the so-
called modulus constraints on calibration matrix A (See Hartley and
Zissermann, page 458). (Hint: (a) is easy; for (b), the key step is to
show that the matrix on the left hand side is of rank 1, for which you

may need to use the fact that T̂ ′T T̂ ′ is a projection matrix.)

3. Invariant conic under a rotation
For the equation

S −RSRT = 0, R ∈ SO(3), ST = S ∈ R3×3,

prove Lemma 7.3.1 for the case that rotation angle of R is between
0 and π. What are the two typical solutions for S? (Hint: You may
need eigenvectors of the rotation matrix R. Properties of Lyapunov
map from the previous homework should give you enough ideas how
to find all possible S from eigenvectors (constructed from those of
R) of the Lyapunov map L : S 7→ S − RSRT .) Since a symmetric
real matrix S is usually used to represent a conic xTSx = 1, S which
satisfies the above equation obviously gives a conic that is invariant
under the rotation R.
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Chapter 7
Introduction to multiple view
reconstruction

In previous chapters we have studied the geometry of points in space as seen
from two views. There, the epipolar constraint plays a crucial role in that
it captures the relationship between corresponding points and camera con-
figuration without reference to the position of such points in space. Such
relationship is typically referred to as intrinsic. The epipolar constraint
gives a complete answer to the question of what the intrinsic relationship
between corresponding points in two views are. It is then natural to ask
this question in the context of an arbitrary number of views: what is the
relationship between corresponding points in m views? Not only is this ques-
tion crucial to the understanding of the geometry of points in space as seen
from a number of views, but – like in the two-view case – the constraints
will be used to derive algorithms for reconstructing camera configuration
and, ultimately, the 3-D position of points.

The search for the m-view analogue of the epipolar constraint has been
an active research area for almost two decades. It was realized early on
[?, SA90] that the relationship between multiple views of the same point or
line can be characterized by multi-linear constraints. Like the epipolar con-
straint is bilinear, i.e. it is linear in the coordinates of the point in one view
having fixed the coordinates in the other, one can show that there exist m-
linear constraints between corresponding points inm images. Consequently,
the study of multiple view geometry has involved multi-dimensional linear
operators, or tensors, with as many indices as views. There is now a sub-
stantial literature on the properties of so-called tri-focal and quadri-focal
tensors that involves the use of sophisticated algebraic geometric tools, such
as the Grassmann-Caley algebra [?]. In the interest of simplicity and com-
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pleteness, this book takes an approach that is substantially different from
the current literature, in that it only involves linear algebra and matrix
manipulations. We will show that all the constraints between correspond-
ing points in m images can be written as constraints on the rank of certain
matrices. In order to put this approach into a historic context, in the exer-
cises at the end of this chapter we will explore the relation between these
rank conditions and multi-linear tensors.

Roughly speaking, the extant multi-linear analysis is adequate if point
or line features are to be considered individually. In the next four chapters,
we will however see clearly that if also incidence relations among multiple
point and line features are considered, the multi-linear analysis is no longer
sufficient. Nonetheless, the rank condition to be introduced will provide
us a simple and unifying tool that gives a complete characterization of
all intrinsic constraints among multiple images. More specifically, we will
formally establish the following facts:

1. For perspective projection from R3 to R2, intrinsic algebraic and
geometric relationships among multiple images of (multiple) points
and lines (with incidence relations among themselves) can always
be reduced to two categories: multi-linear relations among pair-
wise or triple-wise images; nonlinear relations among triple-wise or
quadruple-wise images.

2. For perspective projection from Rn to Rk (k < n), intrinsic algebraic
and geometric relationships among multiple images of hyperplanes
(with incidence relations among themselves) can be uniformly de-
scribed by certain rank conditions, from which all kinds of algebraic
constraints can be easily instantiated.

In addition to the theoretical development, we will demonstrate how to pro-
vide global geometric analysis for multiple images of points, lines, planes,
and incidence relations among them based on the rank condition. Concep-
tual algorithms will be given for tasks such as feature matching, image
transfer, and structure from motion. These algorithms demonstrate the
possibility of accomplishing these tasks by simultaneously using all images
of all features and all incidence relations. We leave more practical algorith-
mic issues such as optimality and real-time constraint to chapters in Part
IV.

7.1 Basic notions: pre-image and co-image of point
and line

To set the stage, we recall the notation from Chapter 3: consider a generic
point p ∈ E3 in the space. The homogeneous coordinates of p relative to
a fixed world coordinate frame are denoted as X

.
= [X,Y, Z, 1]T ∈ R4.
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Then the (perspective) image x(t)
.
= [x(t), y(t), z(t)]T ∈ R3 of p, taken by

a moving camera at time t satisfies the relationship

λ(t)x(t) = A(t)Pg(t)X, (7.1)

where λ(t) ∈ R+ is the (unknown) depth of the point p relative to the
camera frame, A(t) ∈ SL(3) is the camera calibration matrix (at time t),
P = [I, 0] ∈ R3×4 is the standard (perspective) projection matrix and
g(t) ∈ SE(3) is the coordinate transformation from the world frame to the
camera frame at time t. In equation (7.1), x,X and g are all in homogeneous
representation. Suppose the transformation g is specified by its rotation
R ∈ SO(3) and translation T ∈ R3, then the homogeneous representation
of g is simply

g =

[
R T
0 1

]
∈ R4×4. (7.2)

Notice that equation (7.1) is also equivalent to:

λ(t)x(t) = [A(t)R(t) A(t)T (t)]X. (7.3)
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Figure 7.1. Images of a point p on a line L. Planes extended from the images
l̂1, l̂2 should intersect at the line L in 3-D. Lines extended from the image points
x1,x2 intersect at the point p. l1, l2 are the two co-images of the line.

Now suppose a point p lying on a straight line L ⊂ E3, as shown in
Figure 10.1. The line L can be defined by a collection of points in E3 that
can be described (in homogeneous coordinates) as:

L
.
= {X | X = Xo + µV, µ ∈ R} ⊂ R4, (7.4)
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where Xo = [Xo, Yo, Zo, 1]
T ∈ R4 are coordinates of a base point po on

this line and V = [V1, V2, V3, 0]
T ∈ R4 is a non-zero vector indicating the

direction of the line. Then the image of the line L at time t is simply the
collection of images x(t) of all points p ∈ L. It is clear that all such x(t)’s
span a plane in R3, as shown in Figure 10.1. For future development, we
need a formal definition of the notion “pre-image”:

Definition 7.1 (Pre-image). The pre-image of a point or a line in 3-D
is defined to be the subspace (in the camera coordinate frame) spanned by
the homogeneous coordinates of the image point or points of the line in the
image plane.

So in the case of a point, its pre-image is a one-dimensional subspace,
i.e. a line defined by the vector x. Any non-zero vector on this line is a
valid representative for this line. It uniquely determines the image of the
point in the image plane: the intersection of the line with the image plane,
as shown in Figure 10.1. In the case of a line, the pre-image is a plane as
shown in Figure 10.1. Any two linearly independent vectors in this plane
can be used to represent this plane. The plane uniquely determines the
image of the line in the image plane: the intersection of the plane with the
image plane. Notice that, any two points on the pre-image of a point give
the same image in the image plane, so do any two lines on the pre-image
of a line. So the pre-image is really the largest set of 3-D points or lines
which have the same image in the image plane.

Since a pre-image is a subspace, we can also specify it by its maximum
orthogonal supplementary subspace. For instance, it is usually more con-
venient to specify a plane by its normal vector. This leads to the notion of
“co-image”:

Definition 7.2 (Co-image). The co-image of a point or a line in 3-D is
defined to be the maximum orthogonal supplementary subspace othogonal
to its pre-image (in the camera coordinate frame).

Since the pre-image of a line L is a plane, we can denote its co-image (at
time t) by the plane’s normal vector l(t) = [a(t), b(t), c(t)]T ∈ R3. If x is
the image of a point p on this line, then l satisfies the following equation:

l(t)T x(t) = l(t)TA(t)Pg(t)X = 0. (7.5)

Recall that we use û ∈ R3×3 to denote the skew-symmetric matrix asso-
ciated to a vector u ∈ R3 whose column (or row) vectors span the plane
orthogonal to the vector u. Then the column (or row) vectors of the matrix

l̂ span the pre-image of the line L, i.e. they span the plane which is orthog-
onal to l.1 This is illustrated in Figure 10.1. Similarly, if x is the image of

1In fact, there is some redundancy using l̂ to describe the plane: the three column (or
row) vectors in l̂ are not linearly independent. They only span a two-dimensional space.
However, we here use it anyway to simplify the notation.
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a point p, its co-image (the plane orthogonal to x) is given by the column
(or row) vectors of the matrix x̂. So from now on, we will use the following
notations to represent the (pre-)image or co-image of a point or a line:

image of a point: x ∈ R3, co-image of a point: x̂ ∈ R3×3,

image of a line: l̂ ∈ R3×3, co-image of a line: l ∈ R3.
(7.6)

Notice that we always have x̂ · x = 0 and l̂ · l = 0. Since (pre-)image
and co-image are equivalent representation of the same geometric entity,
sometimes for simplicity (and by abuse of language) we may simply refer
to either one as “image” if its meaning is clear from the context.

In a realistic situation, we usually obtain “sampled” images of x(t) or
l(t) at some time instances: t1, t2, . . . , tm. For simplicity we denote:

λi = λ(ti), xi = x(ti), li = l(ti), Πi = A(ti)Pg(ti). (7.7)

We will call the matrix Πi the projection matrix relative to the ith camera
frame. The matrix Πi is then a 3× 4 matrix which relates the ith image of
the point p to its world coordinates X by:

λixi = ΠiX (7.8)

and the ith co-image of the line L to its world coordinates (Xo,V) by:

lTi ΠiXo = lTi ΠiV = 0, (7.9)

for i = 1, . . . ,m. If the point is actually lying on the line, we further have
a relationship between the image of the point and the co-image of the line:

lTi xi = 0, (7.10)

for i = 1, . . . ,m. For convenience, we will use Ri ∈ R3×3 to denote the
first three columns of the projection matrix Πi, and Ti ∈ R3 for the last
column. Note that (Ri, Ti) are not necessarily the actual camera rotation
and translation unless the camera is fully calibrated, i.e. A(ti) ≡ I . In any
case, the matrix Ri is always of full rank 3.

7.2 Preliminaries

We first observe that in above equations the unknowns, λi’s, X, Xo and V,
which encode the information about location of the point p or the line L are
not intrinsically available from the images. By eliminating these unknowns
from the equations we obtain the remaining intrinsic relationships between
x, l and Π only, i.e. between the image measurements and the camera con-
figuration. Of course there are many different, but algebraically equivalent
ways for elimination of these unknowns. This has in fact resulted in differ-
ent kinds (or forms) of multilinear (or multifocal) constraints that exist in
the computer vision literature. Our goal here should be a more systematic
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way of eliminating all the above unknowns that results in a complete set of
conditions and a clear geometric characterization of all constraints.

To this end, we can re-write the above equations in matrix form as



x1 0 · · · 0
0 x2 · · · 0
...

...
. . .

...
0 0 · · · xm







λ1

λ2

...
λm


 =




Π1

Π2

...
Πm


X (7.11)

which, after defining

I .
=




x1 0 · · · 0
0 x2 · · · 0
...

...
. . .

...
0 0 · · · xm


 ,

~λ
.
=




λ1

λ2

...
λm


 , Π

.
=




Π1

Π2

...
Πm


 , (7.12)

becomes

I~λ = ΠX. (7.13)

which is just a matrix version of (7.8). For obvious reasons, we call ~λ ∈ R3m

the depth scale vector, and Π ∈ R3m×4 the projection matrix associated
to the image matrix I ∈ R3m×m. The reader will notice that, with the
exception of xi’s, everything else in this equation is unknown! Solving for
the depth scales and the projection matrices directly from such equations is
by no means straightforward. Like we did in the two-view case, therefore,
we will decouple the recovery of the camera configuration matrices Πi’s
from recovery of scene structure, λi’s and X.

In order for equation (7.13) to be satisfied, it is necessary for the columns
of I and Π to be linearly dependent. In other words, the matrix

Np
.
= [Π, I] =




Π1 x1 0 · · · 0

Π2 0 x2
. . .

...
...

...
. . .

. . . 0
Πm 0 · · · 0 xm



∈ R3m×(m+4) (7.14)

must have a non-trivial null-space. Hence

rank(Np) ≤ m+ 3. (7.15)

In fact, from equation (7.13) it is immediate to see that the vector u
.
=

[XT ,−~λT ]T ∈ Rm+4 is in the null space of the matrix Np, i.e. Npu = 0.
Similarly, for line features the following matrix:

Nl
.
=




lT1 Π1

lT2 Π2

...
lTmΠm


 ∈ Rm×4 (7.16)
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must satisfy the rank condition

rank(Nl) ≤ 2 (7.17)

since it is clear that the vectors Xo and V are both in the null space of
the matrix Nl due to (7.9). In fact, any X ∈ R4 in the null space of Nl

represents the homogeneous coordinates of some point lying on the line L,
and vice versa.

The above rank conditions on Np and Nl are merely the starting point.
There is some difficulty in using them directly since: 1. the lower bounds
on their rank are not yet clear; 2. their dimensions are high and hence the
above rank conditions contain a lot of redundancy. This apparently obvious
observation is the basis for the characterization of all constraints among
corresponding point and line in multiple views. To put our future develop-
ment in historic context, in the rest of this chapter we will concentrated on
only the pairwise and triple-wise images.

7.3 Pairwise view geometry revisited

Note that the condition that the m + 4 columns of I and Π be linearly
dependent does not involve the 3-D position of the points, just its images
and camera configurations. Therefore, for the particular case of m = 2
views, one would like to make sure that this condition implies the epipolar
constraint. Since 3m = m+ 4 = 6, the rank condition (7.15) is equivalent
to

det(Np) = det

[
Π1 x1 0
Π2 0 x2

]
= 0. (7.18)

Since the determinant is linear in the elements of the matrix, the equation
above is clearly bilinear in x1,x2. It is an easy exercise to show that any
bilinear function x1,x2 can be written as

xT
2 Fx1 (7.19)

for some matrix F ∈ R3×3. In our case, the entries of F are the 4×4 minors
of the matrix

Π =

[
Π1

Π2

]
∈ R6×4.

For instance, for the case of two calibrated cameras, the matrix F is exactly
the essential matrix.2 To see this, without loss of generality, let us assume

2In the tensorial jargon, the epipolar constraint is sometimes referred to as the bilinear

constraint, and the essential or fundamental matrix F as the bifocal tensor. Mathemat-
ically, F can be interpreted as a covariant 2-tensor whose contraction with x1 and x2 is
zero.
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that the first camera frame coincides with the world frame and the camera
motion between the two views is (R, T ). Then we have

Π1 = [I, 0], Π2 = [R, T ] ∈ R3×4. (7.20)

The determinant of the matrix Np = [Π I] yields

det

[
I 0 x1 0
R T 0 x2

]
= det

[
I 0 0 0
0 T Rx1 x2

]

= det [T,Rx1,x2] = det [x2, T, Rx1] .

For the last step, we use the fact from linear algebra that det[v1, v2, v3] =
vT
1 (v2 × v3). This yields

det [x2, T, Rx1] = xT
2 T̂Rx1.

Therefore, we obtain

det(Np) = 0 ⇔ xT
2 T̂Rx1 = 0 (7.21)

which says that, for the two-view case, the rank condition (7.15) is equiv-
alent to the epipolar constraint. The advantage of the rank condition is
that it generalizes to multiple views in a straightforward manner, unlike
the epipolar constraint. A similar derivation can be followed for the un-
calibrated case by just allowing R ∈ R3 to be general and not a rotation
matrix. The resulting matrix F simply becomes the fundamental matrix.

However, for two (co-)images l1, l2 of a line L, the above condition (7.17)
for the matrix Nl becomes

rank(Nl) = rank

[
lT1 Π1

lT2 Π2

]
≤ 2. (7.22)

But here Nl is a 2 × 4 matrix which automatically has a rank less and
equal to 2. Hence there is essential no intrinsic constraints on two images
of a line. This is not so surprising since for arbitrarily given two vectors
l1, l2 ∈ R3, they represent two planes relative to the two camera frames
respectively. These two planes will always intersect at some line in 3-D,
and l1, l2 can be interpreted as two images of this line. A natural question
hence arises: are there any non-trivial constraints for images of a line in
more than 2 views? The answer will be yes which to some extent legitimizes
the study of triple-wise images. Another advantage from having more than
2 views is to avoid some obvious degeneracy inherent in the pairwise view
geometry. As demonstrated later in Figure 8.2, there are cases when all
image points satisfy pairwise epipolar constraint but they do not correspond
to a unique 3-D point. But as we will establish rigorously in the next
chapter, constraints among triple-wise views can eliminate such degenerate
cases very effectively.

In the next section, for the purpose of example, we show how to derive
all multilinear constraints between corresponding images in m = 3 views.
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We however do not pursue this direction any further for m ≥ 4 views, since
we will see in Chapters 8, 9, and 10 that there are no more multilinear
constraints among more than 4 views! However, a much more subtle picture
of the constraints among multiple images of points and lines cannot be
revealed untill we study those more general cases.

7.4 Triple-wise view geometry

For three views of a point, we have 3m = 9 > m+ 4 = 7. The matrix

Np =




Π1 x1 0 0
Π2 0 x2 0
Π3 0 0 x3


 ∈ R9×7 (7.23)

then has more rows than columns. Therefore, the rank condition (7.15)
implies that all 7× 7 sub-matrices are singular. As we explore in the exer-
cises, the only irreducible minor of Np must contain at least two rows from
each image. For example, if we choose all three rows of the first image and
the {1, 2}th rows from the second and the {1, 2}th rows from the third, we
obtain a 7 × 7 sub-matrix of Np as

N033 =




Π1 x1 0 0
Π1

2 0 x21 0
Π2

2 0 x22 0
Π1

3 0 0 x31

Π2
3 0 0 x32




∈ R7×7 (7.24)

where the subscript rst of Nrst indicates that the rth, sth and tth rows
of images 1, 2 and 3 respectively are omitted from the original matrix Np

when Nrst is formed. The rank condition (7.15) implies that

det(N033) = 0 (7.25)

and, as in the two-view case, the determinant is linear in each of the
x1,x2,x3. The above equation, written in tensor form, is called the tri-
focal tensor; we explore its properties in the exercises. Here, instead, we
derive its expression directly from the rank condition.

Let us demonstrate this by choosing the first camera frame to be the
reference frame. That gives the three projection matrices Πi, i = 1, 2, 3

Π1 = [I, 0], Π2 = [R2, T2], Π3 = [R3, T3] ∈ R3×4, (7.26)

where, in the case of uncalibrated cameras, Ri ∈ R3×3, i = 2, 3 may not be
rotation matrices. The matrix Np is then

Np =




I 0 x1 0 0
R2 T2 0 x2 0
R3 T3 0 0 x3


 ∈ R9×7. (7.27)
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This matrix should satisfy the rank condition. After a column manipulation
(which eliminates x1 from the first row), it is easy to see that Np has the
same rank as the matrix

N ′
p =




I 0 0 0 0
R2 T2 R2x1 x2 0
R3 T3 R3x1 0 x3


 ∈ R9×7. (7.28)

For this matrix to drop rank, its sub-matrix

N ′′
p =

[
T2 R2x1 x2 0
T3 R3x1 0 x3

]
∈ R6×4 (7.29)

must drop rank. Multiplying the following matrix

D =




xT
2 0

x̂2 0
0 xT

3

0 x̂3


 ∈ R8×6 (7.30)

by N ′′
p yields

DN ′′
p =




xT
2 T2 xT

2 R2x1 xT
2 x2 0

x̂2T2 x̂2R2x1 0 0
xT

3 T3 xT
3 R3x1 0 xT

3 x3

x̂3T3 x̂3R3x1 0 0


 ∈ R8×4. (7.31)

Since D is of full rank 6, we have

rank(N ′′
p ) = rank(DN ′′

p ).

Hence the original matrix Np is rank deficient if and only if the following
sub-matrix of DN ′′

p

Mp =

[
x̂2T2 x̂2R2x1

x̂3T3 x̂3R3x1

]
∈ R6×2 (7.32)

is rank deficient. In order to conclude, we need the following fact, whose
proof is left to the reader as an exercise:

Lemma 7.1. Given any non-zero vectors ai, bi ∈ R3, i = 1, . . . n, the
following matrix



a1 b1
...

...
an bn


 ∈ R3n×2 (7.33)

is rank deficient if and only if aib
T
j − bia

T
j = 0 for all i, j = 1, . . . , n.

Apply this to the matrix M in (7.32), we have

rank(Np) < 7 ⇒ x̂2(T2x
T
1 R

T
3 −R2x1T

T
3 )x̂3 = 0 (7.34)
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Note that this is a matrix equation and it gives a total of 3 × 3 = 9
scalar trilinear equations in x1,x2,x3. Equation (??) is the analogous of
the epipolar constraint for three views.

Comment 7.1. The derivation of the trilinear constraints shows that
(7.34) implies bilinear constraints, since the two vectors x̂2T2, x̂2R2x1 be-

ing linearly dependent implies xT
2 T̂2R2x1 = 0 (we leave this as an exercise

to the reader). The trilinear constraint, however, does not imply the bilin-
ear ones when, for example, x̂3T3 = x̂3R3x1 = 0. That corresponds to the
case when the pre-image p lies on the line through optical centers o1, o3.
In that case, the epipolar constraint between the first and second images is
not implied by the trilinear constraint above but still implied by the condi-
tion rank(Mp) ≤ 1. That pairwise bilinear constraints algebraically imply
all the trilinear constraints is also true (except for some rare degenerate
configurations), although much harder to prove (see Chapter 8).

However, for three (co-)images l1, l2, l3 of a line L, the rank condition
(7.17) for the matrix Nl becomes

rank(Nl) = rank



lT1 Π1

lT2 Π2

lT3 Π3


 ≤ 2. (7.35)

Here Nl is a 3×4 matrix and the above rank condition is no longer void and
it indeed imposes certain non-trivial constraints on the quantities involved.
In the case we choose the first view to be the reference, i.e. Π1 = [I, 0], we
have



lT1 Π1

lT2 Π2

lT3 Π3


 =




lT1 0
lT2 R2 lT2 T2

lT3 R3 lT2 T3


 . (7.36)

Similar to the point case, we conduct simple matrix (column) manipulation
as below




lT1 0
lT2R2 lT2 T2

lT3R3 lT3 T3




[
l1 l̂1 0
0 0 1

]
=




lT1 l1 0 0

lT2 R2l1 lT2 R2 l̂1 lT2 T2

lT3 R3l1 lT3 R3 l̂1 lT3 T3


 . (7.37)

Therefore, rank(Nl) ≤ 2 is equivalent to the following matrix

Ml =

[
lT2 R2 l̂1 lT2 T2

lT3 R3 l̂1 lT3 T3

]
∈ R2×4 (7.38)

has a rank less and equal to 1. That is the two row vectors of Ml are linearly
dependent. In case lT2 T2, l

T
3 T3 are non-zero, this linear dependency can be

written as

lT3 (T3l
T
2 R2 −R3l

T
2 T2)l̂1 = 0. (7.39)
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This gives a total of 1 × 3 = 3 scalar trilinear equations in l1, l2, l3.
Although the two types of trilinear constraints (7.34) and (7.39) are

expressed in terms of point and line respectively, they in fact describe the
same type of relationship among three images of a point on a line. It is easy
to see that columns (or rows) of x̂ are co-images of lines passing through

the point, and columns (or rows) of l̂ are images of points lying on the line
(see Exercise 1). Hence, each scalar equation from (7.34) and (7.39) simply
falls into the following type of equations:

lT2 (T2x
T
1 R

T
3 −R2x1T

T
3 )l3 = 0 (7.40)

where l2, l3 are respectively co-images of two lines that pass through the
same point whose image in the first view is x1. Here, l2 and l3 do not have
to correspond to the coimages of the same line in 3-D. This is illustrated
in Figure 7.2.

PSfrag replacements

L1
L2

p

x1

l2

l3

o1
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o3

Figure 7.2. Images of two lines L1, L2 intersecting at a point p. Planes extended
from the image lines might not intersect at the same line in 3-D. But x1, l2, l3
satisfy the trilinear relationship.

The above trilinear relation (7.40) plays a similar role for triple-wise view
geometry as the fundamental matrix for pairwise view geometry. 3 Here
the fundamental matrix must be replaced by the notion of trifocal tensor,
traditionally denoted as T . Like the fundamental matrix, the trifocal tensor
depends (nonlinearly) on the motion paramters R and T ’s, but in a more
complicated way. The above trilinear relation can then be written formally

3A more detailed study of the relationship between the trilinear constraints and the
bilinear epipolar constraints is given in the next Chapter.
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as the interior product of the tensor T with the three vectors x1, l2, l3:

T (x1, l2, l3) =

3,3,3∑

i,j,k=1

T (i, j, k)x1(i)l2(j)l3(k) = 0. (7.41)

Intuitively, the tensor T consists of 3×3×3 entries since the above trilinear
relation has as many coefficients to be determined. Like the fundamental
matrix which only has 7 free parameters (det(F ) = 0), there are in fact only
18 free parameters in T . If one is only interested in recovering T linearly
from triple-wise images as did we for the fundamental matrix from pairwise
ones, by ignoring their internal dependency, we need at least 26 equations
of the above type (7.41) to recover all the coefficients T (i, j, k)’s up to a
scale. We hence needs at least 26 the triplets (x1, l2, l3) with correspondence
specified by Figure 7.2. We leave as exercise at least how many point or line
correspondences across three views are needed in order to have 26 linearly
independent equations for solving T .

7.5 Summary

7.6 Exercises

1. Image and co-image of points and lines
Suppose p1, p2 are two points on the line L; and L1, L2 are two lines
intersecting at the point p. Let x,x1,x2 be the images of the points
p, p1, p2 respectively and l, l1, l2 be the co-images of the lines L,L1, L2

respectively.

(a) Show that for some α, β ∈ R:

l = αx̂1x2, x = β l̂1l2.

(b) Show that for some r, s, u, v ∈ R3:

l1 = x̂u, l2 = x̂v, x1 = l̂r, x2 = l̂s.

(c) Please draw a picture and convince yourself about the above
relationships.

2. Linear estimating of the trifocal tensor

(a) Show that the corresponding three images x1,x2,x3 of a point
p in 3-D give rise to 4 linearly independent constraints of the
type (7.41).

(b) Show that the corresponding three co-images l1, l2, l3 of a line L
in 3-D give rise to 2 linearly independent constraints of the type
(7.41).
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(c) Conclude that in general one needs n points and m lines across
three views with 4n+ 2m ≥ 26 to recover the trifocal tensor T
up to a scale.

3. Multi-linear function
A function f(·, ·) : Rn × Rn → R is called bilinear if f(x, y) is linear
in x ∈ Rn if y ∈ Rn is fixed, and vice versa. That is,

f(αx1 + βx2, y) = αf(x1, y) + βf(x2, y),

f(x, αy1 + βy2) = αf(x, y1) + βf(x, y2),

for any x, x1, x2, y, y1, y2 ∈ Rn and α, β ∈ R. Show that any bilinear
function f(x, y) can be written as

f(x, y) = xTMy

for some matrix M ∈ Rn×n. Notice that in the epipolar constraint
equation

xT
2 Fx1 = 0,

the left hand side is a bilinear form in x1,x2 ∈ R3. Hence epipolar
constraint is also sometimes referred as bilinear constraint. Similarly
we can define trilinear or quadrilinear functions. In the most general
case, we can define a multi-linear function f(x1, . . . , xi, . . . , xm) which
is linear in each xi ∈ Rn if all other xj ’s with j 6= i are fixed. Such
a function is called m-linear. In mathematics, another name for such
multi-linear object is tensor. Try to describe, while we can use ma-
trix to represent a bilinear function, how to represent a multi-linear
function then?

4. Minors of a matrix
Suppose M is a m×n matrix with m ≥ n. Then M is a “rectangular”
matrix with m rows and n columns. We can pick arbitrary n (say
ith1 , . . . , i

th
n ) distinctive rows of M and form a n × n sub-matrix of

M . If we denote such n× n sub-matrix as Mi1,...,in
, its determinant

det(Mi1,...,in
) is called a minor of M . Prove that the n column vectors

are linearly dependent if and only if all the minors ofM are identically
zero, i.e.

det(Mi1,...,in
) = 0, ∀i1, i2, . . . , in ∈ [1,m].

By the way, totally how many different minors can you possibly gotten
there? (Hint: For the “if and only if” problem, the “only if” part is
easy; for the “if” part, proof by induction makes it easier.) This fact
was used to derive the traditional multi-linear constraints in some
computer vision literature.

5. Linear dependency of two vectors
Given any four non-zero vectors a1, . . . , an, b1, . . . , bn ∈ R3, the
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following matrix


a1 b1
...

...
an bn


 ∈ R3n×2 (7.42)

is rank deficient if and only if aib
T
j − bia

T
j = 0 for all i, j = 1, . . . , n.

Explain what happens if some of the vectors are zero.
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Chapter 8
Geometry and reconstruction from
point features

In the previous chapter we have introduced a rank condition that, we
claimed, captures all independent constraints between corresponding points
in an arbitrary number of images. We have seen that, in the case of two
views, the rank condition reduces to the epipolar constraint. Unlike the
epipolar constraint, however, it can be used to derive useful constraints be-
tween correspondences in three views. In this chapter we carry out the rest
of our program: we derive all independent constraints between correspon-
dences in an arbitrary number of images. In the chapters that follow, we
will gradually extend the theory to all primitive geometric features: points,
lines, planes, as well as an arbitrary mixture of them.

8.1 Multiple views of a point

We first recall the notation used in Chapter 7: the generic point in space p ∈
E3 has coordinates X = [X,Y, Z, 1]T relative to a fixed (inertial) coordinate
frame. The coordinates of its projection onto the image plane of a moving
camera are xi = [x(ti), y(ti), 1]T for t1, t2, . . . , tm; the two are related by

λixi = AiPgiX, i = 1, . . . ,m (8.1)

where λi ∈ R+ is the (unknown) depth of the point p relative to the
camera frame, Ai ∈ SL(3) is the camera calibration matrix (at time ti),
P = [I, 0] ∈ R3×4 is the constant projection matrix and g(t) ∈ SE(3) is
the coordinate transformation from the world frame to the camera frame at
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time ti. We call Πi
.
= A(ti)Pg(ti). Collecting all the indices, we can write

(8.1) in matrix form as

I~λ = ΠX



x1 0 · · · 0
0 x2 · · · 0
...

...
. . .

...
0 0 · · · xm







λ1

λ2

...
λm


 =




Π1

Π2

...
Πm


 X. (8.2)

~λ ∈ Rm is the depth scale vector, and Π ∈ R3m×4 is the projection matrix
associated to the image matrix I ∈ R3m×m.

The condition for the above equation to have a solution can be written
in terms of the following matrix in R3m×(m+4)

Np
.
= [Π, I] =




Π1 x1 0 · · · 0

Π2 0 x2
. . .

...
...

...
. . .

. . . 0
Πm 0 · · · 0 xm




(8.3)

where we use the subscript p to indicate that the matrix Np is associated

to a point feature. For v = [XT ,−~λT ]T ∈ Rm+4 to solve equation (8.2), Np

must have a non-trivial null space, that is, this 3m× (m+ 4) matrix must
be rank-deficient

rank(Np) ≤ m+ 3 (8.4)

Remark 8.1 (Null space of Np). Even though equations (8.2) and (8.4)
are equivalent, if rank(Np) ≤ m + 2 then equation Npv = 0 has more
than one solution. In the next section, we will show that rank(Np) is either
m+2 or m+3 and that the first case happens if and only if the point being
observed and all the camera centers lie on the same line.

Remark 8.2 (Positive depth). Even if rank(Np) = m + 3, there is no

guarantee that ~λ in (8.2) will have positive entries.1 In practice, if the point
being observed is always in front of the camera, then I, Π and X in (8.2)

will be such that the entries of ~λ are positive. Since the solution to Npv = 0

is unique and v
.
= [XT ,−~λT ]T is a solution, then the last m entries of v

have to be of the same sign.

It is a basic fact of linear algebra that a matrix being rank-deficient can be
expressed in terms of the determinants of certain submatrices being zero.

1In a projective setting, this is not a problem since all points on the same line through
the camera center are equivalent. But it does matter if we want to choose appropriate
reference frames such that the depth for the recovered 3-D point is physically meaningful,
i.e. positive.
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In particular, for Np ∈ R3m×m+4, m ≥ 2, all submatrices of dimension
(m+4)× (m+4) must be zero. Each determinant is a polynomial equation
in the entries of the projection matrix Π and images x1, . . . ,xm having the
general form

f(Π,x1, . . . ,xm) = 0. (8.5)

The polynomials f(·) are always linear in each xi, i = 1, . . . ,m. For the
case of m = 2, 3, 4, they are known as bilinear, trilinear and quadrilinear
constraints respectively. These constraints can be written in tensorial form
using the so-called bifocal, trifocal and quadrifocal tensors.

As we have anticipated in Chapter 7, rather than using tensors and multi-
indices, we are going to derive all independent constraints explicitly from
the rank condition (8.4). We begin with manipulating the matrix Np to
arrive at a simpler rank condition in the next section.

8.2 The multiple view matrix and its rank

Without loss of generality, we may assume that the first camera frame
is chosen to be the reference frame. 2 That gives the projection matrices
Πi, i = 1, . . . ,m

Π1 = [I, 0], . . . , Πm = [Rm, Tm] ∈ R3×4, (8.6)

where Ri ∈ R3×3, i = 2, . . . ,m represent the first three columns of Πi and
Ti ∈ R3, i = 2, . . . ,m is the fourth column of Πi. Although we have used
the suggestive notation (Ri, Ti) here, they are not necessarily the actual
rotation and translation. Only in the case when the camera is perfectly
calibrated, i.e. Ai = I , does Ri correspond to actual camera rotation and
Ti to translation.

With the above notation, we eliminate x1 from the first row of Np using
column manipulation. It is easy to see that Np has the same rank as the
following matrix in R3m×(m+4)




I 0 0 0 · · · 0

R2 T2 R2x1 x2
. . .

...
...

...
... 0

. . . 0
Rm Tm Rmx1 0 0 xm




=




I 0

R2

...
Rm

N ′
p


 .

2Depending on the context, the reference frame could be either an Euclidean, affine or
projective reference frame. In any case, the projection matrix for the first image becomes
[I, 0] ∈ R

3×4.
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Hence, the original Np is rank-deficient if and only if the sub-matrix N ′
p ∈

R3(m−1)×(m+1) is. Multiplying N ′
p on the left by the following matrix3

Dp =




xT
2 0 · · · 0

x̂2 0 · · · 0
...

. . .
. . .

...
0 · · · 0 xT

m

0 · · · 0 x̂m



∈ R4(m−1)×3(m−1) (8.7)

yields the following matrix DpN
′
p in R4(m−1)×(m+1)




xT
2 T2 xT

2 R2x1 xT
2 x2 0 0 0

x̂2T2 x̂2R2x1 0 0 0 0
...

... 0
. . . 0 0

...
... 0 0

. . . 0
xT

mTm xT
mRmx1 0 0 0 xT

mxm

x̂mTm x̂mRmx1 0 0 0 0




.

Since Dp has full rank 3(m− 1), we have rank(N ′
p) = rank(DpN

′
p). Hence

the original matrix Np is rank-deficient if and only if the following sub-
matrix of DpN

′
p is rank-deficient

Mp =




x̂2R2x1 x̂2T2

x̂3R3x1 x̂3T3

...
...

x̂mRmx1 x̂mTm


 ∈ R3(m−1)×2. (8.8)

We call Mp the multiple view matrix associated to a point feature p. More
precisely, we have proved the following:

Theorem 8.1 (Rank equivalence condition for point features).
Matrices Np and Mp satisfy

rank(Mp) = rank(Np) − (m+ 2) ≤ 1. (8.9)

Therefore, rank(Np) is either m + 3 or m + 2, depending on whether
rank(Mp) is 1 or 0, respectively.

Comment 8.1 (Geometric interpretation of Mp). Notice that x̂iTi is
the normal to the epipolar plane given by frames 1 and i, that is x̂iRix1.
Therefore, the rank condition not only implies that these two normals are
parallel (as obvious from the epipolar constraint) but also that the scale
between these two possible normal vectors is the same for all frames. A
more detailed geometric interpretation is given in the next section.

3For u ∈ R
3, we use û ∈ R

3×3 to denote the skew symmetric generating the cross
product, i.e. for any vector v ∈ R

3, we have ûv = u × v; see Chapter 2.
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Due to the rank equality (8.9) for Mp and Np, we conclude that the rank-
deficiency of Mp is equivalent to all multi-linear constraints that may arise
among the m images. To see this more explicitly, notice that for Mp to be
rank-deficient, it is necessary for the any pair of the vectors x̂iTi, x̂iRix1 to
be linearly dependent. This gives us the well-known bilinear (or epipolar)
constraints

xT
i T̂iRix1 = 0. (8.10)

between the ith and 1st images. Hence the constraint rank(Mp) ≤ 1 con-
sistently generalizes the epipolar constraint (for 2 views) to arbitrary m
views. Using Lemma 7.1. we can conclude that

x̂i(Tix
T
1 R

T
j −Rix1T

T
j )x̂j = 0. (8.11)

Note that this is a matrix equation and it gives a total of 3 × 3 = 9 scalar
(trilinear) equations in terms of x1,xi,xj . These 9 equations are exactly
the 9 trilinear constraints that one would obtain from the minors of Np

following the conventional derivation of trilinear constraints.
Notice that the multiple view matrix Mp being rank-deficient is equiva-

lent to all its 2× 2 minors having determinant zero. Since the 2× 2 minors
involve three images only, we conclude the following:

• There are no additional independent relationships among images
among any four views. Hence, the so-called quadrilinear constraints
do not impose any new constraints on the four images other than the
trilinear and bilinear constraints. This is an indirect proof of the fact
that the quadrifocal tensors can be factorized into trifocal tensors or
bifocal tensors.4

• Trilinear constraints (8.11) in general implies bilinear constraints
(8.10), except when x̂iTi = x̂iRix1 = 0 for some i. This corresponds
to a degenerate case in which the pre-image p lies on the line through
optical centers o1, oi.

So far we have essentially given a much more simplified proof for the
following facts regarding multilinear constraints among multiple images:

Theorem 8.2 (Linear relationships among multiple views of a
point). For any given m images corresponding to a point p ∈ E3 rela-
tive to m camera frames, that the matrix Mp is of rank no more than 1
yields the following:

1. Any algebraic constraint among the m images can be reduced to only
those involving 2 and 3 images at a time. Formulae of these bilinear
and trilinear constraints are given by (8.10) and (8.11) respectively.

4Although we only proved it for the special case with Π1 = [I, 0], the general case
differs from this special one only by a choice of a reference frame.
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2. For given m images of a point, all the triple-wise trilinear constraints
algebraically imply all pairwise bilinear constraints, except in the de-
generate case in which the pre-image p lies on the line through optical
centers o1, oi for some i.

Comment 8.2 (Rank condition v.s. multilinear constraints). Our
discussion implies that multilinear constraints are certainly necessary for
the rank of matrix Mp (hence Np) to be deficient. But, rigorously speaking,
they are not sufficient. According to Lemma 7.1, for multilinear constraints
to be equivalent to the rank condition, vectors in the Mp matrix need to be
non-zero. This is not always true for certain degenerate cases, as mentioned
above. Hence, the rank condition on Mp provides a more general framework
for capturing all constraints among multiple images.

8.3 Geometric interpretation of the rank condition

In the previous section, we have classified all algebraic constraints that
may arise among m corresponding images of a point. We now know that
the relationship among m images essentially boils down to that between 2
and 3 views at a time, characterized by the bilinear constraint (8.10) and
trilinear constraint (8.11) respectively. But we have not yet explained what
these equations mean and whether there is a simpler intuitive geometric
explanation for all these algebraic relationships.

8.3.1 Uniqueness of the pre-image

Given 3 vectors x1,x2,x3 ∈ R3, if they are indeed images of some 3-D point
p with respect to the three camera frames – as shown in Figure 8.1 – they
should automatically satisfy both the bilinear and trilinear constraints, e.g.

bilinear: xT
2 T̂2R2x1 = 0, xT

3 T̂3R3x1 = 0,

trilinear: x̂2(T2x
T
1 R

T
3 −R2x1T

T
3 )x̂3 = 0.

Now the inverse problem: If the three vectors x1,x2,x3 satisfy either the
bilinear constraints or trilinear constraints, are they necessarily images of
some single point in 3-D, the so-called pre-image?

Let us first study whether bilinear constraints are sufficient to determine
a unique pre-image in 3-D. For the given three vectors x1,x2,x3, suppose
that they satisfy three pairwise epipolar constraints

xT
2 F21x1 = 0, xT

3 F31x1 = 0, xT
3 F32x2 = 0, (8.12)

with Fij = T̂ijRij the fundamental matrix between the ith and jth images.
Note that each image (as a point on the image plane) and the correspond-
ing optical center uniquely determine a line in 3-D that passes through
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Figure 8.1. Three rays extended from the three images x1,x2,x3 intersect at one
point p in 3-D, the pre-image of x1,x2,x3.

them. This gives us a total of three lines. Geometrically, the three epipo-
lar constraints simply imply that each pair of the three lines are coplanar.
So when do three pairwise coplanar lines intersect at exactly one point
in 3-D? If these three lines are not coplanar, the intersection is uniquely
determined, so is the pre-image. If all of them do lie on the same plane,
such a unique intersection is not always guaranteed. As shown in Figure
8.2, this may occur when the lines determined by the images lie on the
plane spanned by the three optical centers o1, o2, o3, the so-called trifocal
plane, or when the three optical centers lie on a straight line regardless of
the images, the so-called rectilinear motion. The first case is of less prac-PSfrag replacements

p ?

p ? x1
x1

x2x2

x3

x3
o1

o1 o2o2 o3

o3

Figure 8.2. Two cases when the three lines determined by the three images
x1,x2, x3 lie on the same plane, in which case they may not necessarily intersect
at a unique point p.

tical effect since 3-D points generically do not lie on the trifocal plane.
The second case is more important: regardless of what 3-D feature points
one chooses, pairwise epipolar constraints alone do not provide sufficient
constraints to determine a unique 3-D point from any given three image
vectors. In such a case, extra constraints need to be imposed on the three
images in order to obtain a unique pre-image.
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Would trilinear constraints suffice to salvage the situation? The answer
to this is yes and let us show why. Given any three vectors x1,x2,x3 ∈ R3,
suppose they satisfy the trilinear constraint equation

x̂2(T2x
T
1 R

T
3 −R2x1T

T
3 )x̂3 = 0.

In order to determine x3 uniquely (up to a scale) from this equation, we
need the matrix

x̂2(T2x
T
1 R

T
3 − R2x1T

T
3 ) ∈ R3×3

to be of exact rank 1. The only case that x3 is undetermined is when this
matrix is rank 0, that is

x̂2(T2x
T
1 R

T
3 −R2x1T

T
3 ) = 0.

That is

range(T2x
T
1 R

T
3 −R2x1T

T
3 ) ⊂ span{x2}. (8.13)

If T3 and R3x1 are linearly independent, then (8.13) holds if and only if the
vectors R2x1, T2,x2 are linearly dependent. This condition simply means
that the line associated to the first image x1 coincide with the line deter-
mined by the optical centers o1, o2.

5 If T3 and R3x1 are linearly dependent,
x3 is determinable since R3x1 lies on the line determined by the optical cen-
ters o1, o3. Hence we have shown, that x3 cannot be uniquely determined
from x1,x2 by the trilinear constraint if and only if

T̂2R2x1 = 0, and T̂2x2 = 0. (8.14)

Due to the symmetry of the trilinear constraint equation, x2 is not uniquely
determined from x1,x3 by the trilinear constraint if and only if

T̂3R3x1 = 0, and T̂3x3 = 0. (8.15)

We still need to show that these three images indeed determine a unique
pre-image in 3-D if either one of the images can be determined from the
other two by the trilinear constraint. This is obvious. Without loss of gen-
erality, suppose it is x3 that can be uniquely determined from x1 and x2.
Simply take the intersection p′ ∈ E3 of the two lines associated to the first
two images and project it back to the third image plane – such intersection
exists since the two images satisfy epipolar constraint.6 Call this image
x′

3. Then x′
3 automatically satisfies the trilinear constraint. Hence x′

3 = x3

due to its uniqueness. Therefore, p′ is the 3-D point p where all the three
lines intersect in the first place. As we have argued before, the trilinear
constraint (8.11) actually implies bilinear constraint (8.10). Therefore, the
3-D pre-image p is uniquely determined if either x3 can be determined from

5In other words, the pre-image point p lies on the epipole between the first and second
camera frames.

6If these two lines are parallel, we take the intersection in the plane at infinity.
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x1,x2 or x2 can be determined from x1,x3. So we have in fact proved the
following known fact:

Lemma 8.1 (Properties of bilinear and trilinear constraints).
Given three vectors x1,x2, x3 ∈ R3 and three camera frames with distinct
optical centers. If the three images satisfy pairwise epipolar constraints

xT
i T̂ijRijxj = 0, i, j = 1, 2, 3,

a unique pre-image p is determined except when the three lines associated to
the three images are coplanar. If these vectors satisfy all triple-wise trilinear
constraints7

x̂j(Tjix
T
i R

T
ki − RjixiT

T
ki)x̂k = 0, i, j, k = 1, 2, 3,

then they determine a unique pre-image p ∈ E3 except when the three lines
associated to the three images are collinear.

The two cases (which are essentially one case) in which the bilinear con-
straints may become degenerate are shown in Figure 8.2. Figure 8.3 shows
the only case in which trilinear constraint may become degenerate. In sim-

PSfrag replacements
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Figure 8.3. If the three images and the three optical centers lie on a straight line,
any point on this line is a valid pre-image that satisfies all the constraints.

ple terms, “bilinear fails for coplanar and trilinear fails for collinear”. For
more than 3 views, in order to check the uniqueness of the pre-image, one
needs to apply the above lemma to every pairwise or triple-wise views. The
possible number of combinations of degenerate cases make it very hard to
draw any consistent conclusion. However, in terms of the rank condition on
the multiple view matrix, Lemma 8.1 can be generalized to multiple views
in a much more concise and unified way:

Theorem 8.3 (Uniqueness of the pre-image). Given m vectors on the
image planes with respect to m camera frames, they correspond to the same
point in the 3-D space if the rank of the Mp matrix relative to any of the
camera frames is 1. If its rank is 0, the point is determined up to the line
where all the camera centers must lie on.

Hence both the largest and smallest singular values of Mp have mean-
ingful geometric interpretation: the smallest being zero is necessary for

7Although there seem to be total of nine possible (i, j, k), there are in fact only three
different trilinear constraints due to the symmetry in the trilinear constraint equation.
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a unique pre-image; the largest being zero is necessary for a non-unique
pre-image.

8.3.2 Geometry of the multiple view matrix

Now we are ready to discover the interesting geometry that the matrix Mp

really captures. From the equation

λixi = λ1Rix1 + Ti, i = 2, . . . ,m, (8.16)

it is direct to see that

Mp

[
λ1

1

]
= 0. (8.17)

So the coefficient that relates the two columns of the Mp matrix is simply
the depth of the point p in 3-D space with respect to the center of the
first camera frame (the reference).8 Hence, from the Mp matrix alone, we
may know the distance from the point p to the camera center o1. One can
further prove that for any two points of the same distance from o1, there
always exist a set of camera frames for each point such that their images
give exactly the same Mp matrix.9 Hence we can interpret Mp as a map
from a point in 3-D space to a scalar

Mp : p ∈ R3 7→ d ∈ R+,

where d = ‖p − o1‖. This map is certainly surjective but not injective.
Points that may give rise to the same Mp matrix hence lie on a sphere S2

centered around the camera center o1. The above scalar d is exactly the
radius of the sphere. We may summarize our discussion into the following
theorem:

Theorem 8.4 (Geometry of the multiple view matrix Mp). The
matrix Mp associated to a point p in 3-D maps this point to a unique
scalar d. This map is surjective but not injective and two points may give
rise to the same Mp matrix if and only if they are of the same distance to
the center o1 of the reference camera frame. That distance is given by the
coefficients which relate the two columns of Mp.

Therefore, knowing Mp (i.e. the distance d), we know that p must lie on
a sphere of radius d = ‖p− o1‖. Given three camera frames, we can choose
either camera center as the reference, then we essentially have three Mp

matrix for each point. Each Mp matrix gives a sphere around each camera
center in which the point p should stay. The intersection of two such spheres
in 3-D space is generically a circle, as shown in Figure 8.4. Then one would

8Here we implicitly assume that the image surface is a sphere with radius 1. If it is
a plane instead, statements below should be interpreted accordingly.

9We omit the detail of the proof here for simplicity.



178 Chapter 8. Geometry and reconstruction from point features

imagine that, in general, the intersection of all three spheres determines
the 3-D location of the point p up to two solutions, unless all the camera
centers lie on the same line as o1, o2 (i.e. except for the rectilinear motion).
In the next chapter which studies rank condition for a line, we further show
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Figure 8.4. The rank-deficient matrices Mp of a point relative to two distinct
camera centers determine the point p up to a circle.

that there are some profound relationships between the Mp matrix for a
point and that for a line.

8.4 Applications of the rank condition

The rank condition of the multiple view matrix Mp allows us to use all
the constraints among multiple images simultaneously for purposes such
as feature matching or motion recovery, without specifying a particular set
of pairwise or triple-wise frames. Ideally, one would like to formulate the
entire problem of reconstructing 3-D motion and structure as one optimiz-
ing some global objective function subject to the rank condition. However,
such an approach usually relies on very difficult nonlinear optimization
methods. Instead, we here divide the overall problem into a few subprob-
lems: matching features assuming known motion, and estimating motion
assuming known matched features.

8.4.1 Correspondence

Notice that Mp ∈ R3(m−1)×2 being rank-deficient is equivalent to the
determinant of MT

p Mp ∈ R2×2 being zero

det(MT
p Mp) = 0. (8.18)

In general MT
p Mp is a function of the projection matrix Π and images

x1, . . . ,xm. If Π is known and we like to test if givenm vectors x1, . . . ,xm ∈
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R3 indeed satisfy all the constraints that m images of a single 3-D pre-
image should, we only need to test if the above determinant is zero. A
more numerically robust algorithm would be:

Algorithm 8.1 (Multiple view matching test). Suppose the projec-
tion matrix Π associated to m camera frames are given. Then for given m
vectors x1, . . . ,xm ∈ R3,

1. Compute the matrix Mp ∈ R3(m−1)×2 according to (8.8).

2. Compute second eigenvalue λ2 of MT
p Mp;

3. If λ2 ≤ ε for some pre-fixed threshold, the m image vectors match.

8.4.2 Reconstruction

Now suppose that m images xi
1, . . . ,x

i
m of n points pi, i = 1, . . . , n are

given and we want to use them to estimate the unknown projection matrix
Π. The rank condition of the Mp matrix can be written as

αi




x̂i
2T2

x̂i
3T3

...

x̂i
mTm




+




x̂i
2R2x

i
1

x̂i
3R3x

i
1

...

x̂i
mRmxi

1




= 0 ∈ R3(m−1)×1, (8.19)

for proper αi ∈ R, i = 1, . . . n.

From (8.1) we have λi
jx

i
j = λi

1Rjx
i
1 + Tj . Multiplying by x̂i

j we ob-

tain x̂i
j(Rjx

i
1 + Tj/λ

i
1) = 0. Therefore, αi = 1/λi

1 can be interpreted

as the inverse of the depth of point pi with respect to the first frame.
The set of equations in (8.19) is equivalent to finding vectors ~Rj =

[r11, r12, r13, r21, r22, r23, r31, r32, r33]
T ∈ R9 and ~Tj = Tj ∈ R3, j =

2, . . . ,m, such that

Pj

[
~Tj

~Rj

]
=




α1x̂1
j x̂1

j ∗ x1
1
T

α2x̂2
j x̂2

j ∗ x2
1
T

...
...

αnx̂n
j x̂n

j ∗ xn
1

T




[
~Tj

~Rj

]
= 0 ∈ R3n, (8.20)

where A ∗B is the Kronecker product of A and B. It can be shown that if
αi’s are known, the matrix Pj is of rank 11 if more than n ≥ 6 points in
general position are given. In that case, the kernel of Pj is unique, and so
is (Rj , Tj).

Euclidean reconstruction

For simplicity, we here assume that the camera is perfectly calibrated.
Therefore, is A(t) = I , Ri is a rotation matrix in SO(3) and Ti is a trans-
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lation vector in R3. Given the first two images of (at least) eight points in
general configuration, T2 ∈ R3 and R2 ∈ SO(3) can be estimated using the
classic eight point algorithm. The equation given by the first row in (8.19)

implies αix̂i
2T2 = −x̂i

2R2x
i
1, whose least squares solution up to scale (recall

that T2 is recovered up to scale from the eight point algorithm) is given by

αi = − (x̂i
2T2)

T x̂i
2R2x

i
1

||x̂i
2T2||2

, i = 1, . . . , n. (8.21)

These values of αi can therefore be used to initialize the equation (8.19).
Multiplying on the left the j-th block of (8.19) by T T

j yields the epipolar

constraints xi
j
T
T̂jRjx

i
1 = 0. We know that in general the solution (Rj , Tj)

of these equations is unique, with Tj recovered up to scale. Hence the
solution to (8.19) is unique and we can then recover from (8.19) the scale
of each Tj up to a single scale for all the Tj ’s (recall that the αi’s were
computed up to scale). Since the αi’s are known, (8.20) becomes a set of

linear equations on ~Tj and ~Rj , whose solution can be described as follows.

Let T̃j ∈ R3 and R̃j ∈ R3×3 be the (unique) solution of (8.20). Such
a solution is obtained as the eigenvector of Pj associated to the smallest

singular value. Let R̃j = UjSjV
T
j be the SVD of R̃j . Then the solution of

(8.20) in R3 × SO(3) is given by:

Tj =
sign(det(UjV

T
j ))

3
√

det(Sj)
T̃j ∈ R3, (8.22)

Rj = sign(det(UjV
T
j )) UjV

T
j ∈ SO(3). (8.23)

In the presence of noise, solving for αi using only the first two frames may
not necessarily be the best thing to do. Nevertheless, this arbitrary choice
of αi allows us to compute all the motions (Rj , Tj), j = 2, . . . ,m. Given all
the motions, the least squares solution for αi from (8.19) is given by

αi = −
∑m

j=2(x̂
i
jTj)

T x̂i
jRjx

i
1

∑m
j=2 ||x̂i

jTj ||2
, i = 1, . . . , n. (8.24)

Note that these αi’s are the same as those in (8.21) if m = 2. One can
then recompute the motion given this new αi’s, until the error in α is small
enough.

We then have the following linear algorithm for multiple view motion
and structure estimation:

Algorithm 8.2 (Multiple view six-eight point algorithm). Given
m images xi

1, . . . ,x
i
m of n points pi, i = 1, . . . , n, estimate the motions

(Rj , Tj), j = 2, . . . ,m as follows:

1. Initialization: k = 0
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(a) Compute (R2, T2) using the eight point algorithm for the first
two views.

(b) Compute αi
k = αi/α1 from (8.21).

2. Compute (R̃j , T̃j) as the eigenvector associated to the smallest
singular value of Pj , j = 2, . . . ,m.

3. Compute (Rj , Tj) from (8.22) and (8.23) for j = 2, . . . ,m.

4. Compute the new αi = αi
k+1 from (8.24). Normalize so that α1

k+1 =
1.

5. If ||αk −αk+1|| > ε, for a pre-specified ε > 0, then k = k+1 and goto
2. Else stop.

The camera motion is then (Rj , Tj), j = 2, . . . ,m and the structure of the
points (with respect to the first camera frame) is given by the converged
depth scalar λi

1 = 1/αi, i = 1, . . . , n. There are a few notes for the proposed
algorithm:

1. It makes use of all multilinear constraints simultaneously for motion
and structure estimation. (Rj , Tj)’s seem to be estimated using pair-
wise views only but that is not exactly true. The computation of the
matrix Pj depends on all αi each of which is in turn estimated from
the M i

p matrix involving all views. The reason to set α1
k+1 = 1 is to

fix the universal scale. It is equivalent to putting the first point at a
distance of 1 to the first camera center.

2. It can be used either in a batch fashion or a recursive one: ini-
tializes with two views, recursively estimates camera motion and
automatically updates scene structure when new data arrive.

3. It may effectively eliminate the effect of occluded feature points - if a
point is occluded in a particular image, simply drop the corresponding
group of three rows in the Mp matrix without affecting the condition
on its rank.

Remark 8.3 (Euclidean, affine or projective reconstruction). We
must point out that, although the algorithm seems to be proposed for the
calibrated camera (Euclidean) case only, it works just the same if the camera
is weakly calibrated (affine) or uncalibrated (projective). The only change
needed is at the initialization step. In order to initialize αi’s, either an
Euclidean, affine or projective choice for (R2, T2) needs to be specified. This
is where our knowledge of the camera calibration enters the picture. In the
worst case, i.e. when we have no knowledge on the camera at all, any choice
of a projective frame will do. In that case, the relative transformation among
camera frames and the scene structure are only recovered up to a projective
transformation. Once that is done, the rest of the algorithm runs exactly
the same.
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8.5 Experiments

In this section, we show by simulations the performance of the proposed
algorithm. We compare motion and structure estimates with those of the
eight point algorithm for two views and then we compare the estimates as
a function of the number of frames.

8.5.1 Setup

The simulation parameters are as follows: number of trials is 1000, number
of feature points is 20, number of frames is 3 or 4 (unless we vary it on
purpose), field of view is 90o, depth variation is from 100 to 400 units of
focal length and image size is 500 × 500. Camera motions are specified
by their translation and rotation axes. For example, between a pair of
frames, the symbol XY means that the translation is along the X-axis and
rotation is along the Y -axis. If n such symbols are connected by hyphens,
it specifies a sequence of consecutive motions. The ratio of the magnitude
of translation ||T || and rotation θ, or simply the T/R ratio, is compared at
the center of the random cloud scattered in the truncated pyramid specified
by the given field of view and depth variation (see Figure 8.5). For each
simulation, the amount of rotation between frames is given by a proper
angle and the amount of translation is then automatically given by the
T/R ratio. We always choose the amount of total motion such that all
feature points will stay in the field of view for all frames. In all simulations,
independent Gaussian noise with std given in pixels is added to each image

point. Error measure for rotation is arccos
(

tr(RR̃T )−1
2

)
in degrees where

R̃ is an estimate of the true R. Error measure for translation is the angle
between T and T̃ in degrees where T̃ is an estimate of the true T .

θT/R = ||T||/r

Camera Center

Variation
Depth

Points

XY

r

Field of View

Z

Figure 8.5. Simulation setup
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8.5.2 Comparison with the 8 point algorithm

Figure 8.6 plots the errors of rotation estimates and translation estimates
compared with results from the standard 8-point linear algorithm. Figure
8.7 shows a histogram of the relative translation scale for a noise level of 3
pixels as well as the error on the estimation of the structure. As we see, the
multiple view linear algorithm not only generalizes but also outperforms
the well-known eight point linear algorithm for two views. This is because
the algorithm implicitly uses the estimated structure of the scene for the
estimation of the motion, while the eight point algorithm does not.
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Figure 8.6. Motion estimate error comparison between 8 point algorithm and
multiple view linear algorithm.
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8.5.3 Error as a function of the number of frames

In this simulation, we analyze the effect of the number of frames on mo-
tion and structure estimates. In principle, motion estimates should not
necessarily improve, since additional frames introduce more data as well
as more unknowns. However, structure estimates should improve, because
additional data is available to estimate the same structure. We consider 7
frames with motion XX-Y Y -X(XY )-ZY -(XY )Z-(Y Z)(Y Z) and plot the
estimation errors for the first pair of frames as a function of the number
of frames. As expected, that rotation estimates and relative translation
scales approximately independent on the number of frames. Translation es-
timates with three frames are better than those with two frames, but there
is no significant improvement for more than three frames. Finally, structure
estimates in general improve with the number of frames.
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Figure 8.8. Estimation error as a function of the number of frames. Noise level is
3 pixels and relative scale is 1.

8.5.4 Experiments on real images

We now consider an indoor sequence with the camera undergoing rectilinear
motion. We compare the performance of the proposed multiple view linear
algorithm against the conventional eight point algorithm for two views and
the multiple view nonlinear algorithm in [VMHS01]. In order to work with
real images, we need to calibrate the camera, track a set of feature points
and establish their correspondences across multiple frames. We calibrated
the camera from a set of planar feature points using Zhang’s technique
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[Zha98]. For feature tracking and correspondence, we adapted the algorithm
from [ZDFL95].

The multiple view nonlinear algorithm is initialized with estimates from
the eight-point linear algorithm. Since the translation estimates of the
linear algorithm are given up to scale only, for the multiple view case
an initialization of the relative scale between consecutive translations is
required. This is done by triangulation since the directions of the trans-
lations are known. For example, the relative scale between T21 and T32 is
sin(β)/ sin(γ) where β is the angle between T31 and R21T21 and γ is the
angle between T23 and R13T13. Recall in the multiple view case the vector
of translations T is recovered up to one single scale. The estimated motion
is then compared with the ground truth data. Error measures are the same
as in the previous section.

We use 4 images of an indoor scene, with the motion of the camera in
a straight line (rectilinear motion) along the Z-axis (see Figure 8.9). The
relative scales between consecutive translations are 2:1 and 1:2, respectively.
Even though the motion is rectilinear, relative scales still can be initialized
by triangulation, because image measurements are noisy.

Figure 8.10 shows the error between the motion and structure estimates
and ground truth. It can be observed that the proposed linear algorithm
is able to recover the correct motion and structure, giving better results in
most of the cases.
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Figure 8.9. Indoor rectilinear motion image sequence
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Figure 8.10. Motion and structure estimates for indoor rectilinear motion image
sequence

8.6 Summary

8.7 Exercises

1. Rectilinear motion
Use the rank condition of the Mp matrix to show that if the camera
is calibrated and only translating on a straight line, then the relative
translational scale between frames cannot be recovered from pairwise
bilinear constraints, but it can be recovered from trilinear constraints.
(Hint: use Ri = I to simplify the constraints.)

2. Pure rotational motion
In fact the rank condition on the matrix Mp is so fundamental that
it works for the pure rotational motion case too. Please show that
if there is no translation, the rank condition on the matrix Mp is
equivalent to the constraints that we may get in the case of pure
rotational motion

x̂iRix1 = 0. (8.25)

(Hint: you need to convince yourself that in this case the rank of Np

is no more than m+ 2.)

3. Points in the plane at infinity
Show that the multiple view matrix Mp associated to m images
of a point p in the plane at infinity satisfies the rank condition:
rank(Mp) ≤ 1. (Hint: the homogeneous coordinates for a point p
at infinity are of the form X = [X,Y, Z, 0]T ∈ R4.)
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Chapter 9
Geometry and reconstruction from line
features

Our discussion so far has been based on the assumption that point cor-
respondence is available in a number m ≥ 2 of images. However, as we
have seen in Chapter 4, image correspondence is subject to the aperture
problem, that causes the correspondence to be undetermined along the di-
rection of brightness edges. One may therefore consider matching edges,
rather than individual points. In particular, man-made scenes are abun-
dant with straight lines features that can be matched in different views
using a variety of techniques. Therefore, assuming that we are given cor-
respondence between lines in several images, how can we exploit them to
recover camera pose as well as the 3-D structure of the environment? In
order to answer this question, we need to study the geometry of line corre-
spondences in multiple views. Fortunately, as we see in this chapter, most
of the concept described in the last chapter for the case of points carry
through with lines. Therefore, we follow the derivation in Chapter 8 to
derive all the independent constraints between line correspondences.

9.1 Multiple views of a line

There are several equivalent ways to represent a line in space, L. In terms
of homogeneous coordinates, the line L can be described as the subset of
R3 which satisfies

L = {X | X = Xo + µv, µ ∈ R} ⊂ R3,
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where Xo = [Xo, Yo, Zo, 1]
T ∈ R4 is a base point on this line, v =

[v1, v2, v3, 0]
T ∈ R4 is a non-zero vector indicating the direction of the

line, as shown in Figure 9.1. Hence, in homogeneous coordinates, we can
specify the line by the pair of vectors (Xo, v). Also, the line L can be viewed
as a 1-dimensional hyperplane in R3 and can be described as

L = {X | Π̄X = 0} ⊂ R3,

where Π̄ ∈ R2×4 is a 2 × 4 matrix of rank 2 and Xo, v are both in its
kernel. To distinguish these different but equivalent representations, we
call the later as the co-representation. Clearly, a co-representation specifies
a geometric subspace by its orthogonal supplement. Notice that neither
description is unique. For example, any point on the line L can be the base
point Xo; or one can choose Π̄ to be an n×4 matrix as long as it is of rank
2 and has the same kernel.

Similarly, for an image line in the image plane R2, we can describe it
in either way. In this chapter, for simplicity, we will mainly use the co-
representation: an image point x = [x, y, z]T ∈ R3 lies on an image line
which is represented by a vector l = [a, b, c]T ∈ R3 if it satisfies

lT x = 0.

This is illustrated in Figure 9.1. We will call l the co-image of the line

PSfrag replacements

L
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l

l
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x

v

X

Figure 9.1. Image of a line L. The intersection of P and the image plane represents
the physical projection of L. But it is more conviniently represented by a normal
vector l of the plane P.

L. We will discuss in more detail the definition of image and co-image in
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Chapter 11. Using this notation, a co-image l(t) = [a(t), b(t), c(t)]T ∈ R3

of a L ⊂ E3 taken by a moving camera satisfies the following equation

l(t)T x(t) = l(t)TA(t)Pg(t)X = 0, (9.1)

where x(t) is the image of the point X ∈ L at time t, A(t) ∈ SL(3) is the
camera calibration matrix (at time t), P = [I, 0] ∈ R3×4 is the constant
projection matrix and g(t) ∈ SE(3) is the coordinate transformation from
the world frame to the camera frame at time t. Note that l(t) is the normal
vector of the plane formed by the optical center o and the line L (see Figure
9.1). Since the above equation holds for any point X on the line L, it yields

l(t)TA(t)Pg(t)Xo = l(t)TA(t)Pg(t)v = 0. (9.2)

In the above equations, all x,X and g are in homogeneous representation.
In practice one only measures images at sample times t1, t2, . . . , tm. For

simplicity we denote

li = l(ti), Πi = A(ti)Pg(ti). (9.3)

The matrix Πi is then a 3×4 matrix which relates the ith image of the line
L to its world coordinates (Xo, v) by

lTi ΠiXo = lTi Πiv = 0 (9.4)

for i = 1, . . . ,m. In the above equations, everythin except li’s is unknown.
Solving for Πi’s and L (i.e. (Xo, v)) simultaneously from these equations
is extremely difficult. A natural way to simplify the task is to exploit the
rank deficiency condition from the following equations

NlXo = 0, Nlv = 0, (9.5)

where

Nl =




lT1 Π1

lT2 Π2

...
lTmΠm


 ∈ Rm×4. (9.6)

Hence the rank of Nl must be

rank(Nl) ≤ 2. (9.7)

9.2 The multiple view matrix and its rank

Without loss of generality, we may assume that the first camera frame
is chosen to be the reference frame. That gives the projection matrices
Πi, i = 1, . . . ,m the general form

Π1 = [I, 0], . . . , Πm = [Rm, Tm] ∈ R3×4, (9.8)
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where, as before, Ri ∈ R3×3, i = 2, . . . ,m is the first three columns of Πi

and Ti ∈ R3, i = 2, . . . ,m is the fourth column of Πi. Notice that if the
camera is calibrated, Ri corresponds to the actual camera rotation and Ti

to the translation. Now the matrix Nl becomes

Nl =




lT1 0
lT2 R2 lT2 T2

...
...

lTmRm lTmTm


 ∈ Rm×4. (9.9)

This matrix should have a rank of no more than 2. Multiplying Nl on the
right by the following matrix

Dl =

[
l̂1 l1 0
0 0 1

]
∈ R4×5 (9.10)

yields

N ′
l =




0 lT1 l1 0

lT2 R2 l̂1 lT2R2l1 lT2 T2

...
...

...

lTmRml̂1 lTmRml1 lTmTm


 ∈ Rm×5. (9.11)

Then since Dl is of full rank 4, it yields

rank(N ′
l ) = rank(Nl) ≤ 2.

Obviously, this is true if and only if the following sub-matrix of N ′
l

Ml =




lT2 R2 l̂1 lT2 T2

lT3 R3 l̂1 lT3 T3

...
...

lTmRml̂1 lTmTm



∈ R(m−1)×4 (9.12)

has rank no more than one. We call the matrix Ml the multiple view matrix
associated to a line feature L. Hence we have proved the following:

Theorem 9.1 (Rank deficiency equivalence condition). For the two
matrices Nl and Ml, we have

rank(Ml) = rank(Nl) − 1 ≤ 1. (9.13)

Therefore rank(Nl) is either 2 or 1, depending on whether rank(Ml) is 1 or
0, respectively.

Comment 9.1 (Constraint on rotation from Ml). One may notice
that for the matrix Ml to be of rank 1, it is necessary that the first three
columns are of rank 1. This imposes constraints on the camera rotation
Ri’s only.
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The rank condition certainly implies all trilinear constraints among the
given m images of the line. To see this more explicitly, notice that for
rank(Ml) ≤ 1, it is necessary for any pair of row vectors of Ml to be
linearly dependent. This gives us the well-known trilinear constraints

lTj Tjl
T
i Ri l̂1 − lTi Til

T
j Rj l̂1 = 0 (9.14)

among the first, ith and jth images. Hence the constraint rank(Ml) ≤ 1 is a
natural generalization of the trilinear constraint (for 3 views) to arbitrary
m views since when m = 3 it is equivalent to the trilinear constraint for
lines, except for some rare degenerate cases, e.g., lTi Ti = 0 for some i.

It is easy to see from the rank of matrix Ml that there will be no more
independent relationship among either pairwise or quadruple-wise image
lines. Trilinear constraints are the only non-trivial ones for all the images
that correspond to a single line in 3-D. So far we have essentially proved the
following facts regarding multilinear constraints among multiple images of
a line:

Theorem 9.2 (Linear relationships among multiple views of a
line). For any given m images corresponding to a line L in E3 relative
to m camera frames, the rank-deficient matrix Ml implies that any alge-
braic constraints among the m images can be reduced to only those among 3
images at a time, characterized by the so-called trilinear constraints (9.14).

Although trilinear constraints are necessary for the rank of matrix Ml

(hence Nl) to be 1, they are not sufficient. For equation (9.14) to be non-
trivial, it is required that the entry lTi Ti in the involved rows of Ml need
to be non-zero. This is not always true for certain degenerate cases - such
as the when line is parallel to the translational direction. The rank condi-
tion on Ml, therefore, provides a more complete account of the constraints
among multiple images and it avoids artificial degeneracies that could be
introduced by using algebraic equations.

9.3 Geometric interpretation of the rank condition

In the previous section, we have classified the algebraic constraints that
may arise among m corresponding images of a line. We now know that
the relationships among m images somehow boil down to those among 3
views at a time, characterized by the trilinear constraints (9.14). We here
explain what these equations mean and give a simple intuitive geometric
interpretation for all these algebraic relationships.
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Figure 9.2. Three planes extended from the three images l1, l2, l3 intersect at one
line L in 3-D, the pre-image of l1, l2, l3.

9.3.1 Uniqueness of the pre-image

Given 3 vectors l1, l2, l3 ∈ R3, if they are indeed images of some line L in
3-D with respect to the three camera frames as shown in Figure 9.2, they
should automatically satisfy the trilinear constraints, e.g.,

lT2 T2l
T
3 R3 l̂1 − lT3 T3l

T
2 R2 l̂1 = 0.

Like we did for points, we now ask the inverse question: if the three vectors
l1, l2, l3 satisfy the trilinear constraints, are they necessarily images of some
single line in 3-D, the so-called pre-image? As shown in Figure 9.3, we
denote the planes formed by the optical center oi of the ith frame and
image line li to be Pi, i = 1, 2, 3. Denote the intersection line between P1

and P2 as L2 and the intersection line between P1 and P3 as L3. As pointed
out at the beginning, li ∈ R3 is also the normal vector of Pi. Then without
loss of generality, we can assume that li is the unit normal vector of plane
Pi, i = 1, 2, 3 and the trilinear constraint still holds. Thus, −lTi Ti = di

is the distance from o1 to the plane Pi and (lTi Ri)
T = RT

i li is the unit

normal vector of Pi expressed in the 1th frame. Furthermore, (lTi Ri l̂1)
T is

a vector parallel to Li with length being sin(θi), where θi ∈ [0, π] is the
angle between the planes P1 and Pi, i = 2, 3. Therefore, in the general
case, the trilinear constraint implies two things: first, as (lT2 R2 l̂1)

T is linear

dependent of (lT3 R3 l̂1)
T , L2 is parallel to L3. Secondly, as d2 sin(θ3) =
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Figure 9.3. Three planes extended from the three images l1, l2, l3 intersect at lines
L2 and L3, which actually coincides.

d3 sin(θ2), the distance from o1 to L2 is the same with the distance from o1
to L3. They then imply that L2 coincides with L3, or in other words, the line
L in 3-D space is uniquely determined. However, we have degeneracy when
P1 coincides with P2 and P3. In that case, d2 = d3 = 0 and (lT2 R2 l̂1)

T =

(lT3 R3 l̂1)
T = 03×1. There are infinite number of lines in P1 = P2 = P3 that

generate the same set of images l1, l2 and l3. The case when P1 coincides
with only P2 or only P3 is more tricky. For example, if P1 coincides with
P2 but not with P3, then d2 = 0 and (lT2 R2 l̂1)

T = 03×1. However, if we
re-index the images (frames), then we still can obtain a non-trivial trilinear
constraint, from which L can be deduced as the intersection line between
P1 and P3. So we have in fact proved the following fact:

Lemma 9.1 (Properties of trilinear constraints for lines). Given
three camera frames with distinct optical centers and any three vectors
l1, l2, l3 ∈ R3 that represents three lines on each image plane. If the three
image lines satisfy trilinear constraints

lTj Tjil
T
kRki l̂i − lTk Tkil

T
j Rji l̂i = 0, i, j, k = 1, 2, 3

a unique pre-image L is determined except when the three planes defined
respectively by the centers oi’s of the camera and the vectors li’s as their
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normals all coincide with each other. For this only degenerate case, the
matrix Ml becomes zero. 1

For more than 3 views, in order to check the uniqueness of the pre-image,
one needs to apply the above lemma to every triplet of views. The possible
combinations of degenerate cases make it very hard to draw any consistent
conclusion. However, in terms of the rank condition on the multiple view
matrix, the lemma can be generalized to multiple views in a much more
concise and unified form:

Theorem 9.3 (Uniqueness of the pre-image). Given m vectors in R3

representing lines on the image planes with respect to m camera frames,
they correspond to the same line in the 3-D space if the rank of the matrix
Ml relative to any of the camera frames is 1. If its rank is 0 (i.e. the
matrix Ml is zero), then the line is determined up to a plane on which all
the camera centers must lie.

The proof follows directly from Theorem 9.1. So the case that the line
in 3-D shares the same plane as all the centers of the camera frames is the
only degenerate case when one will not be able to determine the exact 3-D
location of the line from its multiple images. As long as the camera frames
have distinct centers, the set of lines that are coplanar with these centers is
of only zero measure. Hence, roughly speaking, trilinear constraints among
images of a line rarely fail in practice. Even the rectilinear motion will not
pose a problem as long as enough number of lines in 3-D are observed, the
same as in the point case. On the other hand, the theorem also suggests
a criteria to tell from the matrix Ml when a degenerate configuration is
present: exactly when the largest singular value of the Ml matrix (with
respect to any camera frame) is close to zero.

9.3.2 Geometry of the multiple view matrix

Now we can have better understanding of the geometric meaning of the
matrix Ml. If l1, . . . , lm are the m images of one line L in m different
views, and without loss of generality, li’s are unit vectors, then RT

i li is the
normal vector of the plane Pi formed by L and the optical center oi of the
ith frame expressed in the 1th frame. With −lTi Ti being the distance from
o1 to Pi, [li

TRi lTi Ti]X = 0, X = [x, y, z, 1] ∈ R4 is the function of plane

Pi. Besides, since l1, R
T
2 l2, . . . , R

T
mlm are all perpendicular to L, they are

coplanar. Hence (lTi Ri l̂1)
T is parallel to the vector along the line L, i.e.

[lTi Ril̂1, 0]T ∈ R4 is proportional to the vector v which defines the line L
in 3-D. Since Ml has rank 1, if we view each row of Ml as homogeneous
coordinates of some point in 3-D, then all the rows in fact defines a unique

1Here we use subscripts ji to indicate that the related transformation is from the ith

frame to the jth.
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point in 3-D. This point is not necessarily on the image plane though. If
we call this point p, then the vector defined by p− o1 is obviously parallel
to the original line L in 3-D. We also call it v. Therefore the so-defined Ml

matrix in fact gives us a map from lines in 3-D to vectors in 3-D:

Ml : L ⊂ R3 7→ v ∈ R3.

This map is certainly not injective but surjective. That is, from Ml matrix
alone, one will not be able to recover the exact 3-D location of the line L,
but it will give us most of the information that we need to know about its
images. Moreover, the vector gives the direction of the line, and the norm
‖v‖ is exactly the ratio:

‖v‖ = sin(θi)/di, ∀i = 2, . . . ,m.

Roughly speaking, the farther away is the line L from o1, the smaller this
ratio is. In fact, one can show that the family of parallel lines in 3-D that
all map to the same vector v form a cylinder centered around o1. The
above ratio is exactly the inverse of the radius of such a cylinder. We may
summarize our discussion into the following theorem:

Theorem 9.4 (Geometry of the matrix Ml). The matrix Ml associated
to a line L in 3-D maps this line to a unique vector v in 3-D. This map is
surjective and two lines are mapped to the same vector if and only if they
are: 1. parallel to each other and 2. of the same distance to the center o of
the reference camera frame. That distance is exactly 1/‖v‖.

Therefore, knowing Ml (i.e. the vector v), we know that L must lie on a
circle of radius r = 1/‖v‖, as shown in Figure 9.4. So if we can obtain theMl

PSfrag replacements L

v

r

o

Figure 9.4. An equivalent family of parallel lines that give the same Ml matrix.

matrix for L with respect to another camera center, we get two families of
parallel lines lying on two cylinders. In general, these two cylinders intersect
at two lines, unless the camera centers all lie on a line parallel to the line
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L. Hence, two Ml matrices (for the same line in 3-D) with respect to two
distinct camera centers determine the line L up to two solutions. One would
imagine that, in general, a third Ml matrix respect to a third camera center
will then uniquely determine the 3-D location of the line L.

9.3.3 Relationships between rank conditions for line and point

It is interesting to explore the relationship between the rank conditions
derived for points in Chapter 8 and the rank conditions for lines in this
chapter. Let x1, . . . ,xm be the m images of a point p in 3-D space, and
(Ri, Ti) ∈ R3×4be the corresponding transformation from the ith camera
frame to the first, i = 2, . . . ,m. Denote

Mp =




x̂2R2x1 x̂2T2

...
...

x̂mRmx1 x̂mTm


 ∈ R3(m−1)×2.

Then according to the rank condition for point in Chapter 8, we have

rank(Mp) ≤ 1.

The apparent similarities between both the rank conditions and the forms
of Ml and Mp are expected due to the geometric duality between lines and
point. In the 3-D space, a point can be uniquely determined by two lines,
while a line can be uniquely determined by two points. So our question
now is that if the two set of rank conditions can be derived from each other
based on the geometric duality.

First we show that we can derive the rank condition for line from rank
condition for point. Let p1 and p2 be two distinct points on a line L in the
3-D space. Denote the m images of p1, p2 under m views to be x1

1, . . . ,x
1
m

and x2
1, . . . ,x

2
m, respectively. Hence, the ith (i = 1, . . . ,m) view of L can be

expressed as li = x̂2
i x

1
i or l̂i = x2

i x
1T
i −x1

i x
2T
i , i = 1, . . . ,m. From the rank

deficiency of M1
p and M2

p , we have x̂1
iRix

1
1 = αx̂1

i Ti and x̂2
iRix

2
1 = βx̂2

i Ti

for some α, β ∈ R and i = 1, . . . ,m. This gives

lTi Ril̂1 = −x1T
i x̂2

i Ti(αx
2T
1 − βx1T

1 ), lTi Ti = −x1T
i x̂2

i Ti. (9.15)

which means that each row of Ml is spanned by the same vector [(αx2T
1 −

βx1T
1 ), 1]T ∈ R4. Therefore,

rank(M1
p ) ≤ 1 & rank(M2

p ) ≤ 1 ⇒ rank(Ml) ≤ 1.

The inverse direction of this duality is not so straightforward. The reason is
obvious: the duality is not totally symmetric. In the 3-D space, any distinct
two points can determine a line. However, not any two lines may intersect at
one point unless they are coplanar. Hence, in order to prove the inverse, an
additional coplanar condition for the two lines in space should be imposed.
This will be investigated in the next chapter. But the matrices Mp and Ml
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already reveal some interesting duality between the camera center o and the
point p in 3-D. For example, if the camera center moves on a straight line
(the rectilinear motion), from the Mp matrix associated to a point p, the 3-
D location of the point p can only be determined up to a circle. On the other
hand, if the camera center is fixed but the point p can move on a straight
line L, from the Ml matrix associated to the line L, the 3-D location of this
line can only be determined up to a circle too. Mathematically speaking,
matrices Mp and Ml define an equivalence relationship for points and lines
in the 3-D space, respectively. They both group points and lines according
to their distance to the center of the reference camera frame. Numerically,
the sensitivity for Mp and Ml as rank-deficient matrices depends very much
on such distance. Roughly speaking, the farther away is the point or line,
the more sensitive the matrix is to noise or disturbance. Hence, in practice,
one may view Mp and Ml as a natural “metric” for the quality of the
measurements associated to the multiple images of a 3-D point or line.

9.4 Applications of the rank condition

The rank condition on the matrix Ml allows us to use all the constraints
among multiple images of a line feature simultaneously without specifying
a set of triple-wise frames. That is, it makes it possible to use all the data
simultaneously for purposes such as feature matching or recovering camera
configuration from multiple images of lines. Many natural algorithms are
suggested by the simple form of the Ml matrix. These algorithms run in
exact parallel as those outlined for the case of point features.

Ideally, one likes to formulate the entire problem of reconstructing 3-D
motion and structure as one optimizing some global objective function2

subject to the rank condition. However, such an approach usually relies
on very difficult nonlinear optimization methods. Instead, we here divide
the overall problem into a few subproblems: matching features assuming
known motion, and estimating motion assuming known matched features.
Sections 4.1 and 4.2 treat these two subproblems respectively.

9.4.1 Matching

In general we like to test if given m vectors l1, . . . , lm ∈ R3 with known Π
indeed satisfy all the constraints that m images of a single 3-D line (pre-
image) should. There are two ways of performing this. One is based on the
fact that Ml matrix has rank no more than 1. Another is based on the
geometric interpretation of Ml matrix.

2Such as the reprojection error in image.



198 Chapter 9. Geometry and reconstruction from line features

Since rank(Ml) ≤ 1, the 4× 4 matrix MT
l Ml also has rank no more than

1. Hence, ideally with given l1, . . . , lm and Π, the eigenvalues of MT
l Ml

should satisfy λ1 ≥ 0, λ2 = λ3 = λ4 = 0. A more numerically robust
algorithm would be:

Algorithm 9.1 (Multiple view matching test). Suppose the projec-
tion matrix Π associated to m camera frames are given. Then for given m
vectors l1, . . . , lm ∈ R3,

1. Compute the matrix Ml ∈ Rm×4 according to (9.12).

2. Compute second largest eigenvalue λ2 of the 4 × 4 matrix MT
l Ml;

3. If λ2 ≤ ε1 for some pre-fixed threshold ε1, then we say the m image
vectors match. Otherwise discard it as outliers.

9.4.2 Reconstruction

Now suppose that m(≥ 3) images lj1, . . . , l
j
m of n lines Lj , j = 1, . . . , n

are given and we want to use them to estimate the unknown projection
matrix Π. From the rank condition of the Ml matrix, we know that the
kernel of Ml should have 3 dimensions. Denote M j

l to be the Ml matrix

for the jth line, j = 1, . . . , n. Since lji
T
Ril̂

j
1 is a vector parallel to Lj ,

then for any two linear independent vectors uj , wj ∈ R3 lying in the plane
perpendicular to Lj ,

[
uj

0

]
and

[
wj

0

]
are two base vectors in the kernel of

M j
l . Let

[
αj

1

]
∈ ker(M j

l ) be a vector orthogonal to both
[

uj

0

]
and

[
wj

0

]
.

Then

αj = [αj
1, α

j
2, α

j
3]

T = kj ûjwj , (9.16)

for some kj ∈ R. It is direct to see that αj is a vector parallel to the line Lj .
It is in fact pointing to the opposite direction of the vector vj associated
to the line Lj and has a norm equal to the distance from the line Lj to the
center of the reference camera frame. Thus for the ith view, i = 2, . . . ,m,
we define matrices:

Pi
.
=




l1i
T

α1T
(−l̂11 ∗ l1i

T
)

...
...

lni
T αnT (−l̂n1 ∗ lni

T )

0 u1T
(−l̂11 ∗ l1i

T
)

...
...

0 unT (−l̂n1 ∗ lni
T )

0 w1T
(−l̂11 ∗ l1i

T
)

...
...

0 wnT (−l̂n1 ∗ lni
T )




∈ R3n×12, (9.17)
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where ∗ is the Kronecker product. Then we have

Pi

[
~Ti

~Ri

]
= 0, (9.18)

where ~Ti = Ti and ~Ri = [r11, r21, r31, r12, r22, r32, r13, r23, r33]
T , with rkl

being the (kl)th entry of Ri, k, l = 1, 2, 3. It can be shown that if αj , uj , wj ’s
are known, the matrix Pi is of rank 11 if more than n ≥ 12 lines in general
position are given. In that case, the kernel of Pi is unique, and so is (Ri, Ti).
Hence if we know αj for each j = 1, . . . , n, then we can estimate (Ri, Ti)
by performing singular value decomposition (SVD) on Pi. In practice, the
initial estimations of αj , uj , wj ’s may be noisy and only depend on local
data, so we can use iteration method. First, we get estimates for (Ri, Ti)’s,
then we use the estimated motions to re-calculate αj ’s, and iterate in this
way till the algorithm converges. However, currently there are several ways
to update αj , uj , wj ’s in each iteration. Initialization of αj , uj , wj and the
overall algorithm are described in the next section.

Euclidean reconstruction

Here we illustrate the overall algorithm for the case when the camera is
assumed to be calibrated. That is A(t) = I hence the projection matrix
Πi = [Ri, Ti] represents actual Euclidean transformation between camera
frames. We will discuss later on what happens if this assumption is violated.

Given the first three views of (at least) 12 lines in the 3-D space. Let
M j

l3 be the matrix formed by the first 3 columns of M j
l associated to the

first three views. From M j
l3, we can already estimate uj , wj ∈ ker(M j

l3),
where uj , wj are defined above. So after we obtain an initial estimation of
(R̃i, T̃i) for i = 2, 3, we can calculate M̃ j

l3 and compute the SVD of it such

that M̃ j
l3 = U2S2V

T
2 , then pick ũj , w̃j being the 2nd and 3rd columns of

V2 respectively. Then the estimation for αj is α̃j = kj(ũj × w̃j) for some
kj ∈ R to be determined. k can be estimated by least squares method such
that

kj = −
∑m

i=2(l
j
i

T
T̃i)(l

j
i

T
R̃i l̂

j
1
̂̃ujw̃j)

∑m
i=2(l

j
i

T
R̃i l̂

j
1
̂̃ujw̃j)2

. (9.19)

Using the estimated αj , uj , wj , we can now compute the matrix Pi from
(9.17). By performing SVD on Pi such that Pi = USV T , we then pick the
last column of V to obtain estimates respectively for Ti and Ri as T̄i ∈ R3

and R̄i ∈ R3×3 for i = 2, . . . ,m. Since R̄i is not guaranteed to be a rotation
matrix, in order to project R̄i onto SO(3), we can then do SVD on R̄i such
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that R̄i = UiSiV
T
i , so the estimates for Ri ∈ SO(3) and Ti ∈ R3 are

T̃i =
sign(det(UiV

T
i ))

3
√

det(Si)
T̄i ∈ R3, (9.20)

R̃i = sign(det(UiV
T
i ))UiV

T
i ∈ SO(3). (9.21)

The αj , uj , wj can then be re-estimated from the full matrix M j
l computed

from the motion estimates (R̃i, T̃i).
Based on above arguments, we can summarize our algorithm as the

following:

Algorithm 9.2 (Structure and motion from multiple views of
lines). Given a set of m images lj1, . . . , l

j
m of n lines Lj, j = 1, . . . , n,

we can estimate the motions (Ri, Ti), i = 2, . . . ,m as the following:

1. Initialization

(a) Set step counter s = 0.
(b) Compute initial estimates for (Ri, Ti), i = 2, 3 for the first three

views.
(c) Compute initial estimates of αj

s, u
j
s, w

j
s for j = 1, . . . , n from the

first three views.

2. Compute Pi from (9.17) for i = 2, . . . ,m, and obtain (R̄i, T̄i) from
the eigenvector associated to its smallest singular value.

3. Compute (R̃i, T̃i) from (9.20) and (9.21), i = 2, . . . ,m.

4. Compute αj
s+1, u

j
s+1, w

j
s+1 based on the M j matrix calculated by using

(R̃i, T̃i). Normalize αj
s+1 so that ‖α1

s+1‖ = 1.

5. If ‖αs+1 −αs‖ < ε for some threshold ε, then stop, else set s = s+1,
and goto 2.

There are several notes for the above algorithm:

1. From (9.17) we can see that in order to get a unique (Ri, Ti) from
SVD on Pi, we want the rank of Pi to be 11, this requires that we
have at least 12 pairs of line correspondences.

2. There are several ways for the initial estimation of αj ’s. There is
an nonlinear algorithm for estimating trifocal tensor given by Hart-
ley et. al. [HZ00]. Although linear algorithms for three views of line
features also exist [WHA93], they usually require at least 13 lines
matched across three views. In practice, one may instead use the two
view 8 point algorithm to initialize the first three views.

3. The way that αj is re-estimated from M j
l is not unique. It can also

be recovered from the rows of M j
l , from the relationship between αj

and v mentioned above. The reason to set ‖α1
s+1‖ to be 1 in Step 4
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is to fix the universal scale. It is equivalent to putting the first line
at a distance of 1 to the first camera center.

4. There is an interesting characteristic of the above algorithm: (Ri, Ti)
seem to be estimated using pairwise views only. But it is not exactly
true. The computation of the matrix Pi depends on all αj , uj , wj each
of which is estimated from the M j

l matrix for all views.

Remark 9.1 (Euclidean, affine or projective reconstruction). We
must point out that, although it seems to be proposed for the calibrated cam-
era (Euclidean) case only, the algorithm works just the same if the camera
is weakly calibrated (affine) or uncalibrated (projective). The only change
needed is at the initialization step. In order to initialize αj ’s, either a Eu-
clidean, affine or projective choice for (R2, T2) and (R3, T3) needs to be
specified. This is where our knowledge of the camera calibration enters the
picture. In the worst case, i.e. when we have no knowledge on the camera
at all, any choice of a projective frame will do. In that case, the relative
transformation among camera frames and the scene structure are only re-
covered up to a projective transformation of choice. Once that is done, the
rest of the algorithm runs exactly the same.

9.5 Experiments

In this section, we show in simulation the performance of the above al-
gorithm. We test it on two different scenarios: sensitivity of motion and
structure estimates with respect to the level of noise on the line mea-
surements; and the effect of number of frames on motion and structure
estimates.

9.5.1 Setup

The simulation parameters are as follows: number of trials is 500, number
of feature lines is typically 20, number of frames is 4 (unless we vary it
on purpose), field of view is 90o, depth variation is from 100 to 400 units
of focal length and image size is 500 × 500. Camera motions are specified
by their translation and rotation axes. For example, between a pair of
frames, the symbol XY means that the translation is along the X-axis and
rotation is along the Y -axis. If n such symbols are connected by hyphens,
it specifies a sequence of consecutive motions. The ratio of the magnitude
of translation ||T || and rotation θ, or simply the T/R ratio, is compared at
the center of the random cloud scattered in the truncated pyramid specified
by the given field of view and depth variation. For each simulation, the
amount of rotation between frames is given by a proper angle and the
amount of translation is then automatically given by the T/R ratio. We
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always choose the amount of total motion such that all feature (lines) will
stay in the field of view for all frames. In all simulations, each image line is
perturbed by independent noise with a standard deviation given in degrees.

Error measure for rotation is arccos
(

tr(RR̃T )−1
2

)
in degrees where R̃ is an

estimate of the true R. Error measure for translation is the angle between
T and T̃ in degrees where T̃ is an estimate of the true T . Error measure for
structure is approximately measured by the angle between α and α̃ where
α̃ is an estimate of the true α.

Algorithm 2 requires that we initialize with the first three views. In
simulations below, we initialize the motion among the first three views us-
ing motion estimates from the linear algorithm for point features (see the
previous chapter). The error in initial motion estimates correspond to an
increasing level of noise on image points from 0 to 5 pixels. While the line
measurements are perturbed by an increasing level of random angle from
0 to 2.5 degrees, the motion for the first three views are initialized with
a corresponding level of noisy estimates. Of course, one may run exist-
ing algorithms based on trilinear constraint [WHA93] for line features and
initialize the first three views. But motion estimation from line measure-
ments alone is much more sensitive to degenerate configurations - any line
coplanar with the translation gives essential no information on the camera
motion nor its own 3-D structure. On the other hand, point features give
more stable initial estimates.

9.5.2 Motion and structure from four frames

Figures 9.5 and 9.6 plot respectively the motion and structure estimate er-
rors versus the level of noises added on the line measurements. The motion
sequence is XX-Y Y -X(XY ), where (XY ) means a direction half between
the X-axis and Y -axis. Unlike point features, the quality of line feature
measurements depends heavily on the camera motion. Among the 20 ran-
domly generated 3-D lines, those which are coplanar with the translation
will give little information on the camera motion or its 3-D location. These
“bad” measurements typically contribute to a larger error in estimates.
Their effect is quite noticeable in simulations and sometimes even causes
numerical instability. By examining the multiple view matrixMl associated
to each line, we believe in the future we will be able to find good criteria
to eliminate the “bad” lines hence improve the motion and structure esti-
mates. Even so, the current algorithm is still able to converge to reasonably
good estimates for the uninitialized motion between the fourth frame and
the first.
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Figure 9.5. Motion estimate error from four views. The number of trials is 500.
T/R ratio is 1. The amount of rotation between frames is 20o.
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Figure 9.6. Structure estimate error from four views. The number of trials is 500.
T/R ratio is 1. The amount of rotation between frames is 20o.

9.5.3 Error as a function of number of frames

Figures 9.7 and 9.8 plot respectively the motion and structure estimate
errors versus the number of frames. The noise level on the image line mea-
surements is 1o. The motion sequence is an orbital motion around the set
of 20 random lines generated at a distance between 200 and 400 units of
focal length away from the camera centers. The amount of rotation is in-
crementally 15o between frames and a corresponding amount of translation
is used to generate the orbital motion. From Figure 9.8, we see that the
structure estimates improve while the number of frames increases, which is
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expected. In fact, the error converges to the given level of noise on the line
measurements. However, according to Figure 9.7, motion estimates do not
necessarily improve with an increase number of frames since the number
of motion parameters increase linearly with the number of frames. In fact,
we see that after a few frames, additional frames will have little effect on
the previous motion estimates.
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Figure 9.7. Motion (between frames 4-1 and 5-1) estimate error versus number
of frames for an orbital motion. The number of trials is 500.
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Figure 9.8. Structure estimate error versus number of frames for an orbital
motion. The number of trials is 500.
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Comment 9.2. From our experience with the simulations, we want to
mention a few things about the proposed linear algorithm for line features:

• Degenerate configuration is a more severe problem for line features
than point features. Eliminating bad lines based on the multiple view
matrix Ml will improve the estimate significantly.

• The rank 1 condition for the four column Ml is numerically less
stable than that for the two column Mp for point features. Better nu-
merical techniques for imposing the rank condition on Ml are worth
investigating.

• The algorithm requires at least 12 lines which is twice as many as that
required by the algorithm using point features. Increase the number of
line features, motion estimates will improve but not the structure.

• In the future, we need to further investigate how these algorithms
perform if a mixture of point and line features are used, or additional
constraints such as coplanar are imposed on the features.

9.6 Summary

9.7 Exercises



This is page 206
Printer: Opaque this

Chapter 10
Geometry and reconstruction with
incidence relations

The previous two chapters described the constraints involving correspond-
ing points or lines. In this chapter we address the case when correspondence
of points and lines is available. This results in a formal condition that has
all rank conditions discussed in previous chapters as special cases. We also
discuss how to enforce the constraint that all geometric features lie on a
plane, which is a special case of considerable practical importance.

10.1 Image and co-image of a point and line

Let E3 denote the three-dimensional Euclidean space and p ∈ E3 denote a
point in the space. The homogeneous coordinates of p relative to a fixed
world coordinate frame are denoted as X

.
= [X,Y, Z, 1]T ∈ R4. From previ-

ous chapters, we know that the (perspective) image x(t)
.
= [x(t), y(t), z(t)]T

∈ R3 of p, taken by a moving camera at time t satisfies the following
relationship:

λ(t)x(t) = A(t)Pg(t)X. (10.1)

Now suppose that p is lying on a straight line L ⊂ E3, as shown in Figure
10.1. We know that the line L can be defined by a collection of points in
E3 that can be described (in homogeneous coordinates) as:

L
.
= {X | X = Xo + µv, µ ∈ R} ⊂ R4, (10.2)

where Xo = [Xo, Yo, Zo, 1]
T ∈ R4 are coordinates of a base point po on

this line and v = [v1, v2, v3, 0]T ∈ R4 is a non-zero vector indicating the
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direction of the line. Then the image of the line L at time t is simply
the collection of images x(t) of all points p ∈ L. It is clear that all such
x(t)’s span a plane in R3, as shown in Figure 10.1. The projection of the
line is simply the intersection of this plane with the image plane. Usually
it is more convenient to specify a plane by its normal vector, denoted as
l(t) = [a(t), b(t), c(t)]T ∈ R3. We call this vector l the co-image of the line
L, which satisfies the following equation:

l(t)T x(t) = l(t)TA(t)Pg(t)X = 0 (10.3)

for any image x(t) of any point p on the line L. Notice that the column (or

row) vectors of the matrix l̂ span the (physical) image of the line L, i.e. they
span the plane which is orthogonal to l.1 This is illustrated in Figure 10.1.
Similarly, if x is the image of a point p, its co-image (the plane orthogonal
to x) is given by the matrix x̂. So in this chapter, we will use the following
notation:

Image of a point: x ∈ R3, Co-image of a point: x̂ ∈ R3×3,

Image of a line: l̂ ∈ R3×3, Co-image of a line: l ∈ R3.
(10.4)

Notice that we always have x̂ ·x = 0 and l̂ · l = 0. Since image and co-image
are equivalent representation of the same geometric entity, sometimes for
simplicity (and by abuse of language) we may simply refer to either one as
“image” if its meaning is clear from the context.

If sampled images of x(t) or l(t) are given at some time instances:
t1, t2, . . . , tm, for simplicity we denote:

λi = λ(ti), xi = x(ti), li = l(ti), Πi = A(ti)Pg(ti). (10.5)

As before, the matrix Πi is the projection matrix relative to the ith camera
frame. The matrix Πi ∈ R3×4 then relates the ith image of the point p to
its world coordinates X by:

λixi = ΠiX (10.6)

and the ith co-image of the line L to its world coordinates (Xo, v) by:

lTi ΠiXo = lTi Πiv = 0, (10.7)

for i = 1, . . . ,m. If the point is actually lying on the line, we further have
a relationship between the image of the point and the co-image of the line:

lTi xi = 0, (10.8)

for i = 1, . . . ,m.
In the above systems of equations, the unknowns, λi’s, X, Xo and v,

which encode the information about 3-D location of the point p or the line

1In fact, there is some redundancy using l̂ to describe the plane: the three column (or
row) vectors in l̂ are not linearly independent. They only span a two-dimensional space.
However, we here use it anyway to simplify the notation.
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Figure 10.1. Images of a point p on a line L. Planes extended from the image
lines l̂1, l̂2 should intersect at the line L in 3-D. Lines extended from the image
points x1,x2 intersect at the point p.

L in R3 are not intrinsically available from images. By eliminating these
unknowns from the equations we obtain the remaining intrinsic relation-
ships between x, l and Π only, i.e. between the image measurements and the
camera configuration. Of course there are many different, but algebraically
equivalent ways for elimination of these unknowns. This has in fact resulted
in different kinds (or forms) of multilinear (or multifocal) constraints that
exist in the computer vision literature. We here introduce a more system-
atic way of eliminating all the above unknowns that results in a complete
set of conditions and a clear geometric characterization of all constraints.

10.2 Rank conditions for various incidence
relations

As we have seen in the previous chapters, multiple images of a point or a
line in E3 are governed by certain rank conditions. Such conditions not only
concisely capture geometric constraints among multiple images, but also are
the key to further reconstruction of the camera motion and scene structure.
In this section, we will show that all basic incidence relationships among
different features, i.e. inclusion, intersection or restriction of features, can
also be fully captured by similar rank conditions. Since these relationships
can be easily detected or verified in each image, such knowledge can be and
should be exploited if a consistent reconstruction is sought.
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10.2.1 Inclusion of features

Consider the situation when you observe a line l1 in the reference view but
in remaining views, you observe images x2, . . . ,xm of a feature point on the
line – we say that this feature point is included by the line. To derive the
constraints that such features have to satisfy, we start with the matrix Np

(which was introduced in Chapter 8) and left multiply it by the following
matrix:

D′
l =




lT1 0

l̂1 0
0 I3(m−1)×3(m−1)


 ∈ R(3m+1)×3m. (10.9)

We obtain:

D′
lNp =




lT1 0 0 0 · · · 0

l̂1 0 l̂1x1 0 · · · 0

R2 T2 0 x2
. . .

...
...

...
...

. . .
. . . 0

Rm Tm 0 · · · 0 xm



∈ R(3m+1)×(m+4). (10.10)

Since rank(D′
l) = 3m, we have rank(Np) = rank(D′

lNp) ≤ m+ 3. Now left
multiply D′

lNp by the the following matrix:

D′
p =




I4×4 0 0 · · · 0
0 x̂2 0 · · · 0
0 xT

2 0 · · · 0

0 0
. . .

. . .
...

...
. . .

. . .
. . . 0

0 · · · 0 0 x̂m

0 · · · 0 0 xT
m




∈ R(4m+1)×(3m+1). (10.11)

It is direct to verify that the rank of the resulting matrix D′
pD

′
lNp is related

to the rank of its sub-matrix:

N ′′
p =




lT1 0
x̂2R2 x̂2T2

...
...

x̂mRm x̂mTm


 ∈ R(3m−2)×4 (10.12)

by the expression rank(N ′′
p ) +m ≤ rank(D′

pD
′
lNp) = rank(Np). Now right

multiplying N ′′
p by:

[
l1 l̂1 0
0 0 1

]
∈ R4×5 (10.13)



210 Chapter 10. Geometry and reconstruction with incidence relations

yields:




lT1 l1 0 0

x̂2R2l1 x̂2R2 l̂1 x̂2T2

...
...

...

x̂mRml1 x̂mRml̂1 x̂mTm


 ∈ R(3m−2)×5. (10.14)

We call its sub-matrix:

Mlp
.
=




x̂2R2 l̂1 x̂2T2

...
...

x̂mRml̂1 x̂mTm


 ∈ R[3(m−1)]×4 (10.15)

the multiple view matrix for a point included by a line. Its rank is related
to that of Np by the expression:

rank(Mlp) ≤ rank(Np) − (m+ 1) ≤ 2. (10.16)

Since rank(AB) ≥ (rank(A) + rank(B) − n) for all A ∈ Rm×n, B ∈ Rn×k,

we have rank(x̂iRil̂1) ≥ 1. So we essentially have proven the following:

Lemma 10.1 (Rank condition with inclusion). For multiple images
of a point p on a line L, the multiple view matrix Mlp defined above satisfies

1 ≤ rank(Mlp) ≤ rank(Np) − (m+ 1) ≤ 2. (10.17)

The rank condition onMlp then captures the incidence condition in which
a line with co-image l1 includes a point p in E3 with images x2, . . . ,xm

with respect to m − 1 camera frames. What kind of equations does this
rank condition give rise to? Without loss of generality, let us look at the
sub-matrix

Mlp =

[
x̂2R2 l̂1 x̂2T2

x̂3R3 l̂1 x̂3T3

]
∈ R6×4. (10.18)

The rank condition implies that every 3 × 3 sub-matrix of Mlp has deter-
minant zero. The first three rows are automatically of rank 2 and so are
the last three rows and the first three columns.2 Hence any non-trivial de-
terminant consists of two and only two rows from either the first three or
last three rows, and consists of two and only two columns from the first
three columns. For example, if we choose two rows from the first three,
it is direct to see that such a determinant is a polynomial of degree 5 on
(the entries of) l1,x2 and x3 which is quadratic on l1 and also quadratic in

2This is due to the redundancy of using û for the orthogonal supplement of u ∈ R
3.
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x2. The resulting equation is not multilinear in these vectors at all,3 but it
indeed imposes non-trivial constraints among these images (or co-images).
The study of this type of constraints has been completely ignored in the
past. In fact, if we have four images (in Mlp), one may take one row from
the 2nd, 3rd and 4th images. The resulting equation would involve all four
images. It is however not the “quadrilinear constraint” since the equation is
always quadratic in l1. We may summarize the above discussion as follows:

Corollary 10.1 (Multiple view nonlinear constraints). Given m ≥ 4
images, multilinear constraints exist only up to triple-wise images. How-
ever, nonlinear constraints exist among triple-wise and quadruple-wise
images.

10.2.2 Intersection of features

Consider the situation in which, in the reference, you observe the image x1

of a point p, but in the remaining views, you observe co-images l2, l3, . . . , lm
of lines that intersect at the point – in this case these co-images do not have
to correspond to the same line in E3. There are many different, but equiv-
alent ways to derive the constraints that such set of features has to satisfy.
For simplicity, we here start with the matrix Mp (which was introduced in
Chapter 8):

Mp =




x̂2R2x1 x̂2T2

x̂3R3x1 x̂3T3

...
...

x̂mRmx1 x̂mTm


 ∈ R[3(m−1)]×2. (10.19)

This matrix should have a rank of no more than 1. Since the point belongs
to all the lines, we have

lTi xi = 0, i = 1, . . . ,m.

Hence li ∈ range(x̂i). That is, there exist ui ∈ R3 such that li = x̂i
Tui, i =

1, . . . ,m. Since rank(Mp) ≤ 1, so should be the rank of following matrix
(whose rows are simply linear combinations of those of Mp):




uT
2 x̂2R2x1 uT

2 x̂2T2

...
...

uT
mx̂mRmx1 uT

mx̂mTm


 =




lT2 R2x1 lT2 T2

...
...

lTmRmx1 lTmTm


 ∈ R(m−1)×2.(10.20)

3Hence it is a constraint that is not in any of the multilinear (or multifocal) constraint
lists previously studied in the computer vision literature. For a list of these multilinear
constraints, see [HZ00].
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We call the matrix

Mpl
.
=




lT2 R2x1 lT2 T2

...
...

lTmRmx1 lTmTm


 ∈ R(m−1)×2 (10.21)

the multiple view matrix for lines intersecting at a point. Then we have
proved:

Lemma 10.2 (Rank condition with intersection). Given the image
of a point p and multiple images of lines intersecting at p, the multiple view
matrix Mpl defined above satisfies:

0 ≤ rank(Mpl) ≤ 1. (10.22)

The above rank condition on the matrix Mpl captures the incidence con-
dition between a point and lines which intersect at the same point. It is
worth noting that for the rank condition to be true, it is necessary that
all 2 × 2 minors of Mpl be zero, i.e. the following constraints hold among
arbitrary triplets of given images:

[lTi Rix1][l
T
j Tj ] − [lTi Ti][l

T
j Rjx1] = 0 ∈ R, i, j = 2, . . . ,m. (10.23)

These are exactly the well-known point-line-line relationships among three
views [HZ00]. However, here li and lj do not have to be co-images of the
same line in E3. Their pre-images only have to intersect at the same point p.
This undoubtly relaxed the restriction on the meaning of “corresponding”
line features. Hence our results have extended the use of the point-line-line
relationship. The rank of the above matrix Mpl is bounded by 1 is because
a point image feature x1 of p is chosen in the first image. If we relax it to
an image of a line that intersects at p, then we get a matrix which is similar
to Ml defined in the previous chapter:

M̃l
.
=




lT2 R2 l̂1 lT2 T2

...
...

lTmRml̂1 lTmTm


 ∈ R(m−1)×4. (10.24)

However, here li in the ith view can be the co-image of any line out of a
family which intersect at a point p. It is then easy to derive from Lemma
10.1 and the proof of Lemma 10.2 that:

Corollary 10.2 (An intersecting family of lines). Given m imasge
of a family lines intersecting at a 3D point p, the matrix M̃l defined above
satisfies:

1 ≤ rank(M̃l) ≤ 2. (10.25)
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We leave the proof as exercise to the reader. The reader also should
be aware of the difference between this corollary and the Theorem 9.1:
Here l1, . . . , lm do not have to be the coimages of a single 3D line, but
instead each of them may randomly correspond to any line in an intersecting
family. It is easy to see that the above rank condition imposes non-trivial
constraints among up to four images, which conforms to what Corollary
10.1 says.

10.2.3 Features restricted to a plane

Another incidence condition commonly encountered in practice is that all
features involved are actually lying on a plane, say P, in E3. In gen-
eral, a plane can be described by a vector π = [a, b, c, d] ∈ R4 such that
the homogeneous coordinates X of any point p on this plane satisfy the
equation:

πX = 0. (10.26)

Although we assume such a constraint on the coordinates X of p, in general
we do not have to assume that we know π in advance.

Similarly, consider a line L = {X | X = Xo + µv, µ ∈ R}. Then this line
is in the plane P if and only if:

πXo = πv = 0. (10.27)

For convenience, given a plane π = [a, b, c, d], we usually define π1 =
[a, b, c] ∈ R3 and π2 = d ∈ R.

It turns out that, in order to take into account the planar restriction, we
only need to change the definition of each multiple view matrix slightly, but
all the rank conditions remain exactly the same. This is because in order
to combine equations (10.6) and (10.7) with the planar constraints (10.26)
and (10.27), we only need to change the definition of the matrices Np and
Nl to:

Np
.
=




Π1 x1 0 · · · 0

Π2 0 x2
. . .

...
...

...
. . .

. . . 0
Πm 0 · · · 0 xm

π 0 · · · · · · 0




and Nl
.
=




lT1 Π1

lT2 Π2

...
lTmΠm

π



.

Such modifications do not change the rank ofNp orNl. Therefore, as before,
we have rank(Np) ≤ m + 3 and rank(Nl) ≤ 2. Then one can easily follow
the previous proofs for all the rank conditions by carrying this extra row
of (planar) constraint with the matrices and the rank conditions on the
resulting multiple view matrices remain the same as before. We leave this
as exercise for the reader (see Exercise ??). We here summarize the results
as follows:
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Corollary 10.3 (Rank conditions for coplanar features). Given a
point p and a line L lying on a plane P which is specified by the vector
π ∈ R4, in Theorem 8.1 and Lemma 10.2, append the matrix [π1x1 π

2] to
the matrices Mp and Mpl respectively; in Theorem 9.1 and Lemma 10.1,

append the matrix [π1 l̂1 π
2] to the matrices Ml and Mlp respectively. Then

the rank conditions on the new matrices Mp,Ml,Mlp and Mpl remain the
same as in Theorems 8.1, 9.1, and Lemmas 10.1 and 10.2.

For example, the multiple view matrices Mp and Ml become:

Mp =




x̂2R2x1 x̂2T2

x̂3R3x1 x̂3T3

...
...

x̂mRmx1 x̂mTm

π1x1 π2



, Ml =




lT2 R2 l̂1 lT2 T2

lT3 R3 l̂1 lT3 T3

...
...

lTmRml̂1 lTmTm

π1 l̂1 π2



. (10.28)

Then the rank condition rank(Mp) ≤ 1 implies not only the multilinear
constraints as before, but also the following equations (by considering the
sub-matrix consisting of the ith group of three rows of Mp and its last row)

x̂iTiπ
1x1 − x̂iRix1π

2 = 0, i = 2, . . . ,m. (10.29)

When the plane P does not cross the camera center o1, i.e. π2 6= 0, these
equations give exactly the well-known homography constraints for planar
image feature points

x̂i

(
Ri −

1

π2
Tiπ

1

)
x1 = 0 (10.30)

between the 1st and the ith views. The matrix Hi =
(
Ri − 1

π2 Tiπ
1
)

in
the equation is the well-known homography matrix between the two views.
Similarly from the rank condition on Ml, we can obtain homography in
terms of line features

lTi

(
Ri −

1

π2
Tiπ

1

)
l̂1 = 0 (10.31)

between the 1st and the ith views.
We know that on a plane P, any two points determine a line and any two

lines determine a point. This dual relationship is inherited in the following
relationship between the rank conditions on Mp and Ml:

Corollary 10.4 (Duality between coplanar points and lines). If the
Mp matrices of two distinct points on a plane are of rank less than or equal
to 1, then the Ml matrix associated to the line determined by the two points
is of rank less than or equal to 1. On the other hand, if the Ml matrices
of two distinct lines on a plane are of rank less than or equal to 1, then
the Mp matrix associated to the intersection of the two lines is of rank less
than or equal to 1.
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The proof is left as exercise (see Exercise ??). An immediate implication
of this corollary is that given a set of feature points sharing the same 3-D
plane, it really does not matter too much whether one uses the Mp matrices
for points, or the Ml matrices for lines determined by pairwise points (in
all the views). They essentially give exactly the same set of constraints.
This is illustrated in Figure 10.2.
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Figure 10.2. Duality between a set of three points and three lines in a plane P:
the rank conditions associated to p1, p2, p3 are exactly equivalent those associated
to L1, L2, L3.

The above approach for expressing a planar restriction relies explicitly
on the parameters π of the underlying plane P (which leads to the homog-
raphy). There is however another intrinsic (but equivalent) way to express
the planar restriction, by using combinations of the rank conditions that
we have so far on point and line features. Since three points are always
coplanar, at least four points are needed to make any planar restriction
non-trivial. Suppose four feature points p1, . . . , p4 are coplanar as shown
in Figure 10.3, and their images are denoted as x1, . . . ,x4. The (virtual)
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Figure 10.3. p1, . . . , p4 are four points on the same plane P, if and only if the two
associated (virtual) lines L1 and L2 intersect at a (virtual) point p5.

co-images l1, l2 of the two lines L1, L2 and the (virtual) image x5 of their
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intersection p5 can be uniquely determined by x1, . . . ,x4:

l1 = x̂1x2, l2 = x̂3x4, x5 = l̂1l2. (10.32)

Then the coplanar constraint for p1, . . . , p4 can be expressed in terms of
the intersection relation between L1, L2 and p5. If we use lji to denote the

ith image of the line j, for j = 1, 2, and i = 1, . . . ,m, and xj
i is defined

similarly. According to the preceding Section 10.2.2, the coplanar constraint
is equivalent to the following matrix:

M̃pl =




l1T
2 R2x

5
1 l1T

2 T2

l2T
2 R2x

5
1 l2T

2 T2

...
...

l1T
m Rmx5

1 l1T
m Tm

l2T
m Rmx5

1 l2T
m Tm




∈ R[2(m−1)]×2 (10.33)

satisfying rank(M̃pl) ≤ 1 condition. Note that, unlike (10.29), this condition
does not explicitly depends on the parameters π. We can get 2 more vitual
points in a similar way from the given four coplanar points – from different
pairs of virtual lines formed by these four points. Hence having (images of)
4 coplanar points is equivalent to having (images of) a total of 4 (real) +
3 (virtual) = 7 points. Algebraic equations that one may get from above
rank conditions associated to all these points are essentially equivalent to
the homography equations (10.29) (with π eliminated using the images of
all four coplanar points). These equations, again, will not be multilinear in
the given images xj

i , j = 1, . . . , 4, i = 1, . . . ,m. Instead, they are typically

quadratic in each given xj
i . Despite that, we here see again the effectiveness

of using rank conditions to intrinsically express incidence relations in a
unified fashion.

10.3 Rank conditions on the universal multiple
view matrix

In preceding sections, we have seen that incidence conditions among multi-
ple images of multiple features can usually be concisely expressed in terms
of certain rank conditions on various types of the so-called multiple view
matrix. In this section, we will demonstrate that all these conditions are
simply special instantiations of a unified rank condition on a universal
multiple view matrix.

For m images x1, . . . ,xm of a point p on a line L with its m co-images
l1, . . . , lm, we define the following set of matrices:

Di
.
= xi ∈ R3 or l̂i ∈ R3×3,

D⊥
i

.
= x̂i ∈ R3×3 or lTi ∈ R3.
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Then, depending on whether the available (or chosen) measurement from
the ith image is the point feature xi or the line feature li, the Di (or
D⊥

i ) matrix is assigned its corresponding value. That choice is completely
independent of the other Dj (or D⊥

j ) for j 6= i. The “dual” matrix D⊥
i can

be viewed as the orthogonal supplement to Di and it always represents a
co-image (of a point or a line).4 Using the above definition of Di and D⊥

i ,
we now formally define a universal multiple view matrix:

M
.
=




D⊥
2 R2D1 D⊥

2 T2

D⊥
3 R3D1 D⊥

3 T3

...
...

D⊥
mRmD1 D⊥

mTm


 . (10.34)

Depending on the particular choice for eachD⊥
i orD1, the dimension of the

matrix M may vary. But no matter what the choice for each individual D⊥
i

or D1 is, M will always be a valid matrix of certain dimension. Then after
elimination of the unknowns λi’s, X, Xo and v in the system of equations
in (10.6) and (10.7), we obtain:

Theorem 10.1 (Multiple view rank conditions). Consider a point p
lying on a line L and its images x1, . . . ,xm ∈ R3 and co-images l1, . . .,
lm ∈ R3 relative to m camera frames whose relative configuration is given
by (Ri, Ti) for i = 2, . . . ,m. Then for any choice of D⊥

i and D1 in the
definition of the multiple view matrix M , the rank of the resulting M belongs
to and only to one of the following two cases:

1. If D1 = l̂1 and D⊥
i = x̂i for some i ≥ 2, then:

1 ≤ rank(M) ≤ 2. (10.35)

2. Otherwise:

0 ≤ rank(M) ≤ 1. (10.36)

A complete proof of this theorem is a straight-forward combination and
extension of Theorems 8.1, 9.1, Lemmas 10.1 and 10.2. Essentially, the
above theorem gives a universal description of the incidence relation be-
tween a point and line in terms of their m images seen from m vantage
points.

As a result of Theorem 10.1, all previously known and some additional
unknown constraints among multiple images of point or line features are
simply certain instantiations of the rank conditions of Theorem 10.1. The
instantiations corresponding to case 2 are exactly the ones that give rise to

4In fact, there are many equivalent matrix representations for Di and D⊥
i . We choose

x̂i and l̂i here because they are the simplest forms representing the orthogonal subspaces
of xi and li and also linear in xi and li respectively.
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the multilinear constraints in the literature. The instantiations correspond-
ing to case 1, as we have seen before, give rise to constraints that are not
necessarily multilinear. The completeness of Theorem 10.1 also implies that
there would be no multilinear relationship among quadruple-wise views,
even in the mixed feature scenario.5 Therefore, quadrilinear constraints
and quadrilinear tensors are clearly redundant for multiple view analysis.
However, as we mentioned before (in Section 10.2.1), nonlinear constraints
may still exist up to four views.

As we have demonstrated in the previous sections, other incidence con-
ditions such as all features belonging to a plane in E3 can also be expressed
in terms of the same set of rank conditions:

Corollary 10.5 (Planar features and homography). Suppose that all
features are in a plane and coordinates X of any point on it satisfy the
equation πX = 0 for some vector πT ∈ R4. Denote π = [π1, π2] with

π1T ∈ R3, π2 ∈ R. Then simply append the matrix
[
π1D1 π2

]
(10.37)

to the matrix M in its formal definition (10.34). The rank condition on the
new M remains exactly the same as in Theorem 10.1.

The rank condition on the new matrix M then implies all constraints
among multiple images of these planar features, as well as the special
constraint previously known as homography. Of course, the above represen-
tation is not intrinsic – it depends on parameters π that describe the 3-D
location of the plane. Following the process in Section 10.2.3, the above
corollary reduces to rank conditions on matrices of the type in (10.33),
which in turn, give multi-quadratic constraints on the images involved.

Remark 10.1 (Features at infinity). In Theorem 10.1, if the point p
and the line L are in the plane at infinity P3 \E3, the rank condition on the
multiple view matrix M is just the same. Hence the rank condition extends
to multiple view geometry of the entire projective space P3, and it does not
discriminate between Euclidean, affine or projective space. In fact, the rank
conditions are invariant under a much larger group of transformations: It
allows any transformation that preserves all the incidence relations among
a given set of features, these transformations do not even have to be linear.

Remark 10.2 (Occlusion). If any feature is occluded in a particular view,
the corresponding row (or a group of rows) is simply omitted from M ; or if
only the point is occluded but not the entire line(s) on which the point lies,
then simply replace the missing image of the point by the corresponding

5In fact, this is quite expected: While the rank condition geometrically corresponds
to the incidence condition that lines intersect at a point and that planes intersect at a
line, incidence condition that three-dimensional subspaces intersect at a plane is a void
condition in E

3.
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image(s) of the line(s). In either case, the overall rank condition on M
remains unaffected. In fact, the rank condition on M gives a very effective
criterion to tell whether or not a set of (mixed) features indeed corresponds
one to another. If the features are miss-matched, either due to occlusion
or to errors while establishing correspondences, the rank condition will be
violated.

For clarity, we demonstrate using the following examples how to obtain
these different types of constraints by instantiating M :

Example 10.1 (Point-point-point constraints). Let us choose D1 =
x1, D

⊥
2 = x̂2, D

⊥
3 = x̂3. Then we get a multiple view matrix:

M =

[
x̂2R2x1 x̂2T2

x̂3R3x1 x̂3T3

]
∈ R6×2. (10.38)

Then rank(M) ≤ 1 gives:

[x̂2R2x1][x̂3T3]
T − [x̂3R3x1][x̂2T2]

T = 0 ∈ R3×3. (10.39)

The above equation give the point-point-point type of constraints on three
images.

Example 10.2 (Line-line-line constraints). Let us choose D1 =

l̂1, D
⊥
2 = lT2 , D

⊥
3 = lT3 . Then we get a multiple view matrix:

M =

[
lT2 R2 l̂1 lT2 T2

lT3 R3 l̂1 lT3 T3

]
∈ R2×4. (10.40)

Then rank(M) ≤ 1 gives:

[
lT2 R2 l̂1

]
[lT3 T3] −

[
lT3 R3 l̂1

]
[lT2 T2] = 0 ∈ R3. (10.41)

The above equation gives the line-line-line type of constraints on three
images.

Example 10.3 (Point-line-line constraints). Let us choose D1 =
x1, D

⊥
2 = lT2 , D

⊥
3 = lT3 . Then we get a multiple view matrix:

M =

[
lT2 R2x1 lT2 T2

lT3 R3x1 lT3 T3

]
∈ R2×2. (10.42)

Then rank(M) ≤ 1 gives

[lT2 R2x1][l
T
3 T3] − [lT3 R3x1][l

T
2 T2] = 0 ∈ R. (10.43)

The above equation gives the point-line-line type of constraints on three
images.
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Example 10.4 (Line-point-point constraints). Let us choose D1 =

l̂1, D
⊥
2 = x̂2, D

⊥
3 = x̂3. Then we get a multiple view matrix:

M =

[
x̂2R2 l̂1 x̂2T2

x̂3R3 l̂1 x̂3T3

]
∈ R6×4. (10.44)

Then rank(M) ≤ 2 implies that all 3 × 3 sub-matrices of M have determi-
nant zero. These equations give the line-point-point type of constraints on
three images.

Similarly, other choices in D⊥
i and D1 will give all possible types of

constraints among any views of point and line features arbitrarily mixed.

10.4 Geometric interpretation of the rank
conditions

Since there are practically infinitely many possible instantiations for the
multiple view matrix, it is impossible to provide a geometric description
for each one of them. Instead, we will discuss a few essential cases that will
give the reader a clear idea about how the rank condition of the multiple
view matrix works geometrically. In particular, we will demonstrate that a
further drop of rank in the multiple view matrix M , can be clearly inter-
preted in terms of a corresponding geometric degeneracy. Understanding
these representative cases would be sufficient for the reader to carry out a
similar analysis to any other instantiation.

10.4.1 Case 2: 0 ≤ rank(M) ≤ 1

Let us first consider the more general case, i.e. case 2 in Theorem 10.1,
when rank(M) ≤ 1. We will discuss case 1 afterwards. For case 2, there are
only two interesting sub-cases, depending on the value of the rank of M ,
are:

a) rank(M) = 1, and b) rank(M) = 0. (10.45)

Case a), when rank of M is 1, corresponds to the generic case for which,
regardless of the particular choice of features in M , all these features satisfy
the incidence condition. More explicitly, all the point features (if at least
2 are present in M) come from a unique 3-D point p, all the lines features
(if at least 3 are present in M) come from a unique 3-D line L, and if both
point and line features are present, the point p then must lie on the line L
in 3-D. This is illustrated in Figure 10.4.

What happens if there are not enough point or line features present in
M? If, for example, there is only one point feature x1 present in Mpl, then
the rank of Mpl being 1 implies that the line L is uniquely determined by
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Figure 10.4. Generic configuration for the case rank(M) = 1. Planes extended
from the (co-)images l1, l2, l3 intersect at one line L in 3-D. Lines extended from
the images x1, x2,x3 intersect at one point p. p must lie on L.

l2, . . . , lm. Hence, the point p is determined by L and x1. On the other
hand, if there is only one line feature present in some M , but more than
two point features, L is then a family of lines lying on a plane and passing
through the point p determined by the rest of point features in M .

Case b), when the rank of M is 0, implies that all the entries of M
are zero. It is easy to verify that this corresponds to a set of degenerate
cases in which the 3-D location of the point or the line cannot be uniquely
determined from their multiple images (no matter how many), and the
incidence condition between the point p and the line L no longer holds. In
these cases, the best we can do is:

• When there are more than two point features present in M , the 3-D
location of the point p can be determined up to a line which connects
all camera centers (related to these point features);

• When there are more than three line features present in M , the 3-D
location of the line L can be determined up to the plane on which all
related camera centers must lie;

• When both point and line features are present in M , we can usually
determine the point p up to a line (connecting all camera centers
related to the point features) which lies on the same plane on which
the rest of the camera centers (related to the line features) and the
line L must lie.
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Let us demonstrate this last case on a concrete example. Suppose the
number of views is m = 6 and we choose the matrix M to be:

M =




lT2 R2x1 lT2 T2

lT3 R3x1 lT3 T3

lT4 R4x1 lT4 T4

x̂5R5x1 x̂5T5

x̂6R6x1 x̂6T6




∈ R9×2. (10.46)

The geometric configuration of the point and line features corresponding
to the condition rank(M) = 0 is illustrated in Figure 10.5. But notice that,
among all the possible solutions for L and p, if they both happen to be at
infinity, the incidence condition then would hold for all the images involved.
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Figure 10.5. A degenerate configuration for the case rank(M) = 0: a
point-line-line-line-point-point scenario. From the given rank condition, the line
L could be any where on the plane spanned by all the camera centers; the point
p could be any where on the line through o1, o5, o6.

10.4.2 Case 1: 1 ≤ rank(M) ≤ 2

We now discuss case 1 in Theorem 10.1, when rank(M) ≤ 2. In this case,
the matrix M must contain at least one sub-matrix of the type:

[
x̂iRi l̂1 x̂iTi

]
∈ R3×4, (10.47)

for some i ≥ 2. It is easy to verify that such a sub-matrix can never be
zero, hence the only possible values for the rank of M are:

a) rank(M) = 2, and b) rank(M) = 1. (10.48)

Case a), when the rank of M is 2, corresponds to the generic cases for
which the incidence condition among the features is effective. The essential
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example here is the matrix Mlp given in (10.15):

Mlp =




x̂2R2 l̂1 x̂2T2

...
...

x̂mRml̂1 x̂mTm


 ∈ R[3(m−1)]×4. (10.49)

If rank(Mlp) = 2, it can be shown that the point p is only determined up
to the plane specified by o1 and l1 but all the point features x2, . . . ,xm

correspond to the same point p. The line L is only determined up to this
plane, but the point p does not have to be on this line. This is illustrated in
Figure 10.6. Beyond Mlp, if there are more than two line features present
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Figure 10.6. Generic configuration for the case rank(Mlp) = 2.

in some M , the point p then must lie on every plane associated to every
line feature. Hence p must be on the intersection of these planes. Notice
that, even in this case, adding more rows of line features to M will not
be enough to uniquely determine L in 3-D. This is because the incidence
condition for multiple line features requires that the rank of the associated
matrix Ml be 1.6 If we only require rank 2 for the overall matrix M , the
line can be determined only up to a family of lines – intersections of the
planes associated to all the line features – which all should intersect at the
same point p.

6Matrix Ml is obtained from M by extracting the line measurements only.
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Case b), when the rank of M is 1, corresponds to a set of degenerate cases
for which the incidence relationship between the point p and the line L will
be violated. For example, it is direct to show that Mlp is of rank 1 if and
only if all the vectors R−1

i xi, i = 2, . . . ,m are parallel to each other and
they are all orthogonal to l1, and R−1

i Ti, i = 2, . . . ,m are also orthogonal
to l1. That means all the camera centers lie on the same plane specified
by o1 and l1 and all the images x2, . . . ,xm (transformed to the reference
camera frame) lie on the same plane and are parallel to each other. For
example, suppose that m = 5 and choose M to be:

M =




x̂2R2 l̂1 x̂2T2

x̂3R3 l̂1 x̂3T3

x̂4R4 l̂1 x̂4T4

lT5 R5 l̂1 lT5 T5


 ∈ R10×4. (10.50)

The geometric configuration of the point and line features corresponding
to the condition rank(M) = 1 is illustrated in Figure 10.7.
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Figure 10.7. A degenerate configuration for the case rank(M) = 1: a
line-point-point-point-line scenario.

Notice that in this case, we no longer have an incidence condition for the
point features. However, one can view them as if they intersected at a point
p at infinity. In general, we no longer have the incidence condition between
the point p and the line L, unless both the point p and line L are in the
plane at infinity in the first place. But since the rank condition is effective
for line features, the incidence condition for all the line features still holds.
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To summarize the above discussion, we see that the rank conditions in-
deed allow us to carry out meaningful global geometric analysis on the
relationship among multiple point and line features for arbitrarily many
views. There is no doubt that this extends existing methods based on mul-
tifocal tensors that can only be used for analyzing up to three views at a
time. Since there is yet no systematic way to extend triple-wise analysis
to multiple views, the multiple view matrix seems to be a more natural
tool for multiple-view analysis. Notice that the rank conditions implies all
previously known multilinear constraints, but multilinear constraints do
not necessarily imply the rank conditions. This is because the use of alge-
braic equations may introduce certain artificial degeneracies that make a
global analysis much more complicated and sometimes even intractable. On
the other hand, the rank conditions have no problem in characterizing all
the geometrically meaningful degeneracies in a multiple-view mixed-feature
scenario. All the degenerate cases simply correspond to a further drop of
rank for the multiple view matrix.

10.5 Applications of the rank conditions

The unified formulation of the constraints among multiple images in terms
of the rank conditions, allows us to tackle many problems in multiple view
geometry globally. More specifically, one can use these rank conditions to
test whether or not a given set of features (points or lines) indeed satisfy
certain incidence relations in E3. For example, whether a given set of point
and line features indeed correspond one to another depends on whether
all associated rank conditions are satisfied. The rank values can be used
not only to detect outliers but also degenerate configurations. The rank
conditions also allow us to transfer multiple features to a new view by
using all features and incidence conditions among them simultaneously,
without resorting to the 3-D structure of the scene. Hence the multiple
view matrix provides the geometric basis for any view synthesis or image
based rendering techniques. Most importantly, as we will demonstrate in
the following section, the rank conditions naturally suggest new ways of
formulating the problem of structure from motion recovery from multiple
views.

For simplicity, we here only demonstrate the use of the theory on the
structure from motion recovery problem. Essentially, the mathematical
problem associated to structure from motion is how to find the camera
configuration (Ri, Ti)’s such that all the rank conditions hold simultane-
ously for a given set of features, including both point and line features.
Incidence relations among the given points and lines can now be explicitly
taken into account when a global and consistent recovery of motion and
structure takes place. To demonstrate how the multiple view matrix natu-
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rally suggests a solution, let us consider image of a cube as shown in Figure
10.8. Let the jth corner pj be the intersection of the three edges L1j , L2j
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Figure 10.8. A standard cube. The three edges L1, L2, L3 intersect at the corner p.
The coordinate frames indicate that m images are taken at these vantage points.

and L3j , j = 1, . . . , 8. From the m images of the cube, we have the multiple
view matrix M j associated to pj :

M j =




x̂j
2R2x

j
1 x̂j

2T2

l1jT
2 R2x

j
1 l1jT

2 T2

l2jT
2 R2x

j
1 l2jT

2 T2

l3jT
2 R2x

j
1 l3jT

2 T2

...
...

x̂j
mRmxj

1 x̂j
mTm

l1jT
m Rmxj

1 l1jT
m Tm

l2jT
m Rmxj

1 l2jT
m Tm

l3jT
m Rmxj

1 l3jT
m Tm




∈ R[6(m−1)]×2 (10.51)

where xj
i ∈ R3 means the image of the jth corner in the ith view and

lkj
i ∈ R3 means the image of the kth edge associated to the jth corner in
the ith view. Theorem 10.1 says that rank(M j) = 1. One can verify that
αj = [λj

1, 1]T ∈ R2 is in the kernel ofM j . In addition to the multiple images

xj
1,x

j
2,x

j
3 of the jth corner pj itself, the extra rows associated to the line

features lkj
i , k = 1, 2, 3, i = 1, . . . ,m also help to determine the depth scale

λj
1.
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We can already see one advantage of the rank condition: It can simultane-
ously handle multiple incidence conditions associated to the same feature.7

In principle, by using (10.33) or Corollary 10.5, one can further take into ac-
count that the four vertices and edges on each face are coplanar.8 Since such
incidence conditions and relations among points and lines occur frequently
in practice, especially for man-made objects, such as buildings and houses,
the use of multiple view matrix for mixed features is going to improve the
quality of the overall reconstruction by explicitly taking into account all
incidence relations among features of various types.

In order to estimate αj we need to know the matrix M j , i.e. we need
to know the motion (R2, T2), . . . , (Rm, Tm). From the geometric meaning
of αj = [λj

1, 1]T , αj can be solved already if we know only the motion
(R2, T2) between the first two views, which can be initially estimated using
the standard 8 point algorithm. Knowing αj ’s, the equations:

M jαj = 0, j = 1, . . . , 8 (10.52)

become linear in (R2, T2), . . . , (Rm, Tm). We can use them to solve for the
motions (again). Define the vectors:

~Ri = [r11, r12, r13, r21, r22, r23, r31, r32, r33]
T ∈ R9

and ~Ti = Ti ∈ R3, i = 2, . . . ,m. Solving (10.52) is then equivalent to finding
the solution to the following equations for i = 2, . . . ,m:

Pi

[
~Ri

~Ti

]
=




λ1
1x̂

1
i ∗ x1

1
T

x̂1
i

λ1
1l

11T
i ∗ x1

1
T

l11T
i

λ1
1l

21T
i ∗ x1

1
T

l21T
i

λ1
1l

31T
i ∗ x1

1
T

l31T
i

...
...

λ8
1x̂

8
i ∗ x8

1
T

x̂8
i

λ8
1l

18T
i ∗ x8

1
T

l18T
i

λ8
1l

28T
i ∗ x8

1
T

l28T
i

λ8
1l

38T
i ∗ x8

1
T

l38T
i




[
~Ri

~Ti

]
= 0 ∈ R48, (10.53)

where A ∗ B is the Kronecker product of A and B. In general, if we have
more than 6 feature points (here we have 8) or equivalently 12 feature lines,

the rank of the matrix Pi is 11 and there is a unique solution to ( ~Ri, ~Ti).
Let T̃i ∈ R3 and R̃i ∈ R3×3 be the (unique) solution of (10.53) in matrix

form. Such a solution can be obtained numerically as the eigenvector of Pi

7In fact, any algorithm extracting point feature essentially relies on exploiting local
incidence condition on multiple edge features. The structure of the M matrix simply
reveals a similar fact within a larger scale.

8We here omit doing it for simplicity.
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associated to the smallest singular value. Let R̃i = UiSiV
T
i be the SVD of

R̃i. Then the solution of (10.53) in R3 × SO(3) is given by:

Ti =
sign(det(UiV

T
i ))

3
√

det(Si)
T̃i ∈ R3, (10.54)

Ri = sign(det(UiV
T
i )) UiV

T
i ∈ SO(3). (10.55)

We then have the following linear algorithm for motion and structure
estimation from three views of a cube:

Algorithm 10.1 (Motion and structure from mixed features).
Given m (= 3) images xj

1, . . ., xj
m of n(= 8) points pj , j = 1, . . . , n (as

the corners of a cube), and the images lkj
i , k = 1, 2, 3 of the three edges

intersecting at pj , estimate the motions (Ri, Ti), i = 2, . . . ,m as follows:

1. Initialization: s = 0

(a) Compute (R2, T2) using the 8 point algorithm for the first two
views [LH81].

(b) Compute αj
s = [λj

1/λ
1
1, 1]T where λj

1 is the depth of the jth point
relative to the first camera frame.

2. Compute (R̃i, T̃i) as the eigenvector associated to the smallest
singular value of Pi, i = 2, . . . ,m.

3. Compute (Ri, Ti) from (10.54) and (10.55) for i = 2, . . . ,m.

4. Compute new αj
s+1 = αj from (10.52). Normalize so that λ1

1,s+1 = 1.

5. If ||αs −αs+1|| > ε, for a pre-specified ε > 0, then s = s+ 1 and goto
2. Else stop.

The camera motion is then the converged (Ri, Ti), i = 2, . . . ,m and
the structure of the points (with respect to the first camera frame) is the
converged depth scalar λj

1, j = 1, . . . , n.
We have a few comments on the proposed algorithm:

1. The reason to set λ1
1,s+1 = 1 is to fix the universal scale. It is equiv-

alent to putting the first point at a relative distance of 1 to the first
camera center.

2. Although the algorithm is based on the cube, considers only three
views, and utilizes only one type of multiple view matrix, it can be
easily generalized to any other objects and arbitrarily many views
whenever incidence conditions among a set of point features and line
features are present. One may also use the rank conditions on different
types of multiple view matrices provided by Theorem 10.1.

3. The above algorithm is a straightforward modification of the algo-
rithm proposed for the pure point case given in Chapter 8. All the
measurements of line features directly contribute to the estimation of
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the camera motion and the structure of the points. Throughout the
algorithm, there is no need to initialize or estimate the 3-D structure
of lines.

The reader must be aware that the above algorithm is only conceptual (and
naive in many ways). It by no means suggests that the resulting algorithm
would work better in practice than some existing algorithms in every sit-
uation. The reason is, there are many possible ways to impose the rank
conditions and each of them, although maybe algebraically equivalent, can
have dramatically different numerical stability and sensitivity. To make the
situation even worse, under different conditions (e.g., long baseline or short
baseline), correctly imposing these rank conditions does require different
numerical recipes.9 A systematic characterization of numerical stability of
the rank conditions remains largely open at this point. It is certainly the
next logical step for future research.

10.6 Simulation results

Given the above conceptual algorithm the following section presents simu-
lation results in order to justify our intuition behind the suggested global
approach to structure from motion recovery. While at this stage we do
not make any optimality claims, due to the linear nature of the proposed
algorithms, we will demonstrate the performance and dependency of the
algorithm on types of features in the presence of noise.

The simulation parameters are as follows: the camera’s field of view is
90o, image size is 500 × 500, everything is measured in units of the focal
length of the camera, and features typically are suited with a depth varia-
tion is from 100 to 400 units of focal length away from the camera center,
i.e. they are located in the truncated pyramid specified by the given field of
view and depth variation (see Figure 8.5). Camera motions are specified by
their translation and rotation axes. For example, between a pair of frames,
the symbol XY means that the translation is along the X-axis and rotation
is along the Y -axis. If we have a sequence of such symbols connected by
hyphens, it specifies a sequence of consecutive motions. We always choose
the amount of total motion, so that all feature points will stay in the field
of view for all frames. In all simulations, independent Gaussian noise with
a standard deviation (std) given in pixels is added to each image point, and
each image line is perturbed in a random direction of a random angle with
a corresponding standard deviation given in degrees.10 Error measure for

rotation is arccos
(

tr(RR̃T )−1
2

)
in degrees where R̃ is an estimate of the true

9This is true even for the standard 8 point algorithm in the two view case.
10Since line features can be measured more reliably than point features, lower noise

level is added to them in simulations.
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R. Error measure for translation is the angle between T and T̃ in degrees
where T̃ is an estimate of the true T . Error measure for the scene structure
is the percentage of ‖α− α̃‖/‖α‖ where α̃ is an estimate of the true α.

We apply the algorithm to a scene which consists of (four) cubes. Cubes
are good objects to test the algorithm since the relationships between their
corners and edges are easily defined and they represent a fundamental
structure of many objects in real-life. It is certainly a first step to see how
the multiple view matrix based approach is able to take into account point
and line features as well as their inter-relationships to facilitate the overall
recovery. The length of the four cube edges are 30, 40, 60 and 80 units
of focal length, respectively. The cubes are arranged so that the depth of
their corners ranges from 75 to 350 units of focal length. The three motions
(relative to the first view) are an XX-motion with -10 degrees rotation and
20 units translation, a Y Y -motion with 10 degrees rotation and 20 units
translation and another Y Y -motion with -10 degrees rotation and 20 units
translation, as shown in Figure 10.9.
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Figure 10.9. Four views of four 3-D cubes in (normalized) image coordinates. The
circle and the dotted lines are the original images, the dots and the solid lines
are the noisy observations under 5 pixels noise on point features and 0.5 degrees
noise on line features.

We run the algorithm for 1000 trials with the noise level on the point
features from 0 pixel to 5 pixels and a corresponding noise level on the
line features from 0 degree to 1 degrees. Relative to the given amount of
translation, 5 pixels noise is rather high because we do want to compare
how all the algorithms perform over a large range of noise levels. The
results of the motion estimate error and structure estimate error are given
in Figure 10.10 and 10.11 respectively. The “Point feature only” algorithm
essentially uses the multiple view matrix M in (10.52) without all the
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rows associated to the line features; and the “Mixed features” algorithm
uses essentially the same M as in (10.52). Both algorithms are initialized
by the standard 8 point algorithm. The “Mixed features” algorithm gives
a significant improvement in all the estimates as a result of the use of
both point and line features in the recovery. Also notice that, at a high
noise levels, even though the 8 point algorithm gives rather off initialization
values, the two iterative algorithms manage to converge back to reasonable
estimates.
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Figure 10.10. Motion estimates error versus level of noises. “Motion x-y” means
the estimate for the motion between image frames x and y. Since the results are
very much similar, we only plotted “Motion 1-2” and “Motion 1-4”.

10.7 Summary

10.8 Exercises
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Chapter 11
Multiple view geometry in high
dimensional space

A rather common problem that people typically encounter in computer
vision, robotics, medical imaging, signal processing, multi-channel commu-
nications and even biophysics is to reconstruct (the “shape” and “location”
of) a high-dimensional “object” or “signal” from its lower-dimensional
“projections” (e.g., images of a building taken by a Kodak camera). Due to
physical or technological limitations, it is usually much more economic or
convenient to obtain low-dimensional measurements rather than to try to
measure the object directly in the high-dimensional space where it resides.
It is already well-known to us now that, under proper conditions, if enough
two-dimensional images or views of a three-dimensional object are given,
a full reconstruction of both the shape and location of the object is possi-
ble, without even knowing where these images were taken by the camera.
It is then reasonable to expect that this should also be true for projec-
tions in spaces of other (typically higher) dimensions. To a large extent,
this chapter shows how to systematically make this generalization, as well
as to demonstrate potential uses of such a generalized theory to problems
beyond the scope of classic multiple view geometry in computer vision.

While the multiple view geometry developed so far typically applies to
the situation that the scene is static and only the camera is allowed to move,
the generalized theory would no longer have such limitation. It is easy to
show that, if a scene contains independently moving objects, we usually
can embed the problem into a space of higher dimensional linear space,
with a point in the high-dimensional space representing both the location
and velocity of a moving point in the physical three-dimensional world. In
this chapter, our focus is on a complete characterization of algebraic and



234 Chapter 11. Multiple view geometry in high dimensional space

geometric constraints that govern multiple k-dimensional images of hyper-
planes in an n-dimensional space. We show that these constraints can again
be captured through the rank condition techniques. Such techniques also
simultaneously capture all types of geometric relationships among hyper-
planes, such as inclusion, intersection and restriction. The importance of
this study is at least two-fold: 1. In many applications, objects involved are
indeed multi-faceted (polygonal) and their shape can be well modeled (or
approximated) as a combination of hyperplanes; 2. In some cases, there is
not enough information or it is not necessary to locate the exact location
of points in a high-dimensional space and instead, we may still be inter-
ested in identifying them up to some hyperplane. As we will point out later,
for the special case n = 3, the results naturally reduce to what is known
so far for points, lines and planes in preceding chapters. Since reconstruc-
tion is not the main focus of this chapter, the reader is referred to other
chapters for how to use these constraints to develop algorithms for various
reconstruction purposes.

11.1 Projection in high dimensional space

In this section, we introduce notation and basic ingredients for general-
izing multiple view geometry from R3 to Rn. More importantly, we will
carefully single out assumptions that are needed to make such generaliza-
tion well-posed. Despite these assumptions, the formulation remains general
enough to encompass almost all types of projections of practical importance
(e.g., perspective or orthographic projections) and a large class of trans-
formations between vantage points (e.g., Euclidean, affine or projective
transformations).

11.1.1 Image formation

An abstract camera is a pair consisting of a k-dimensional hyperplane Ik ⊆
Rn (k < n) and a point o outside Ik. The point o is called the camera
center.

Given an abstract camera (Ik, o) we can find a point o′ ∈ Ik be such that
~oo′ is orthogonal to ~xo′ for all x ∈ Ik. In fact this point o′ is the one that
minimizes the value of ‖ox‖ for all x ∈ Ik. The point o′ is called the image
center. By associating a coordinate system to Ik with its origin at o′, we
have an image plane (or more correctly an image space). Without loss of
generality, we usually assume the distance ‖oo′‖ is normalized to 1.1

1In computer vision, the distance ‖oo′‖ is the focal length of the camera. Since there is
always a universal scaling ambiguity, typically a metric is chosen such that this distance
is normalized.
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If we define the world coordinate system in Rn with its origin at o. Then
for any point p ∈ Rn, the coordinate x = [x1, x2, . . . , xk]T of its image in
the image plane is obtained by:

λx = PX, (11.1)

where X = [X1, X2, . . . , Xn]T ∈ Rn is the coordinate of p, matrix P ∈
Rk×n, λ = λ(X) is a scale factor which is a function of X . We need the
following two assumptions:

1. Matrix P has full rank, i.e. rank(P ) = k. Otherwise, if rank(P ) =
k′ < k, it simply becomes the projection from Rn to Rk′

.

2. λ is a first order function of X , i.e. λ = ~αTX + c, where ~α =
[α1, . . . , αn]

T ∈ Rn is a
constant vector and c ∈ R is a constant.

Note if X = 0, then we define x = 0. The image is not defined for X ∈ Rn

such that X 6= 0 and λ(X) = 0. For example, in the perspective projection

from 3D space to 2D image, P =

[
1 0 0
0 1 0

]
, ~α =

[
0 0 1

]T
and c = 0.

The image is not defined for points on the plane X3 = 0 except the origin
X = 0. For the orthographic projection from 3D space to 2D image, matrix

P is still the same while ~α =
[
0 0 0

]T
and c = 1. The image is defined

for every point in R3.
For any d-dimensional (0 ≤ d < n) hyperplane Hd ⊆ Rn with equation

ATX + b = 0 (A ∈ Rn×(n−d), b ∈ Rn−d), its image is a q(≤ d)-dimensional
hyperplane Sq in the image plane with equation AT

I x + bI = 0 (AI ∈
Rk×(k−q), bI ∈ Rk−q). Then we define the preimage of Sq to be a hyperplane
F with equation AT

FX + bF = 0, where AT
F = AT

I P + bI~α
T and bF = cbI .

Hence F ⊆ Rn has dimension n− k+ q. It is the largest set in Rn that can
give rise to the same image as Hd does and Hd ⊆ F . So a basic relationship
is:

n− k ≥ d− q ≥ 0. (11.2)

Figure 11.1 illustrates a special case when n = 3, k = 1 and d = q = 0.

11.1.2 Motion of the camera and homogeneous coordinates

A coordinate frame X = [X1, X2, . . . , Xn]T (for the space) is associated
to the camera, whose origin is the camera center o. We define the motion
of the camera to be a transformation which maps one camera coordinate
frame to another (probably with a different origin) in Rn. It is obvious that
such a transformation is an affine transformation which can be represented
by a matrix R ∈ Rn×n and a vector T ∈ Rn such that

Y = RX + T (11.3)
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Figure 11.1. An image x of a point p ∈ R3 under a perspective projection from
R3 to R1(

.
= I). K is the subspace orthogonal to the subspace spanned by o and

I. The plane F is the preimage of x, which is the subspace spanned by p and K.

where X ∈ Rn and Y ∈ Rn are coordinates of the same point p with
respect to the two coordinate frames (cameras) respectively. For this map
to be invertible, R must be invertible, i.e. R ∈ GL(n,R), the general linear
group.

In the above formulation it is more convenient to use the so-called ho-
mogeneous coordinates for both the point and its image. The homogeneous
coordinate for point p is X = [X1, . . . , Xn, 1]T . Then its homogeneous
coordinate in the new coordinate frame after motion of the camera is

Y = gX, (11.4)

where g =

[
R T
0 1

]
∈ R(n+1)×(n+1) belongs to GL(n + 1,R). The ho-

mogeneous coordinate of the image of p is x = [x1, . . . , xk, 1]T . Let

P ′ =

[
P 0
~αT c

]
∈ R(k+1)×(n+1). Then we have

λx = P ′X. (11.5)

Since rank(P ′) ≥ rank(P ) = k, so either rank(P ′) = k+1 or rank(P ′) = k.
In general, assume we have m views of the point. The motion for each

view is gi =

[
Ri Ti

0 1

]
, then the image in the ith frame is

λixi = P ′giX = ΠiX, i = 1, . . . ,m, (11.6)

where Πi = P ′gi ∈ R(k+1)×(n+1) and rank(Πi) = rank(P ′) since gi is of full
rank. It is typical in computer vision that in the above equations, except
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for xi’s, everything else is unknown and subject to recovery.2 It is easy to
see that a unique recovery would be impossible if the matrix Πi’s could
be arbitrary. Hence the key is to utilize the fact that Πi’s are from certain
motion group and do have some nice internal structure.3 Even so, it is still
very difficult to recover Π, λ,X altogether directly from above equations.
We first observe that, among the unknowns, both λ and X encode infor-
mation about the location of the point p in Rn, which are not intrinsically
available from the images. Hence we would like to eliminate them from the
equations. The remaining relationships would be between x and Π only,
i.e. between the images and the camera configuration. These relationships,
as we will soon see, are to be captured precisely by the rank conditions.

Remark 11.1. Most results in this chapter essentially apply to any system
of equations of the type:

λixi = ΠiX, i = 1, . . . ,m.

The internal structure of Πi’s seems to be less important if we do not talk
about reconstruction or its geometric interpretation. This is also the reason
why, as the rank condition being a purely algebraic result, it really does
not matter whether the g in Π = P ′g is Euclidean, affine or projective. In
fact, g may belong to any subgroup of GL(n + 1,R), each representing a
special “multiple view geometry”. The rank condition, to a large extent, is
a concise way of expressing the above equations in terms of only xi’s and
Πi’s.

11.1.3 Preimage and co-image

The fact that the dimension of image plane is lower than that of space
implies that different points in space may be projected onto the same image
point. Obviously, in image it is impossible to distinguish two points in
space if their difference is in the kernel of the matrix P ′. This leads to the
important notion of “preimage”. Intuitively, the preimage consists of the
set of all points that may give rise to the same image. It plays a crucial
role later in the derivation of the rank condition. Here we give it a precise
definition as well as discuss its relation with the rank of the matrix P ′.

The case when rank(P ′) = k

We first consider the situation that rank(P ′) = k. If rank(P ′) = k, we must

have ~βTP = ~αT for some ~β ∈ Rk and c = 0. However, this implies that

λ = λ~βTx, (11.7)

2The above equations are associated to only one feature point. We usually need
images of multiple points in order to recover all the unknowns.

3We later will see this can also be relaxed when we allow Π to depend on time.
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which further implies that λ = 0 or ~βTx = 1. Since the points (except
the camera center) that make λ = 0 do not have well-defined image, we

only need to consider the case of ~βTx = 1. This later equation implies that
the real meaningful image plane is only a (k − 1)-dimensional hyperplane
in Ik. The whole problem reduces to one for projection from Rn to Rk−1.
Hence, without loss of generality, we only need to consider the case when
rank(P ′) = k + 1.

The case when rank(P ′) = k + 1

First, we consider the case that rank(P ′) = k + 1. Both the perspective
projection and the orthographic projection belong to this case. For the
d-dimensional hyperplane Hd mentioned above, its equation is then

A′T X = 0, (11.8)

where A′ =

[
A
bT

]
∈ R(n+1)×(n−d) and the equation of its image Sq is

A′
I
T
x = 0, (11.9)

where A′
I =

[
AI

bTI

]
∈ R(k+1)×(k−q).

Note the set of X ∈ Rn+1 satisfying (11.8) is a subspace Hd+1 of di-
mension d + 1 and the original hyperplane Hd is the intersection of this
set with the hyperplane in Rn+1: Xn+1 = 1. Hence, instead of studying
the object in Rn, we can study the corresponding object of one dimen-
sion higher in Rn+1. Consequently, the image Sq becomes a subspace
Sq+1 = {x ∈ Rk+1 : A′

I
T
x = 0} ⊆ Rk+1. The space Rk+1 can be in-

terpreted as the space Ik+1 formed by the camera center o and the image
plane Ik, which we denote as image space. So Sq is the intersection of
Sq+1 with the image plane Ik in the image space Ik+1. Define the set
F = {X ∈ Rn+1 : A′

I
T
P ′X = 0} to be the preimage of Sq+1, then

Hd+1 ⊆ F and F is the largest set in Rn+1 that can give rise to the
same image of Hd+1. If we consider the Ik+1 as a subspace of Rn+1, then
Sq+1 is the intersection of the image space with F or Hd+1. Since it is
apparent that the space summation F + Ik+1 = Rn+1, the dimension of F
is

dim(F ) = dim(F ∩ Ik+1) + dim(F + Ik+1) − dim(Ik+1) = (n− k) + q + 1.
(11.10)

If we take the motion into consideration, then F = {X ∈ Rn+1 :

A′
I
T
P ′gX = 0}, which is the preimage expressed in the world frame. Since

g is of full rank, the above dimensional property for F still holds. Notice
that the dimension of the preimage F is in general larger than that of the
subspace Hd+1 which gives rise to the image Sq in the image plane in the
first place. Hence in general, hyperplanes which may generate the same
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image are not necessarily unique and may even have different dimensions.
More specifically, such hyperplanes may be of dimensions d = q, q+1, . . ., or
q+(n−k−1).4 Nonetheless, if the camera and the object hyperplane are of
general configuration, typically the dimension of the image of a hyperplane
Hd is

q = min{d, k}. (11.11)

Since Sq+1 is a subspace of the image space Ik+1 = Rk+1, it can be
described by the span of a matrix s = [u1, u2, . . . , uq+1] ∈ R(k+1)×(q+1)

or by its maximum complementary orthogonal space (in Ik+1) which is
spanned by s⊥ = [v1, v2, . . . , vk−q ] ∈ R(k+1)×(k−q) such that (s⊥)T s = 0.
By abuse of language, we also call s the image and we call s⊥ its co-image.
Of course the co-image of s⊥ is s. s and s⊥ are simply two equivalent
ways of describing the subspace Sq+1 of the same image. For example, in
the equation (11.9), A′

I can be viewed as the co-image of the hyperplane
Hd. Figure 11.2 illustrates the image and co-image of a line under the
perspective projection from R3 to R2.
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Figure 11.2. The image s = l̂ and co-image s⊥ = l of a line L in R3. The three
column vectors of the image l̂ span the two-dimensional subspace (in the image
space I2+1) formed by o and L (in this case it coincides with the preimage F ); and
the column vector of the co-image l is the vector orthogonal to that subspace.

When P ′ is of rank k+ 1, there always exists a matrix g ∈ GL(n+ 1,R)
such that P ′g is of the standard form:

P ′g =
[
I(k+1)×(k+1) 0(k+1)×(n−k)

]
. (11.12)

4Here we assume that the hyperplanes do not cross the origin o. Otherwise, d can be
q + n − k.
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Hence, without loss of generality, we may assume that P ′ itself is of above
form already. This is an assumption that holds algebraically. However, if
we want to study the physical meaning of the matrix P ′, then two situ-
ations need to be distinguished. First is the case that we can find k + 1
linear independent columns from the first n columns of P ′. In this case the
matrix g is an affine transformation. The second case is when we can only
find at most k linear independent columns from the first n columns of P ′.
Then the matrix g is not an affine transformation. The perspective projec-
tion mentioned above is an example of the first case and the orthographic
projection belongs to the second situation. Although the rank conditions
to be derived do not discriminate against these projections, this difference
however may dramatically simplify the reconstruction problem in the case
of orthographic projection (see [TK92]).

11.1.4 Generic motion assumption

If we fix the location of a hyperplane Hd ⊆ Rn and move the camera
around the hyperplane under the motion g, then in general the image of
the hyperplane will have dimension q = min{d, k}. We call the set of mo-
tions {g} of the camera which make q < min{d, k} as degenerate and call
all the other motions as generic. Then the set of degenerate motions typi-
cally only constitute a zero-measure set in a chosen (continuous) group of
transformations. Also notice that, under a generic motion, for a hyperplane
of dimension d ≥ k, its image is of dimension k, which means it will occupy
the whole image plane. In general we cannot extract any useful informa-
tion from such an image (about either the location of the hyperplane or the
motion of the camera). Therefore in this chapter, unless otherwise stated,
we always assume:

1. Motions of the camera are generic with respect to all the hyperplane
involved;

2. Hyperplanes whose images are considered always have dimension d <
k.

Although the image of a hyperplane of dimension higher than or equal to k
is considered as invalid, the presence of such a hyperplane may still affect
the constraints on the images of other hyperplanes in it. We will discuss
this in more detail in Section 11.3.4.

11.2 Rank condition on multiple images of a point

One basic type of hyperplane in R3 is a point (when d = 0). From Chapter
8, we know that multiple images of a point satisfy certain rank condition
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(Theorem 8.1). Here we first study how to generalize this result to points
in Rn.

Take multiple, saym, images of the same point p with respect to multiple
camera frames. We obtain a family of equations

xiλi = P ′giX = ΠiX, i = 1, . . . ,m. (11.13)

To simplify notation, let Πi = P ′gi =
[
R̄i T̄i

]
∈ R(k+1)×(n+1), where

R̄i ∈ R(k+1)×(k+1) and T̄i ∈ R(k+1)×(n−k).5 In the above equations, except
for the xi’s, everything else is unknown and subject to recovery. However,
solving for the λi’s, Πi’s and X simultaneously from such equations is
extremely difficult – at least nonlinear. A traditional way to simplify the
task is to decouple the recovery of the matrices Πi’s from that of λi’s and X.
Then the remaining relationship would be between the images xi’s and the
camera configuration Πi’s only. Since such a relationship does not involve
knowledge on the location of the hyperplane in Rn, it is referred to as
“intrinsic”. It constitutes as the basis for any image-only based techniques.
For that purpose, let us rewrite the system of equations (11.13) in a single
matrix form

I~λ = ΠX (11.14)



x1 0 · · · 0
0 x2 · · · 0
...

...
. . .

...
0 0 · · · xm







λ1

λ2

...
λm


 =




Π1

Π2

...
Πm


X. (11.15)

For obvious reasons, we will call ~λ ∈ Rm the scale vector, and Π ∈
R[m(k+1)]×(n+1) the projection matrix associated to the image matrix I ∈
R[m(k+1)]×m.

In order to eliminate the unknowns ~λ and X, we consider the following
matrix in R[m(k+1)]×(m+n+1)

Np
.
= [Π, I] =




Π1 x1 0 · · · 0

Π2 0 x2
. . .

...
...

...
. . .

. . . 0
Πm 0 · · · 0 xm



∈ R[m(k+1)]×(m+n+1).

(11.16)
Apparently, the rank of Np is no less than k + m (assuming the generic
configuration such that xi is not zero for all 1 ≤ i ≤ m). It is clear that

there exists v
.
= [XT ,−~λT ]T ∈ Rm+n+1 in the null space of Np. Then the

equation (11.14) is equivalent to

m+ k ≤ rank(Np) ≤ m+ n (11.17)

5Only in the special case that k = n − 1, we have R̄i = Ri and T̄i = Ti.
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as long as m(k + 1) ≥ (m + n + 1). In any case, the matrix Np is rank
deficient.

Multiplying Np on the left by the following matrix

Dp =




xT
1 0 · · · 0

(x⊥
1 )T 0 · · · 0
...

. . .
. . .

...
0 · · · 0 xT

m

0 · · · 0 (x⊥
m)T



∈ R[m(k+1)]×[m(k+1)]

yields the following matrix DpNp in R[m(k+1)]×(m+n+1)

DpNp =




xT
1 R̄1 xT

1 T̄1 xT
1 x1 0 0 0

(x⊥
1 )T R̄1 (x⊥

1 )T T̄1 0 0 0 0
...

... 0
. . . 0 0

...
... 0 0

. . . 0
xT

mR̄m xT
mT̄m 0 0 0 xT

mxm

(x⊥
m)T R̄m (x⊥

m)T T̄m 0 0 0 0




.

Since Dp is of full rank m(k + 1), we have rank(DpNp) = rank(Np). It is
then easy to see that the rank of Np is related to the sub-matrix of DpNp

Cp =




(x⊥
1 )T R̄1 (x⊥

1 )T T̄1

(x⊥
2 )T R̄2 (x⊥

2 )T T̄2

...
...

(x⊥
m)T R̄m (x⊥

m)T T̄m


 ∈ R(mk)×(n+1) (11.18)

by the following equation

k ≤ rank(Cp) = rank(Np) −m ≤ n. (11.19)

This rank condition can be further reduced if we choose the world co-
ordinate frame to be the first camera frame, i.e. [R1, T1] = [I, 0]. Then
R̄1 = I(k+1)×(k+1) and T̄1 = 0(k+1)×(n−k). Note that, algebraically, we do
not lose any generality in doing so. Now the matrix Cp becomes

Cp =




(x⊥
1 )T 0

(x⊥
2 )T R̄2 (x⊥

2 )T T̄2

...
...

(x⊥
m)T R̄m (x⊥

m)T T̄m


 ∈ R(mk)×(n+1). (11.20)

Multiplying Cp on the right by the following matrix

Dp1 =

[
x1 x⊥

1 0
0 0 I(n−k)×(n−k)

]
∈ R(n+1)×(n+1)
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yields the matrix

CpDp1 =




0 (x⊥
1 )T x⊥

1 0
(x⊥

2 )T R̄2x1 (x⊥
2 )T R̄2x

⊥
1 (x⊥

2 )T T̄2

...
...

...
(x⊥

m)T R̄mx1 (x⊥
m)T R̄mx⊥

1 (x⊥
m)T T̄m


 ∈ R(mk)×(n+1).

(11.21)
Note that Dp1 is of full rank n+ 1 and (x⊥

1 )T x⊥
1 is of rank k. Let us define

the so-called multiple view matrix Mp associated to a point p to be

Mp
.
=




(x⊥
2 )T R̄2x1 (x⊥

2 )T T̄2

...
...

(x⊥
m)T R̄mx1 (x⊥

m)T T̄m


 ∈ R[(m−1)k]×(n−k+1). (11.22)

Then it is obvious that its rank is related to that of Cp by rank(Mp) =
rank(Cp) − k. Therefore, we have:

0 ≤ rank(Mp) = rank(Cp) − k ≤ n− k. (11.23)

Although the rank condition on Mp seems to be more compact than that
on Cp, Cp depends evenly on x1,x2, . . . ,xm and Mp treats x1 differently
from the others.

Example 11.1 (Epipolar constraint). For a conventional camera, the
dimension of the space is n = 3 and that of the image plane is k = 2.
For two views and (R, T ) being the relative motion between them, the above
rank condition becomes the well-known epipolar constraint:

0 ≤ rank
[
x̂2Rx1 x̂2T

]
≤ 1 ⇔ xT

2 RT̂x1 = 0.

11.3 Rank conditions on multiple images of
hyperplanes

As we have seen in the previous section, multiple images of a point in Rn

are governed by certain rank conditions. Such conditions not only concisely
capture geometric constraints among multiple images, but also are the key
to further reconstruction of the camera motion and scene structure. In this
section, we generalize the rank conditions to hyperplanes in Rn. Further-
more, we will also show that basic geometric relationships among different
hyperplanes, i.e. inclusion and intersection of hyperplanes, can also be fully
captured by such rank conditions. This in fact should be expected. As we
will see later, roughly speaking, what the rank conditions indeed capture
geometrically is the fact that the hyperplane (observed from different van-
tages points) must belong to the intersection of all preimages. Inclusion and
intersection are properties of the same nature for hyperplanes – they are all
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incidence conditions among hyperplanes. Furthermore, these relationships
can be easily detected or verified in images and such knowledge can be and
should be exploited if a consistent reconstruction is sought.

11.3.1 Multiple images of a hyperplane

As mentioned before, the image of a d-dimensional hyperplane Hd is a
q(≤ d)-dimensional hyperplane in the image plane. It can be described as
a (q + 1)-dimensional subspace Sq+1 formed by the hyperplane and the
camera center o

s
.
= [u1, . . . , uq+1] ∈ R(k+1)×(q+1), (11.24)

or its co-image

s⊥
.
= [v1, . . . , vk−q ] ∈ R(k+1)×(k−q). (11.25)

Now givenm images s1, . . . , sm (hence co-images s⊥1 , . . . , s
⊥
m) of Hd relative

to m camera frames, let qi +1 be the dimension of si, i = 1, . . . ,m, note for
generic motions, qi = d, i = 1, . . . ,m. We then obtain the following matrix

Ch =




(s⊥1 )T R̄1 (s⊥1 )T T̄1

(s⊥2 )T R̄2 (s⊥2 )T T̄2

...
...

(s⊥m)T R̄m (s⊥m)T T̄m


 ∈ R[m(k−d)]×(n+1). (11.26)

Let Sd+1 be the subspace spanned by Hd and the origin of the world
coordinate frame. Then it is immediately seen that Sd+1 in its homogeneous
representation is the kernel of Ch. In other words, the rank of Ch is

(k − d) ≤ rank(Ch) ≤ (n− d). (11.27)

The lower bound comes from the fact rank((s⊥1 )T Π1) = rank(s⊥1 ) = k − d.
Without loss of generality, we choose the first camera frame to be the world
frame, i.e. Π1 = [I 0]. Then the matrix Ch becomes

Ch =




(s⊥1 )T 0
(s⊥2 )T R̄2 (s⊥2 )T T̄2

...
...

(s⊥m)T R̄m (s⊥m)T T̄m


 ∈ R[m(k−d)]×(n+1). (11.28)

Multiplying Ch on the right by the following matrix

Dh1 =

[
s1 s⊥1 0
0 0 I(n−d)×(n−d)

]
∈ R(n+1)×(n+1)
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yields the following matrix

ChDh1 =




0 (s⊥1 )T s⊥1 0
(s⊥2 )T R̄2s1 (s⊥2 )T R̄2s

⊥
1 (s⊥2 )T T̄2

...
...

...
(s⊥m)T R̄ms1 (s⊥m)T R̄ms⊥1 (s⊥m)T T̄m


 ∈ R[m(k−d)]×(n+1).

(11.29)
Note that Dp1 ∈ R(n+1)×(n+1) is of full rank n + 1 and (s⊥1 )T s⊥1 ∈
R(k−d)×(k−d) is of rank k − d. Let us define the so-called multiple view
matrix Mh associated to the hyperplane Hd to be

Mh
.
=




(s⊥2 )T R̄2s1 (s⊥2 )T T̄2

...
...

(s⊥m)T R̄ms1 (s⊥m)T T̄m


 ∈ R[(m−1)(k−d)]×(n−k+d+1). (11.30)

Then it is obvious that its rank is related to that of Ch by rank(Mh) =
rank(Ch) − (k − d). Therefore, we have:

0 ≤ rank(Mh) = rank(Ch) − (k − d) ≤ (n− k). (11.31)

Hence we obtain the following statement which generalizes (11.23):

Theorem 11.1 (Rank condition for multiple images of one hy-
perplane). Given m images s1, . . . , sm and co-images s⊥1 , . . . , s

⊥
m of a

d-dimensional hyperplane Hd in Rn, the associated multiple view matrix
Mh defined above satisfies

0 ≤ rank(Mh) ≤ (n− k). (11.32)

It is easy to see that, in the case that the hyperplane is a point, we have
d = 0. Hence 0 ≤ rank(Mh) ≤ (n−k). So the result (11.23) given in Section
11.2 is trivially implied by this theorem. The significance of this theorem
is that the rank of the matrix Mh defined above does not depend on the
dimension of the hyperplane Hd. Its rank only depends on the difference
between the dimension of the ambient space Rn and that of the image
plane Rk. Therefore, in practice, if many features of a scene are exploited
for reconstruction purposes, it is possible to design algorithms that do not
discriminate different features.

Example 11.2 (Trilinear constraints on three views of a line).
When n = 3, k = 2,m = 3 and d = 1, it gives the known result on three
views of a line:

rank

[
lT2 R2 l̂1 lT2 T2

lT3 R3 l̂1 lT3 T3

]
≤ 1 (11.33)

where li ∈ R3, i = 1, 2, 3 are the three coimages of the line, and (R2, T2)
and (R3, T2) are the relative motions among the three views.
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11.3.2 Inclusion of hyperplanes

Now let us investigate the relationships between two hyperplanes. Without
loss of generality, we may assume d1 ≥ d2 and assume that an Hd2 hyper-
plane belongs to an Hd1 hyperplane in Rn: Hd2 ⊆ Hd1 . So the image of
Hd1 contains that of Hd2 . And if s ∈ R(k+1)×(d1+1) is the image of Hd1 and
x ∈ R(k+1)×(d2+1) is the image of Hd2 (relative to some camera frame), we
have

xT s⊥ = 0. (11.34)

Two new cases may arise from this relationship:
Case One. Consider the matrix

C1
h =




(s⊥1 )T 0
(s⊥2 )T R̄2 (s⊥2 )T T̄2

...
...

(s⊥m)T R̄m (s⊥m)T T̄m


 ∈ R[m(k−d1)]×(n+1). (11.35)

According to (11.27), we have

k − d1 ≤ rank(C1
h) ≤ n− d1. (11.36)

Multiplying C1
h on the right by the following matrix

D1
h1 =

[
x1 x⊥

1 0
0 0 I(n−k)×(n−k)

]
∈ R(n+1)×(n+1)

yields the matrix

C1
hD

1
h1 =




0 (s⊥1 )T x⊥
1 0

(s⊥2 )T R̄2x1 (s⊥2 )T R̄2x
⊥
1 (s⊥2 )T T̄2

...
...

...
(s⊥m)T R̄mx1 (s⊥m)T R̄mx⊥

1 (s⊥m)T T̄m


 ∈ R[m(k−d1)]×(n+1).

(11.37)
Let

M1
h
.
=




(s⊥2 )T R̄2x1 (s⊥2 )T T̄2

...
...

(s⊥m)T R̄mx1 (s⊥m)T T̄m


 ∈ R[(m−1)(k−d1)]×(n−k+d2). (11.38)

Since (s⊥1 )T x⊥
1 is of rank at least k − d1, we must have

0 ≤ rank(M1
h) ≤ rank(C1

h) − (k − d1) ≤ n− k. (11.39)

Case Two. Now we consider the matrix

C2
h =




(x⊥
1 )T 0

(x⊥
2 )T R̄2 (x⊥

2 )T T̄2

...
...

(x⊥
m)T R̄m (x⊥

m)T T̄m


 ∈ R[m(k−d2)]×(n+1). (11.40)
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According to (11.27), it has the property

rank(C2
h) ≤ n− d2. (11.41)

Since Hd2 ⊆ Hd1 , we may choose x to be a sub-matrix of s and choose s⊥

to be a sub-matrix of x⊥. Hence, the following sub-matrix of C2
h

C̄2
h =




(s⊥1 )T 0
(x⊥

2 )T R̄2 (x⊥
2 )T T̄2

...
...

(x⊥
m)T R̄m (x⊥

m)T T̄m


 ∈ R[m(k−d2)−(d1−d2)]×(n+1) (11.42)

satisfies

k − d1 ≤ rank(C̄2
h) ≤ rank(C2

h) ≤ n− d2. (11.43)

Now multiplying C̄2
h on the right by the following matrix

D2
h1 =

[
s1 s⊥1 0
0 0 I(n−k)×(n−k)

]
∈ R(n+1)×(n+1)

yields the matrix

C̄2
hD

2
h1 =




0 (s⊥1 )T s⊥1 0
(x⊥

2 )T R̄2s1 (x⊥
2 )T R̄2s

⊥
1 (x⊥

2 )T T̄2

...
...

...
(x⊥

m)T R̄ms1 (x⊥
m)T R̄ms⊥1 (x⊥

m)T T̄m


 . (11.44)

Let

M2
h
.
=




(x⊥
2 )T R̄2s1 (x⊥

2 )T T̄2

...
...

(x⊥
m)T R̄ms1 (x⊥

m)T T̄m


 ∈ R[(m−1)(k−d2)]×(n−k+d1+1). (11.45)

Since (s⊥1 )T s⊥1 is of full rank (k − d1), then we have

0 ≤ rank(M2
h) = rank(C̄2

h) − (k − d1) ≤ (n− k) + (d1 − d2). (11.46)

Definition 11.1 (Formal multiple view matrix). We define a multiple
view matrix M as

M
.
=




(D⊥
2 )T R̄2D1 (D⊥

2 )T T̄2

(D⊥
3 )T R̄3D1 (D⊥

3 )T T̄3

...
...

(D⊥
m)T R̄mD1 (D⊥

m)T T̄m


 (11.47)

where the Di’s and D⊥
i ’s stand for images and co-images of some hyper-

planes respectively. The actual values of Di’s and D⊥
i ’s are to be determined

in context.

Therefore, we have proved the following statement which further
generalizes Theorem 11.1:
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Theorem 11.2 (Rank condition with inclusion). Consider a d2-
dimensional hyperplane Hd2 belonging to a d1-dimensional hyperplane
Hd1 in Rn. m images xi ∈ R(k+1)×(d2+1) of the Hd2 and m images
si ∈ R(k+1)×(d1+1) of the Hd1 relative to the ith (i = 1, . . . ,m) camera
frame are given and the relative transformation from the 1st camera frame
to the ith is (Ri, Ti) with Ri ∈ Rn×n and Ti ∈ Rn, i = 2, . . . ,m. Let the
Di’s and D⊥

i ’s in the multiple view matrix M have the following values:
{
D⊥

i
.
= x⊥

i ∈ R(k+1)×(k−d2) or s⊥i ∈ R(k+1)×(k−d1),

Di
.
= xi ∈ R(k+1)×(d2+1) or si ∈ R(k+1)×(d1+1).

(11.48)

Then for all possible instances of the matrix M , we have the two cases:

1. Case one: If D1 = s1 and D⊥
i = x⊥

i for some i ≥ 2, then

rank(M) ≤ (n− k) + (d1 − d2),

2. Case two: Otherwise,

0 ≤ rank(M) ≤ n− k.

Since rank(AB) ≥ (rank(A)+rank(B)−n) for all A ∈ Rm×n, B ∈ Rn×k,
we have

rank[(D⊥
i )T R̄iD1] ≥ (d1 − d2)

if the matrix R̄i ∈ R(k+1)×(k+1) is full rank for some i ≥ 2. So the rank
condition for the case one can be improved with a tight lower bound

(d1 − d2) ≤ rank(M) ≤ (n− k) + (d1 − d2).

This theorem is very useful since it applies to many cases which are of
practical importance.

Example 11.3 (Three views of a point on a line). When n = 3, k =
2,m = 3 and d1 = 1, d2 = 0, it gives the known result in computer vision
on three views of a point on a line:

1 ≤ rank

[
x̂2R2 l̂1 x̂2T2

x̂3R3 l̂1 x̂3T3

]
≤ 2 (11.49)

where xi ∈ R3 and li ∈ R3 are the images and coimages of the point and
line respectively. The rank condition is equivalent to what is known as the
“line-point-point” relation.

The above theorem can also be easily generalized to any set of cascading
hyperplanes:

Hdl ⊆ Hdl−1 ⊆ · · · ⊆ Hd1

for some l ∈ Z+. We omit the details for simplicity.
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11.3.3 Intersection of hyperplanes

Consider two hyperplanesHd1 andHd2 both containing a third hyperplanes

Hd3 ⊆ Hd1 ∩Hd2 .

Besides the rank conditions given by Theorem 11.2, some extra rank con-
ditions hold for the mixed images of all three hyperplanes. Let xi ∈
R(k+1)×(d3+1) be the images of the Hd3 , ri ∈ R(k+1)×(d2+1) be those of
the Hd2 and si ∈ R(k+1)×(d1+1) be those of the Hd1 relative to the ith

(i = 1, . . . ,m) camera frame. Without loss of generality, let xi be a sub-
matrix of ri and si, and on the other hand, let r⊥i and s⊥i be sub-matrices
of x⊥

i for i = 1, . . . ,m. Then it is straight forward to prove (in a manner
similar to the proofs in the above) the following rank conditions for these
three hyperplanes.

Theorem 11.3 (Rank condition with intersection). Consider hyper-
planes Hd1 , Hd2 , and Hd3 with Hd3 ⊆ Hd1 ∩Hd2. Given their m images
relative to m camera frames as above, let the Di’s and D⊥

i ’s in the multiple
view matrix M have the following values:

{
D⊥

i
.
= x⊥

i , r⊥i , or s⊥i ,
D1

.
= x1.

(11.50)

Then we have:

0 ≤ rank(M) ≤ (n− k).

It is straight forward to generalize this theorem to a hyperplane which
is in the intersection of more than two hyperplanes:

Hdl ⊆ Hdl−1 ∩ · · · ∩Hd1

for some l ∈ Z+. Simply allow the matrix D⊥
i to take the co-image of any

hyperplane involved and the rank condition on M always holds.

11.3.4 Restriction to a hyperplane

In practice, there are situations when all hyperplanes being observed belong
to an ambient hyperplane in Rn, and the location of the ambient hyperplane
relative to the world reference frame is fixed. Here we no longer need the
assumption that the dimension of this ambient hyperplane is lower than
that of the image plane. It is not its image that we are interested in here.
However, as in Sections 11.3.2 and 11.3.3, we still assume that all the other
hyperplanes whose images are taken do have dimension lower than that of
the image plane. This extra knowledge on the existence of such an ambient
hyperplane is supposed to impose extra constraints on the multiple images
of any hyperplane in the ambient hyperplane.
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In general, a known d-dimensional hyperplane Hd in Rn can be described
by a full-rank (n − d) × (n + 1) matrix Π̄ ∈ R(n−d)×(n+1) such that any
point p ∈ Hd satisfies

Π̄X = 0 (11.51)

where X ∈ Rn+1 is the homogeneous coordinate of the point p. We call
the matrix Π̄ the homogeneous representation for Hd. Of course, such a
representation is not unique – any two matrices Π̄1 and Π̄2 with the same
kernel give rise to the same hyperplane. For convenience, we usually divide
the (n− d) × (n+ 1) matrix Π̄ into two parts:

Π̄ = [Π̄1, Π̄2], with Π̄1 ∈ R(n−d)×(k+1), Π̄2 ∈ R(n−d)×(n−k). (11.52)

Definition 11.2 (Formal extended multiple view matrix). We define
a multiple view matrix M as

M
.
=




(D⊥
2 )T R̄2D1 (D⊥

2 )T T̄2

(D⊥
3 )T R̄3D1 (D⊥

3 )T T̄3

...
...

(D⊥
m)T R̄mD1 (D⊥

m)T T̄m

Π̄1D1 Π̄2




(11.53)

where the Di’s and D⊥
i ’s stand for images and co-images of some hyper-

planes respectively. The actual values of Di’s and D⊥
i ’s are to be determined

in context.

Then, the rank conditions given in Theorems 11.2 and 11.3 need to be
modified to the following two corollaries, respectively:

Corollary 11.1 (Rank condition with restricted inclusion). Con-
sider hyperplanes Hd2 ⊆ Hd1 ⊆ Hd in Rn, where d1, d2 < k and d < n.
The hyperplane Hd is described by a matrix Π̄ ∈ R(n−d)×(n+1) (relative
to the first camera frame). Then the rank conditions in Theorem 11.2 do
not change at all when the multiple view matrix there is replaced by the
extended multiple view matrix.

Corollary 11.2 (Rank condition with restricted intersection). Con-
sider hyperplanes Hd1 , Hd2, and Hd3 with Hd3 ⊆ Hd1 ∩ Hd2 which all
belong to an ambient hyperplane Hd, where d1, d2, d3 < k and d < n.
The hyperplane Hd is described by a matrix Π̄ ∈ R(n−d)×(n+1) (relative
to the first camera frame). Then the rank conditions in Theorem 11.3 do
not change at all when the multiple view matrix there is replaced by the
extended multiple view matrix.

One can easily prove these corollaries by modifying the proofs for the
theorems accordingly.

Example 11.4 (Planar homography). Consider the standard perspec-
tive projection from R3 to R2. Suppose, as illustrated in Figure 11.3, all
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feature points lie on certain plane in R3, which can be described by some
vector π ∈ R4. Then the M matrix associated to two images x1,x2 of a
point p is

M =

[
x̂2T x̂2Rx1

π2 π1x1

]
(11.54)

where π1 ∈ R3, π2 ∈ R and [π1, π2] = π. It is easy to show that rank(M) ≤ 1
is equivalent to the equation

x̂2

(
R− 1

π2
Tπ1

)
x1 = 0. (11.55)

This equation in computer vision is known as homography between two
views of a planar scene. The matrix in the middle H =

(
R− 1

π2Tπ
1
)
∈

R3×3 is correspondingly called the homography matrix. Knowing the images
of more than four points, this equation can be used to recover both the
camera motion (R, T ) and the plane π.
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Figure 11.3. Two views of points on a plane π ⊂ R3. For a point p ∈ π, its two
(homogeneous) images are the two vectors x1 and x2 with respect to the two
vantage points.

11.4 Geometric interpretation of rank conditions

In the previous section, we have seen that multiple images of hyperplanes
must satisfy certain algebraic conditions, the so-called rank conditions. In
this section, we would like to address the opposite question: Given such an
algebraic condition, what does it mean geometrically? More specifically, we
like to study:
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1. Given a multiple view matrixM for a hyperplane, can we characterize
the hyperplane? If not, to what extent can we characterize it?

2. Given a multiple view matrix M and its rank, what can we tell
about the geometric configuration of the camera motions and the
hyperplanes involved?

11.4.1 Multiple view stereopsis in n-dimensional space

Given multiple images of a hyperplane Hd ⊂ Rn, according to Section
11.3.1, we have rank(Mh) = [rank(Ch) − (k − d)]. Then the dimension of
the kernel of Ch is [(n+1)−rank(Ch)]. Hence if rank(Mh) reaches its upper
bound n− k, i.e. rank(Ch) reaches its upper bound n− d, the kernel of Ch

has dimension d + 1. From previous discussions we know that this kernel
is exactly the homogeneous representation of Hd. Therefore, the upper
bound of the rank means that the hyperplane can be determined uniquely.
If rank(Ch) = l < n − d, then we can only determine the hyperplane Hd

up to an (n− l)-dimensional hyperplane as the kernel of Ch.
The structure of the matrix Ch provides another way of interpreting

the kernel of Ch. Ch is composed of m blocks of (k− d)× (n+ 1) matrices[
(s⊥i )T R̄i (s⊥i )T T̄i

]
, i = 1, . . . ,m. The kernel of each block is the preimage

Fi of si. Hence the kernel of Ch is the intersection of Fi’s. The dimension
of Fi is (n − k + d + 1) for all i. Define G1 = F1, Gi = Gi−1 ∩ Fi for
i = 2, . . . ,m. Then dim(Gi) ≤ dim(Gi−1) for i = 2, . . . ,m and Gm is
the kernel of Ch. For the motions Π1, . . . ,Πm, if dim(Gi) < dim(Gi−1)
for i = 2, . . . ,m, then call the set of motions as independent motions and
the set of views (or images) as independent views. Otherwise, we call the
set of motions as dependent motions. In the following discussions, we only
consider independent motions.

For any set of independent motions, the corresponding G1 has dimension
(n− k + d+ 1). Then in order to determine uniquely Hd, it is desirable to
have dim(Gm) = d + 1. Hence the reduction of dimension from G1 to Gm

is n− k. For i > 1, the dimension reduction for the ith view is given by

1 ≤ dim(Gi−1) − dim(Gi) = dim(Gi−1 + Fi) − dim(Fi)

≤ (n+ 1) − (n− k + d+ 1) = k − d.

Thus, in order to determine uniquely Hd, we need at least m = dn−k
k−d e+ 1

views with independent motions. However, this is the “optimal” case such
that each view can induce maximum dimension reduction of Gi. In general,
the number required to determine uniquely Hd can be larger than this
number. The maximum number of independent views required is m =
(n− k + 1) in which case each view only contributes to a one-dimensional
reduction of Gi. For example, in the special case for point features, we
have d = 0. Hence the minimum number of independent views required is
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then dn−k
k e + 1. When n = 3, k = 2, this number reduces to 2 which is

well-known for 3-D stereopsis.

11.4.2 A special case

In addition to above general statements regarding the geometry that rank
conditions may imply, any particular instance of the multiple view matrix in
fact encodes some special information about the geometric configuration of
the camera motions and the hyperplanes involved. It is impractical to study
all possible instances of the multiple view matrix. Here we demonstrate how
this can be done for a special case when k = n−1.6 All the rank conditions
in Theorem 11.1, 11.2 and 11.3 are therefore simplified accordingly. We
discuss their geometric implications.

An individual hyperplane

Let us first study the multiple view matrix in Theorem 11.1. So there are
two sub-cases only for the rank:

rank(Mh) = 1, or rank(Mh) = 0. (11.56)

Suppose its rank is 1 for an Mh associated to some d-dimensional hyper-
plane Hd in Rn. Let si, i = 1, . . . ,m be the m images of Hd relative to
m camera frames specified by the relative transformations (Ri, Ti), i =
2, . . . ,m (from the 1st frame to the ith). Consider the matrix Ch defined in
Section 11.3.1

Ch =




(s⊥1 )T 0
(s⊥2 )TR2 (s⊥2 )TT2

...
...

(s⊥m)TRm (s⊥m)TTm


 ∈ R[m(n−d−1)]×(n+1). (11.57)

Then from the derivation in Section 11.3.1, we have the following rank
inequality

(n− d) ≥ rank(Ch) = rank(Mh) + (n− d− 1) = (n− d). (11.58)

Hence the rank of Ch is exactly n − d. It kernel is a (d + 1)-dimensional
subspace in the homogeneous space Pn, which gives rise to the homoge-
neous coordinates (relative to the first camera frame) of all points on the
hyperplane Hd. Hence Ch itself is a valid homogeneous representation for
Hd, although it may consist of many redundant rows. In any case, when
the rank of Mh is 1, the location of the hyperplane Hd (relative to the first
camera frame) is determined uniquely.

6This is partly because when n = 3, k = 3− 1 = 2, it is the classic case that we have
studied in previous chapters.
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Suppose the rank of Mh is 0, correspondingly the rank of the matrix Ch

is (n − d − 1) instead of (n − d). Then the kernel of the matrix Ch is of
dimension (d+2) in Pn. This gives rise to a (d+1)-dimensional hyperplane
Hd+1 in Rn. To see what this hyperplane is, let us define the matrix:

Kh =

[
s1 0
0 1

]
∈ R(n+1)×(d+2). (11.59)

Then it is immediate that

rank(Mh) = rank(ChKh). (11.60)

Then rank(Mh) = 0 simply means that range(Kh) ⊆ ker(Ch). Notice that
the range of the matrix Kh is a (d + 2)-dimensional subspace (relative to
the first camera frame) in Pn which represents homogeneously the (d+ 1)-
dimensional hyperplane spanned by Hd and the center of the first camera
frame. Then the location of the originally observed Hd is only determined
up to this Hd+1 – its exact location within Hd+1 cannot be known from
its given m images. Since rank(Mh) = 0, it also means the entire matrix
Mh is zero, which further reveals some special relationships between all
the camera frames and the images. It is easy to see that Mh is zero if
and only if each camera center and the hyperplane Hd span the same
(d+ 1)-dimensional hyperplane in Rn.

Inclusion

We now study the multiple view matrix in Theorem 11.2. Here we know
the two hyperplanes Hd2 ⊆ Hd1 and would like to know what the rank
condition implies about their general location relative to the camera frames.
If the images involved in a particular multiple view matrix are all from the
same hyperplane, there is essentially the “one hyperplane” case which has
been discussed in the above section. The two interesting cases left are the
two matrices M1

h and M2
h defined in Section 11.3.2:

M1
h

.
=




(s⊥2 )TR2x1 (s⊥2 )TT2

...
...

(s⊥m)TRmx1 (s⊥m)TTm


 ∈ R[(m−1)(n−d1−1)]×(d2+2),

M2
h

.
=




(x⊥
2 )TR2s1 (x⊥

2 )TT2

...
...

(x⊥
m)TRms1 (x⊥

m)TTm


 ∈ R[(m−1)(n−d2−1)]×(d1+2).

According to the rank conditions given in Theorem 11.2, we have:

0 ≤ rank(M1
h) ≤ 1, (d1 − d2) ≤ rank(M2

h) ≤ 1 + (d1 − d2).

If rank(M1
h) = 1, then C1

h defined in Section 11.3.2 has rank(C1
h) = n−d1.

Hence the kernel of the matrix C1
h uniquely determines the hyperplane Hd1
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– it location relative to the first camera frame. Also since s⊥i is a sub-matrix
of x⊥

i , i = 1, . . . ,m, we have:

rank




(s⊥2 )T R2x1 (s⊥2 )T T2

...
...

(s⊥m)T Rmx1 (s⊥m)T Tm


 ≤ rank




(x⊥

2 )T R2x1 (x⊥

2 )T T2

...
...

(x⊥

m)T Rmx1 (x⊥

m)T Tm


 .

So the rank of the second matrix must be 1, hence the location of the hy-
perplane Hd2 is uniquely determined according to the discussion in Section
11.4.2. However, if rank(M 1

h) = 0, we only know

(n− d1 − 1) ≤ rank(C1
h) ≤ (n− d1). (11.61)

In this case, nothing definite can be said about the uniqueness of Hd1 from
the rank test on this particular multiple view matrix. On the other hand,
the entire matrix M1

h being zero indeed reveals some degeneracy about the
configuration: All the camera centers and Hd1 span a (d1 + 1)-dimensional
hyperplane in Rn since (s⊥i )TTi = 0 for all i = 2, . . . ,m; the only case that
the exact location of Hd1 is determinable (from this particular rank test) is
when all the camera centers are actually in Hd1 . Furthermore, we are not
able to say anything about the location of Hd2 in this case either, except
that it is indeed in Hd1 .

Now for the matrix M2
h , if rank(M2

h) = (d1 −d2 +1), then the matrix C2
h

defined in Section 11.3.2 has rank(C2
h) = n − d2. Hence the kernel of the

matrix C2
h uniquely determines the hyperplane Hd2 – it location relative to

the first camera frame. Or, simply use the following rank inequality (from
comparing the numbers of columns):

rank




(x⊥

2 )T R2s1 (x⊥

2 )T T2

...
...

(x⊥

m)T Rms1 (x⊥

m)T Tm


 ≤ rank




(x⊥

2 )T R2x1 (x⊥

2 )T T2

...
...

(x⊥

m)T Rmx1 (x⊥

m)T Tm


 + (d1 − d2).

So the second matrix will have rank 1, hence the location of Hd2 is unique.
However, in general we are not able to say anything about whether Hd1 is
uniquely determinable from such a rank test, except that it contains Hd2 .
Now, if rank(M2

h) = (d1 − d2), we only know

(n− d2 − 1) ≤ rank(C2
h) ≤ (n− d2). (11.62)

Then this particular rank test does not imply the uniqueness of the hyper-
plane Hd2 . From the matrix M2

h being of rank (d1 −d2), we can still derive
that all the camera centers and Hd1 span a (d1+1)-dimensional hyperplane
Hd1+1 since (x⊥

i )TTi is linearly dependent of (x⊥
i )TRix1 for i = 2, . . . ,m.

So Hd1 is in general not determinable unless all the camera centers lie in
Hd1 . If it is the special case that all the camera centers actually lie in Hd2 ,
the location of Hd2 is then determinable. If some camera centers are off
the hyperplane Hd2 but still in the hyperplane Hd1+1, we simply cannot
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tell the uniqueness of Hd2 from this particular rank test. Examples for ei-
ther scenario exist. Generally speaking, the bigger the difference between
the dimensions d1 and d2, the less information we will get about Hd2 from
the rank test on M2

h alone. Due to this reason, in practice, other types of
multiple view matrices are preferable.

We summarize our discussion in this section in Table 11.1.

Matrix rank(M1
h) rank(M1

h) rank(M2
h) rank(M2

h)

Rank values 1 0 d1 − d2 + 1 d1 − d2

Hd1 unique ⊂ Hd1+1 ⊇ Hd2 ⊂ Hd1+1

Hd2 unique ⊆ Hd1 unique ⊆ Hd1

Camera centers ⊂ Rn ⊂ Hd1+1 ⊂ Rn ⊂ Hd1+1

Table 11.1. Locations of hyperplanes or camera centers implied by each single rank
test. Whenever it is well-defined, Hd1+1 is the (d1 + 1)-dimensional hyperplane
spanned by the Hd1 and all the camera centers.

Intersection

Finally, we study the multiple view matrix in Theorem 11.3. Here we know
three hyperplanes are related by Hd3 ⊆ Hd1 ∩ Hd2 . Let us first study
the case rank(M) = 1. Since r⊥i and s⊥i are both sub-matrices of x⊥

i ,
i = 1, . . . ,m, we have:

rank




(D⊥

2 )T R2x1 (D⊥

2 )T T2

...
...

(D⊥

m)T Rmx1 (D⊥

m)T Tm


 ≤ rank




(x⊥

2 )T R2x1 (x⊥

2 )T T2

...
...

(x⊥

m)T Rmx1 (x⊥

m)T Tm




where D⊥
i = x⊥

i , r⊥i , or s⊥i . Therefore, the rank of the second matrix in
the above rank inequality is 1. That is the hyperplane Hd3 can always
be determined. As before, nothing really can be said about the other two
hyperplanes except that they both contain Hd3 . Now if rank(M) = 0,
then nothing really can be said about the locations of any hyperplane,
except that all the camera centers and the hyperplanes Hd1 , Hd2 span a
(d1 + d2 + 1)-dimensional hyperplane – a degenerate configuration. The
analysis goes very much the same for any number of hyperplanes which all
intersect at Hd3 .

11.4.3 Degenerate motions

In previous sections, we have assumed that the hyperplane Hd relative to
the camera (and its image plane) is of general position. That essentially
means that the hyperplane and its image have the same dimension: q = d
when d ≤ k. This assumption has to a large extent simplified our analysis.
However, in some rare degenerate situations, the image of a hyperplane
could be of strictly lower dimension, i.e. q < d. Such a case is illustrated
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by Figure 11.4. Degenerate situations happen in high dimensional spaces
in a similar fashion. More specifically, let K be the orthogonal complement
to the image space Ik+1 in Rn. Still use Hd+1 to denote the subspace
spanned by the hyperplaneHd and the camera center. Then we have d = q+
dim(Hd+1∩K). So a degenerate situation occurs whenever the intersection
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Figure 11.4. A degenerate case: the image of a line is a point under the perspective
projection from R3 to R1(

.
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of K and Hd+1 is non-trivial. A potential problem that may arise with a
degenerate situation is that the dimension of the image of a hyperplane
may vary from view to view. Using these degenerate images in the multiple
view matrix may result in a looser bound on the rank conditions. Suppose
the first image of Hd has a dimension q1 < d. Then all the theorems about
rank conditions in preceding sections need to be changed accordingly. For
example, Theorem 11.1 becomes:

Corollary 11.3 (Rank condition with degenerate motions). Given
m images s1, . . . , sm and co-images s⊥1 , . . . , s

⊥
m of a d-dimensional hyper-

plane Hd in Rn, the associated multiple view matrix Mh defined above
satisfies

0 ≤ rank(Mh) ≤ (n− k) − (d− q1) (11.63)

where q1 is the dimension of the hyperplane of the image for Hd with respect
to the 1st camera frame.

Notice that since (n − k) − (d − q1) < (n − k), the rank condition says
that we may only determine the hyperplane Hd up to an H2d−q1 subspace
(with respect to the first view). This is expected since a degenerate view
is chosen as the reference. If we choose a different (non-degenerate) frame
as the reference, the rank may vary and gives a better description of the
overall configuration.

In view of this, we see that the rank of the corresponding matrix Ch

(defined during the derivation ofM in previous sections) in general are more
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symmetric with respect to all images. However, the rank of Ch typically
depends on the dimension of the hyperplane involved.7 That makes it much
harder to use in practice. For example, if the goals is to reconstruct a scene
using all available features (including hyperplanes of all dimensions), any
algorithm based on Ch needs to deal with different hyperplanes separately.
The use of the multiple view matrix M would be much more uniform,
despite its possible trouble with degeneracy.

11.5 Applications of the generalized rank
conditions

The rank conditions for various multiple-view matrices in the classic case
when n = 3 and k = 2 have been studied recently. These results then be-
come special cases for the general rank conditions developed in this chapter.
For example, for the m images of a point in the 3-D space, the corre-
sponding multiple-view matrix Mp then satisfies 0 ≤ Mp ≤ n − k = 1.
Similarly for the line feature in 3-D, the multiple-view matrix also satisfies
0 ≤ Ml ≤ n − k = 1. As we have mentioned before, the rank condition
is going to be useful for any problem that has a setting of projecting a
high-dimensional signal to low-dimensional ones. We discuss here two of
those problems in computer vision.

11.5.1 Multiple view constraints for dynamical scenes

One important application of the rank conditions is for the analysis of the
dynamical scene, which means that the scene contains moving objects with
independent motions. Let us first see how this can be done in general. The
trajectory of a moving point p (with respect to the world coordinate frame)
can be described by a function X(t) : R → R3. If the function is smooth
and analytic, we may express it in terms of Taylor expansion:

X(t) = X(0) +
∞∑

j=1

X(j)(0)

j!
tj . (11.64)

In practice, we may approximate the series up to N th order terms:

X(t) ≈ X(0) +

N∑

j=1

X(j)(0)

j!
tj . (11.65)

7The rank of M could depend on the difference of the hyperplanes in the case of
hyperplane inclusion. But that only occurs in Case one (see Theorem 11.2) which is
usually of least practical importance.



11.5. Applications of the generalized rank conditions 259

Notice that when N = 1, we essentially assume that points are moving in
constant velocity (with respect to the world frame); when N = 2, points
are moving with a constant acceleration (with a parabolic trajectory). Sup-
pose the relative motion from the ith camera frame (at time ti) to the
world frame is gi = (Ri, Ti) ∈ SE(3). In homogeneous coordinates, the ith

(perspective) image of this point (at time ti) is then given by

λixi = P ′giX(ti) = P ′gi


X(0) +

N∑

j=1

X(j)(0)

j!
tji


 (11.66)

where P ′ ∈ R3×4. If we define a new projection matrix to be

Πi = [Rit
N
i . . . Riti Ri, Ti] ∈ R3×(3N+4) (11.67)

and a new coordinate associated to the point p in R3n to be

X̄ = [X(N)(0)T . . . X ′(0)T ,XT ]T ∈ R3N+4, (11.68)

then the above equation becomes

λixi = ΠiX̄, X̄ ∈ R3N+4,xi ∈ R3. (11.69)

This is indeed a multiple-view projection from R3(N+1) to R2 (in its ho-
mogeneous coordinates). The rank conditions then give basic constraints
that can be further used to segment these features or reconstruct their co-
ordinates. The choice of the time-base (tN , . . . , t, 1) in the construction of
Π above is not unique. If we change the time-base to be (sin(t), cos(t), 1),
it would allow us to embed points with elliptic trajectory into a higher
dimensional linear space.

As a simple example, let us study in more detail a scene consisting of
point features with each moving at a constant velocity. According to above
discussion, this can be viewed as a projection from a six-dimensional space
to a two-dimensional one. The six-dimensional coordinate consists of both a
point’s 3-D location and its velocity. We are interested in the set of algebraic
(and geometric) constraints that govern its multiple images. Since now we
have a projection from R6 to R2, for given m images, the multiple view
matrix Mp (as defined in (11.22)) associated to a point p has a dimension
2(m − 1) × 5 and satisfies the rank condition 0 ≤ rank(Mp) ≤ 6 − 2 = 4.
Then any 5 × 5 minor (involving images from 4 views) of this matrix has
determinant zero. These minors exactly correspond to the only type of
constraints discovered in [?] (using tensor terminology). However, the rank
conditions provide many other types of constraints that are independent
of the above. Especially, we know each point moving on a straight line in
3D – from the constant velocity assumption, it is then natural to consider
the incidence condition that a point lies on a line. According to Theorem
11.2, for m images of a point on a line, if we choose D1 to be the image of
the point and D⊥

i to be the co-image of the line, the multiple view matrix
M has a dimension (m− 1) × 5. M has rank(M) ≤ 4. It is direct to check
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that constraints from its minor being zero involve up to 6 (not 4) views. If
we consider the rank conditions for other types of multiple view matrix M
defined in Theorem 11.2, different constraints among points and lines can
be obtained. Therefore, to complete and correct the result in [?] (where
only the types of projection Rn → R2, n = 4, . . . , 6 were studied), we have
in general

Corollary 11.4 (Multilinear constraints for Rn → Rk). For projection
from Rn to Rk, non-trivial algebraic constraints involve up to (n − k + 2)
views. The tensor associated to the (n − k + 2)-view relationship in fact
induces all the other types of tensors associated to smaller numbers of views.

The proof directly follows from the rank conditions. In the classic case
n = 3, k = 2, this corollary reduces to the well-known fact in computer
vision that irreducible constraints exist up to triple-wise views, and fur-
thermore, the associated (tri-focal) tensor induces all (bi-focal) tensors (i.e.
the essential matrix) associated to pairwise views. In the case n = 6, k = 2,
the corollary is consistent to our discussion above. Of course, besides em-
bedding (11.69) of a dynamic scene to a higher dimensional space R3(N+1),
knowledge on the motion of features sometime allows us to embed the prob-
lem in a lower dimensional space. These special motions have been studied
in [?], and our results here also complete their analysis.

11.5.2 Multiple views of a kinematic chain

Maybe one of the most important applications of the rank conditions is to
describe objects that can be modeled as kinematic chains. These objects
include any linked rigid body (or so-called articulated body) such as a
walking human being or a robot arm. The key idea here is that each link
(of the body) can be very well represented as a moving line (a 1-dimensional
hyperplane); and each joint can be represented as a moving point where
links intersect. The rigidity of the motion essentially allows us to embed
points on the body as a hyperplane into a high dimensional space. The
dimension of the hyperplane is exactly the degree of freedoms of the links.
To demonstrate how this can work, we consider the simplest case: two links
joined by a resolute joint with the first one fixed to the ground through
another resolute joint, as shown in Figure 11.5. Without loss of generality,
suppose the joints lie in the xy-plane (with respect to the world coordinate
frame). Let e1 = [1, 0, 0]T ∈ R3 be the unit vector along the x-axis and
e3 = [0, 0, 1] ∈ R3 along the z-axis; ω1, ω2 ∈ R be the angular velocities
of the first and second joints respectively; and l1, l2 ∈ R be the lengths of
the two links. Assume the location of the first joint is Xo ∈ R3. Assume at
time t = 0, the two joints start from the initial state θ1 = θ2 = 0.

Then a point on the first link has the coordinates X1(t) = Xo +
r1 exp(ê3ω1t)e1 where r1 ∈ R is the distance from the point to the first
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Figure 11.5. Two resolute joints.

joint. Using Rodrigues’ formula we can rewrite this as

X1(r1, t) = [Xo + r1(I + ê3
2)e1] + [r1ê3e1] · sin(ω1t) + [−r1ê32e1] · cos(ω1t).

Similarly for the second link, coordinates of a point with a distance r2 ∈ R

to the second joint are given by

X2(r2, t) = [X1(l1, t) + r2(I + ê3
2)e1] + [r2ê3e1] · sin(ω2t) + [−r2ê32e1] · cos(ω2t).

If we choose the time-base (sin(ω1t), cos(ω1t), sin(ω2t), cos(ω2t), 1) for the
new projection matrix Π, we may embed the links into R15. Hence the
projection of a point on the links is a projection from R15 to R2, and can
be expressed in homogeneous coordinates:

λ(t)x(t) = Π(t)X̄, X̄ ∈ R16,x ∈ R3. (11.70)

It is clear to see that points from each link lie on a one-dimensional hyper-
plane (a line) in the ambient space R15. These two links together span a
two-dimensional hyperplane, unless ω1 = ω2 (i.e. the two links essentially
move together as one rigid body). The rank conditions that we have for such
a projection will be able to exploit the fact that the two links intersect at
the second joint, and that points on the links belong to a two-dimensional
hyperplane Z = 0 (w.r.t. the world coordinate frame).

In general, using similar techniques, we may embed a linked rigid body
of multiple joints or links (maybe of other types) into a high dimensional
space. If a linked rigid body consists of N links, in general we can embed
its configuration into RO(6N) – with the assumption of constant translation
and rotation velocity. This makes perfect sense since each link potentially
may introduce 6 degrees of freedom – three for rotation and three for trans-
lation. In principle, the rank conditions associated to the projection RO(6N)
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to R2 then provide necessary constraints among links, joints. Recognizing
the hyperplane to which all points belong tells what types of joints there
are; and recovering the high-dimensional coordinates of each point allows to
segment points to different links. For applications such as tracking walking
human or controlling robot arms, resolute joints are to a large extent suffi-
cient for the purpose. However, in the case of walking human, the joints are
typically not fixed to the ground. Hence we need to model the base point
Xo as a moving point too. Combining with results in the previous section,
the resulting embedding is obvious.

11.6 Summary

In this chapter, we have studied algebraic and geometric relationships
among multiple low-dimensional projections (also called images) of hyper-
planes in a high-dimensional linear space. To a large extent, the work is
a systematic generalization of classic multiple view geometry in computer
vision to higher dimensional spaces. The abstract formulation of the pro-
jection model in this chapter allows us to treat uniformly a large class
of projections that are normally encountered in many practical applica-
tions, such as perspective projection and orthographic projection. We have
demonstrated in detail how incidence conditions among multiple images of
multiple hyperplanes can be uniformly and concisely described in terms of
certain rank conditions on the so-called multiple view matrix. These inci-
dence conditions include: inclusion, intersection, and restriction (to a fixed
hyperplane).

The significance of such rank conditions is multi-fold: 1. the multiple
view matrix is the result of a systematic elimination of unknowns that
are dependent on n-dimensional location of the hyperplanes involved. The
rank conditions essentially describe incidence conditions in Rn in terms of
only low dimensional images (of the hyperplanes) and relative configuration
among the vantage points. These are the only constraints that are available
for any reconstruction whose input data are the images only. 2. As an
alternative to the multi-focal tensor techniques that are widely used in
computer vision literature for studying multiple view geometry, the rank
conditions provide a more complete, uniform and precise description of
all the incidence conditions in multiple view geometry. They are therefore
easier to use in reconstruction algorithms for multiple view analysis and
synthesis. 3. A crucial observation is that the rank conditions are invariant
under any transformations that preserve incidence relationships. Hence it
does not discriminate against Euclidean, affine, projective or any other
transformation groups, as long as they preserve incidence conditions of
the hyperplanes involved. Since these transformations were traditionally
studied separately in computer vision, the rank conditions provide a way
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of unifying these efforts. 4. The generalization of multiple view geometry to
high dimensional spaces has dramatically increased the range of potential
applications outside computer vision. As we have shown, many computer
vision problems that classic multiple view geometry is not able to handle
can in fact be embedded as a multiple view geometry problem in a space
of higher dimension. These generalized rank conditions can also be applied
to many other problems in communications, signal processing and medical
imaging, whenever the essential problem is to recover high dimensional
objects from their low dimensional projections.

In this chapter, we have only categorized constraints in multiple view
geometry based on the rank techniques. That is merely the first step to the
goal of reconstructing high-dimensional objects from multiple (perspective)
images. There is already a vast body of literature in computer vision show-
ing (for the case of projection from R3 to R2) how to exploit some of these
constraints for reconstruction purposes. Since most of the existing tech-
niques deal with two or three images at a time, we believe that the rank
conditions, which unify global constraints among multiple images, will even-
tually give rise to more global techniques for reconstruction. In the case of
three-dimensional space, this has been shown to be true. However, at this
point, very little is known about and very few algorithms are available for
reconstruction from multiple views in a general n-dimensional space.

This chapter has essentially demonstrated the possibility of generalizing
classic multiple view geometry from R3 to Rn. However, there is yet an-
other direction that a generalization could take: changing the structure of
the underlying ambient space, say from Euclidean to non-Euclidean. That
is to develop a version of multiple view geometry for spaces with non-
zero curvature. Such a generalization typically requires a generalization of
the concept of “perspective projection” (see [MS98]). In such a context,
many intriguing mathematical questions may arise: how to study geomet-
ric relationships between an “object” in a general space (say a Riemannian
manifold) and its multiple low-dimensional “images”; what are the cor-
responding conditions that would allow a full reconstruction of the object
from its multiple images; and in general, how to develop efficient algorithms
for such reconstruction purposes. We would like to leave these questions for
future investigation.
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Part IV

Reconstruction algorithms



This is page 266
Printer: Opaque this



This is page 267
Printer: Opaque this

Chapter 12
Batch reconstruction from multiple
views

12.1 Algorithms

12.1.1 Optimal methods

12.1.2 Factorization methods

12.2 Implementation
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Chapter 13
Recursive estimation from image
sequences

In this chapter we consider the problem of estimating structure and motion
under the constraint of causal processing. In applications such as driving,
docking, tracking, manipulation etc., a control task must be performed
based on visual information up to the current time instant. Processing
data in a batch would result in a delay (to first collect and then process
the data) that makes the control task significantly harder. The problem
of causally estimating structure and motion can be shown to not have a
finite-dimensional optimal solution. Therefore, one has to resort to approxi-
mations. We do so in this chapter, where we describe a local nonlinear filter
to recursively estimate structure and motion that has been implemented
on commercial hardware for real-time operation.

13.1 Motion and shape estimation as a filtering
problem

Consider an N -tuple of points in the three-dimensional Euclidean space E3

and their coordinates represented as a matrix

X
.
=

[
X1 X2 . . . XN

]
∈ R3×N (13.1)

and let them move under the action of a rigid motion between two adjacent
time instants g(t + 1) = exp(ξ̂(t))g(t); ξ̂(t) ∈ se(3). We assume that we
can measure the (noisy) projection

yi(t) = π
(
g(t)Xi

)
+ ni(t) ∈ R2 ∀ i = 1 . . .N (13.2)
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where we know the correspondence yi ↔ Xi. Finally, by organizing the
time-evolution of the configuration of points and their motion, we end up
with a discrete-time, non-linear dynamical system:





X(t+ 1) = X(t) X(0) = X0 ∈ R3×N

g(t+ 1) = exp(ξ̂(t))g(t) g(0) = g0 ∈ SE(3)

ξ(t+ 1) = ξ(t) + α(t) ξ(0) = ξ0 ∈ se(3)

yi(t) = π
(
g(t)Xi(t)

)
+ ni(t) ni(t) ∼ N (0,Σn)

(13.3)

where ∼ N (M,S) indicates a normal distribution with mean M and co-
variance S. In the above model, α is the relative acceleration between the
viewer and the scene. If some prior modeling information is available (for
instance when the camera is mounted on a vehicle or on a robot arm), this
is the place to use it. Otherwise, a statistical model can be employed. In
particular, one way to formalize the fact that no information is available is
by modeling α as a Brownian motion process. This is what we do in this
chapter1. In principle one would like - at least for this simplified formaliza-
tion of SFM - to find the “optimal solution”, that is the description of the
state of the above system {X, g, ξ} given a sequence output measurements
(correspondences) yi(t) over an interval of time. Since the measurements
are noisy and described using a stochasic model, the description of the
state consists in its probability density conditioned on the measurements.
We call an algorithm that delivers the conditional density of the state at
time t causally (i.e. based upon measurements up to time t) the optimal
filter.

13.2 Observability

To what extent can the 3-D shape and motion of a scene be reconstructed
causally from measurements of the motion of its projection onto the sensor?
This is the subject of this section, which we start by establishing some
notation that will be used throughout the rest of the chapter.

Let a rigid motion g ∈ SE(3) be represented by a translation vector
T ∈ R3 and a rotation matrix R ∈ SO(3), and let α 6= 0 be a scalar. The
similarity group, which we indicate by gα ∈ SE(3)×R+ is the composition
of a rigid motion and a scaling, which acts on points in R3 as follows:

gα(X) = αRX + αT. (13.4)

We also define an action of gα on SE(3) as

gα(g′) = {αRT ′ + αT,RR′} (13.5)

1We wish to emphasize that this choice is not crucial towards the results of this
chapter. Any other model would do, as long as the overall system is observable.
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and an action on se(3), represented by v and ω, as

gα(ξ) = {αv, ω̂}. (13.6)

The similarity group, acting on an N -tuple of points in R3, generates an
equivalence class:

[X] = {Y ∈ R3×N | ∃ gα | Y = gαX} (13.7)

two configurations of points X and Y ∈ R3×N are equivalent if there exists
a similarity transformation gα that brings one onto the other: Y = gαX.
Such equivalence class in (13.7) is called a fiber, and the collection of all
fibers is called a fiber bundle. Therefore, the similarity group organizes
the space of N -tuples into a fiber bundle, which we call the state-space
bundle: given a point X in R3×N , it belongs to one and only one fiber.
From any given point it is possible to move either along the fiber (via the
similarity group) or across fibers. One element of each fiber is sufficient
to represent it, since all other elements are just transformed versions of it
via the similarity group. In order to obtain a representation of the whole
bundle, however, we need a consistent way of choosing a representative
for each fiber. This is called a base of the fiber bundle. We will show how
to construct a base of the homogeneous space of coordinates of points
under the similarity transformation in section 13.3. For more details on the
geometric structure of fiber bundles the reader is referred to [GH86]; for the
purpose of this chapter an intuitive notion of fiber bundle as the equivalence
class of coordinates of points in R3 under the similarity transformation
suffices.

Preliminaries

Consider a discrete-time nonlinear dynamical system of the general form
{
x(t+ 1) = f(x(t)) x(t0) = x0

y(t) = h(x(t))
(13.8)

and let y(t; t0, x0) indicate the output of the system at time t, starting from
the initial condition x0 at time t0. In this section we want to characterize
the states x that can be reconstructed from the measurements y. Such a
characterization depends upon the structure of the system f, h and not
on the measurement noise, which is therefore assumed to be absent for the
purpose of the analysis in this section.

Definition 13.1. Consider a system in the form (13.8) and a point in the
state-space x0. We say that x0 is indistinguishable from x′0 if y(t; t0, x

′
0) =

y(t; t0, x0) ∀ t, t0. We indicate with I(x0) the set of initial conditions that
are indistinguishable from x0.
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Definition 13.2. We say that the system (13.8) is observable up to a
(group) transformation ψ if

I(x0) = [x0]
.
= {x′0 | ∃ ψ | x′0 = ψ(x0)}. (13.9)

As articulated in the previous section, the state-space can be represented
as a fiber bundle: each fiber is an equivalence class of initial conditions that
are indistinguishable. Clearly, from measurements of the output y(t) over
any period of time, it is possible to recover at most the equivalence class
(fiber) where the initial condition belongs, that is I(x0), but not x0 itself.
The only case when this is possible is if the system is observable up to the
identity transformation. In this case we have I(x0) = {x0} and we say that
the system is observable.

For a generic linear time-varying system of the form
{
x(t+ 1) = F (t)x(t) x(t0) = x0

y(t) = H(t)x(t)
(13.10)

the k-observability Grammian is defined as

Mk(t)
.
=

t+k∑

i=t

ΦT
i (t)HT (t)H(t)Φi(t) ∀ i > t (13.11)

where Φt(t) = I and Φi(t)
.
= F (i− 1) . . . F (t). The following definition will

come handy in section 13.4:

Definition 13.3. We say that the system (13.10) is uniformly observable
if there exist real numbers m1 > 0, m2 > 0 and an integer k > 0 such that
m1I ≤Mk(t) ≤ m2I ∀ t.

The following proposition revisits the well-known fact that, under con-
stant velocity, structure and motion are observable up to a (global)
similarity transformation.

Proposition 13.1. The model (13.3) where the points X are in gen-
eral position is observable up to a similarity transformation of X provided
that v0 6= 0. In particular, the set of initial conditions that are indistin-

guishable from {X0, g0, ξ0}, where g0 = {T0, R0} and eξ̂0 = {v0, U0}, is
given by {R̃X0α + T̃α, g̃0, ξ̃0}, where g̃0 = {T0α − R0R̃

T T̃α,R0R̃
T } and

e
̂̃ξ0 = {v0α,U0}.

Proof. Consider two initial conditions {X1, g1, ξ1} and {X2, g2, ξ2}. For
them to be indistinguishable we must have y(t) = π(g1(t)X1(t)) =
π(g2(t)X2(t)) ∀ t ≥ 0. In particular, at time t = 0 this is equiv-
alent to the existence of a diagonal matrix of scalings, A(1), such that
g1(0)X1(0) = (g2(0)X2) · A(1), where the operator · performs the scaling
according to (gX) · A .

= RXA + TA. Under the assumption of constant

velocity, we have that g(t) = etξ̂g(0), and therefore the group action
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g only appears at the initial time. Consequently, we drop the time in-
dex and write simply g1 and g2 as points in SE(3). At the generic time
instant t, the indistinguishability condition can therefore be written as

etξ̂1g1X1 = (etξ̂2g2X2) · A(t + 1). Therefore, given X2, g2, ξ2, in order to
find the initial conditions that are indistinguishable from it, we need to find
X1, g1, ξ1 and A(k), k ≥ 1 such that, after some substitutions, we have

{
g1X1 = (g2X2) ·A(1)

eξ̂1e(k−1)ξ̂2g2X2 =
(
eξ̂2e(k−1)ξ̂2g2X2

)
· A(k + 1) k ≥ 1.

(13.12)

Making the representation of SE(3) explicit, we write the above conditions
as {

R1X1 + T̄1 = (R2X2 + T̄2)A(1)

U1X̃kA(k) + v̄1 = U2X̃kA(k + 1) + v̄2A(k + 1)
(13.13)

where we have defined X̃k
.
= e(k−1)ξ̂2g2X2 which, by the assumption of

general position, is of full rank 3, and v̄ denotes the rank-one matrix v̄
.
=

vIT
N , where IN is the N -dimensional vector of ones. We can rewrite the

second of the equations above in a more enlightening way as follows:

X̃kA(k)A−1(k+1)−UT
1 U2X̃k = UT

1 (v̄2A(k+1)− v̄1)A
−1(k+1). (13.14)

The 3 × N matrix on the right hand-side has rank at most 2, while the
left hand-side has rank 3, following the general-position conditions, unless
A(k)A−1(k + 1) = I and UT

1 U2 = I , in which case it is identically zero.
Therefore, both terms in the above equations must be identically zero. From
UT

1 U2 = I we conclude that U1 = U2, while from A(k)A−1(k + 1) = I we
conclude that A(k) is constant. However, the right hand-side imposes that
v̄2A = v̄1, or in vector form v2a

T = v1I
T
N where A = diag{a}, which implies

that A = αI , i.e. a multiple of the identity. Now, going back to the first
equation in (13.13), we conclude that R1 = R2R̃

T , for any R̃ ∈ SO(3),
X1 = (R̃X0 + T̃ )α for any T̃ ∈ R3, and finally T1 = (T2 −R1R̃

T T̃ )α, which
concludes the proof.

Remark 13.1. The relevance of the above proposition for the practical esti-
mation of structure from motion (where velocity is not necessarily constant)
is that one can (in principle) solve the problem using the above model only
when velocity varies slowly compared to the sampling frequency. If, how-
ever, some information on acceleration becomes available (as for instance
if the camera is mounted on a support with some inertia), then the restric-
tion on velocity can be lifted. This framework, however, will not hold if the
data y(t) are snapshots of a scene taken from sparse viewpoints, rather than
a sequence of images taken ad adjacent time instants while the camera is
moving in a continuous trajectory.

The following proposition states that it is possible to make the model
observable by fixing the direction of three points and one depth. It is closely
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related to what some authors call invariance to “gauge transformations”
[McL99], except that in our case we have to consider the causality con-
straint. When we interpret the state-space as a fiber bundle under the
action of the similarity group, fixing the direction of three points and one
depth identifies a base of the bundle, that is a point in the similarity group.
Without loss of generality (i.e. modulo a re-ordering of the states) we will
assume the indices of such three points to be 1, 2 and 3. We consider a
point X as parameterized by its direction y and depth ρ, so that X = yρ.

Proposition 13.2. Given the direction of three non-collinear points,
y1,y2,y3 and the scale of one point, ρ1 > 0, and given vectors φi, i =
1 . . .N , the set of motions g = {T,R} ∈ SE(3) and scales α ∈ R such that

αRyiρi + αT = φi ∀ i = 1 . . .N ≥ 3 (13.15)

has measure zero.

Proof. Suppose that the statement holds for N = 3, then it holds for any
N > 3, as any additional equation of the form φi = αRyiρi + αT is linear
in the variable Xi .

= yiρi, and therefore can be solved uniquely. Since

X3
i = ρi, the latter is uniquely determined, and so is yi = Xi

ρi . Therefore,
we only need to prove the statement for N = 3:





φ1 = αRy1ρ1 + αT

φ2 = αRy2ρ2 + αT

φ3 = αRy3ρ3 + αT.

(13.16)

Solve the first equation for αT ,

αT = φ1 − αRy1ρ1 6= 0 (13.17)

and substitute into the second and third equation to get
{
φ2 − φ1 = αR(y2ρ2 − y1ρ1)

φ3 − φ1 = αR(y3ρ3 − y1ρ1).
(13.18)

The scale α > 0 can be solved for as a function of the unknown scales ρ2

and ρ3

α =
‖φ2 − φ1‖

‖y2ρ2 − y1ρ1‖ =
‖φ3 − φ1‖

‖y3ρ3 − y1ρ1‖ (13.19)

(note that these expressions are always legitimate as a consequence of the
non-collinearity assumption). After substituting α in equations (13.18), we
get

{
φ2−φ1

‖φ2−φ1‖ = R y
2ρ2−y

1ρ1

‖y2ρ2−y1ρ1‖
φ3−φ1

‖φ3−φ1‖ = R y
3ρ3−y

1ρ1

‖y3ρ3−y1ρ1‖ .
(13.20)

In the above equations, the only unknowns are R, ρ2 and ρ3. Note that,
while on the left hand-side there are two fixed unit-norm vectors, on the
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right hand-side there are unit-norm vectors parameterized by ρ2 and ρ3 re-
spectively. In particular, the right hand-side of the first equation in (13.20)
is a vector on the unit circle of the plane spanned by y1 and y2, while
the right hand-side of the second equation is a vector on the unit circle of
the plane π2 spanned by y1 and y3. By the assumption of non-collinearity,
these two planes do not coincide. We write the above equation in a more
compact form as

{
φν

1 = Rµρ2

φν
2 = Rµρ3 .

(13.21)

Now R must preserve the angle between φν
1 and φν

2, which we indi-

cate as ̂φν
1φν

2, and therefore µρ2 and µρ2 must be chosen accordingly.

If ̂φν
1φν

2 > π − π̂1π2, no such choice is possible. Otherwise, there exists a
one-dimensional interval set of ρ1, ρ2 for which one can find a rotation R
that preserves the angle. However, R must also preserve the cross product,
so that we have

φν
1 × φν

2 = (Rµρ2) ×Rµρ3 = Rµρ2 × (RTRµρ3) = R(µρ2 × µρ3) (13.22)

(note that the norm of the two cross products is the same as a consequence
of the conservation of the inner product), and therefore ρ2 and ρ3 are
determined uniquely, and so is R, which concludes the proof.

13.3 Realization

In order to design a finite-dimensional approximation to the optimal filter,
we need an observable realization of the original model. How to obtain it
is the subject of this section.

Local coordinates

Our first step consists in characterizing the local-coordinate representation
of the model (13.3). To this end, we represent SO(3) locally in canonical
exponential coordinates: let Ω be a three-dimensional real vector (Ω ∈
R3); Ω

‖Ω‖ specifies the direction of rotation and ‖Ω‖ specifies the angle

of rotation in radians. Then a rotation matrix can be represented by its
exponential coordinates Ω̂ ∈ so(3) such that R

.
= exp(Ω̂) ∈ SO(3) as

described in chapter 2. The three-dimensional coordinate Xi is represented
by its projection onto the image plane yi and its depth ρi, so that

yi .= π(Xi)
.
=




Xi
1

Xi
3

Xi
2

Xi
3


 ρi = X i

3. (13.23)
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Such a representation has the advantage of decomposing the uncertainty
in the measured directions y (low) from the uncertainty in depth ρ (high).
The model (13.3) in local coordinates is therefore





yi
0(t+ 1) = yi

0(t) i = 1 . . .N yi
0(0) = yi

0

ρi(t+ 1) = ρi(t) i = 1 . . . N ρi(0) = ρi
0

T (t+ 1) = exp(ω̂(t))T (t) + v(t) T (0) = T0

Ω(t+ 1) = LogSO(3)(exp(ω̂(t)) exp(Ω̂(t))) Ω(0) = Ω0

v(t+ 1) = v(t) + αv(t) v(0) = v0

ω(t+ 1) = ω(t) + αω(t) ω(0) = ω0

yi(t) = π
(
exp(Ω̂(t))yi

0(t)ρ
i(t) + T (t)

)
+ ni(t) i = 1 . . . N.

(13.24)

The notation LogSO(3)(R) stands for Ω such that R = eΩ̂ and is computed
by inverting Rodrigues’ formula as described in chapter 2.

Minimal realization

In linear time-invariant systems one can decompose the state-space into an
observable subspace and its (unobservable) complement. In the case of our
system, which is nonlinear and observable up to a group transformation,
we can exploit the bundle structure of the state-space to realize a similar
decomposition: the base of the fiber bundle is observable, while individual
fibers are not. Therefore, in order to restrict our attention to the observable
component of the system, we only need to choose a base of the fiber bundle,
that is a particular (representative) point on each fiber.

Proposition 13.2 suggests a way to render the model (13.24) observable
by eliminating the states that fix the unobservable subspace.

Corollary 13.1. The model





yi
0(t+ 1) = yi

0(t) i = 4 . . .N yi
0(0) = yi

0

ρi(t+ 1) = ρi(t) i = 2 . . .N ρi(0) = ρi
0

T (t+ 1) = exp(ω̂(t))T (t) + v(t) T (0) = T0

Ω(t+ 1) = LogSO(3)(exp(ω̂(t)) exp(Ω̂(t))) Ω(0) = Ω0

v(t+ 1) = v(t) + αv(t) v(0) = v0

ω(t+ 1) = ω(t) + αω(t) ω(0) = ω0

yi(t) = π
(
exp(Ω̂(t))yi

0(t)ρ
i(t) + T (t)

)
+ ni(t) i = 1 . . .N.

(13.25)
which is obtained by eliminating y1

0,y
2
0,y

3
0 and ρ1 from the state of the

model (13.24), is observable.
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Linearization and uniform observability of the minimal
realization

Let x
.
= [y4

0
T
, . . . ,yN

0
T
, ρ2, . . . , ρN , T T ,ΩT , vT , ωT ]T be the state vector of

a minimal realization, ei the i-th canonical vector in R3 and define Y i(t)
.
=

eΩ̂(t)yi
0(t)ρ

i(t) + T (t), Zi(t)
.
= eT

3 Y
i(t). Let F (t)

.
= ∂f(x)

∂x , H(t)
.
= ∂π(x)

∂x
denote the linearization of the state and measurement equation in (??)
respectively. Explicit expressions for the linearization are given in section
13.5. Here we just wish to remark that, in order for the linearization to
be well-defined, we need to ensure that the depth of each point Z i(t) is
strictly positive as well as bounded. This is a reasonable assumption since
it corresponds to each visible point being in front of the camera at a finite
distance. Therefore, we restrict our attention to motions that guarantee
that this condition is verified.

Definition 13.4. We say that a motion is admissible if v(t) is not identi-
cally zero, i.e. there is an open set (a, b) such that v(t) 6= 0, t ∈ (a, b) and
the corresponding trajectory of the system (??) is such that c ≤ Z i(t) ≤ C,
∀ i = 1, . . . , N , ∀ t > 0 for some constants c > 0, C <∞.

Proposition 13.3. Let F (t)
.
= ∂f(x)

∂x , H(t)
.
= ∂π(x)

∂x denote the lin-
earization of the state and measurement equation in (??) respectively; let
N > 5 and assume the motion is admissible; then the linearized system is
uniformly observable.

Proof. Let k = 2; that there exists an m2 < ∞ such that the Grammian
M2(t) ≤ m2I follows from the fact that F (t) and H(t) are bounded for
all t, as can be easily verified provided that motion is admissible. We now
need to verify that M2(t) is strictly positive definite for all t. To this end,
it is sufficient to show that the matrix

U2(t)
.
=

[
H(t)

H(t+ 1)F (t)

]
(13.26)

has full column rank equal to 3N +5 for all values of t, which can be easily
verified whenever N ≥ 5.

13.4 Stability

Following the derivation in previous sections, the problem of estimating
the motion, velocity and point-wise structure of the scene can be converted
into the problem of estimating the state of the model (??). We propose
to solve the task using a nonlinear filter, properly designed to account for
the observability properties of the model. The implementation, which we
report in detail in section 13.5, results in a sub-optimal filter. However, it
is important to guarantee that the estimation error, while different from
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zero, remains bounded. To streamline the notation, we represent the model
(??) as

{
x(t+ 1) = f(x(t)) + w(t) w(t) ∼ N (0,Σw0(t)),

y(t) = h(x(t)) + n(t) n(t) ∼ N (0,Σn0(t)).
(13.27)

The filter is described by a difference equation for the state x̂(t). We call
the estimation error

x̃(t)
.
= x(t) − x̂(t) (13.28)

and its variance at time t P (t). The initial conditions for the estimator are
{
x̂(0) = x0

P (0) = P0 > 0
(13.29)

and its evolution is governed by
{
x̂(t+ 1) = f(x̂(t)) +K(t)[y(t+ 1) − h(x̂(t))]

P (t+ 1) = R (P (t), F (t), H(t),Σn,Σw)
(13.30)

where R denotes the usual Riccati equation which uses the linearization
of the model {F,H} computed at the current estimate of the state, as
described in [?].

Note that we call Σn0 , Σw0 the variance of the measurement and model
noises, and Σn, Σw the tuning parameters that appear in the Riccati equa-
tion. The latter are free for the designer to choose, as described in section
13.5.

Stability analysis

The aim of this section is to prove that the estimation error generated
by the filter just described is bounded. In order to do so, we need a few
definitions.

Definition 13.5. A stochastic process x̃(t) is said to be exponentially
bounded in mean-square (or MS-bounded) if there are real numbers η, ν >
0 and 0 < θ < 1 such that E‖x̃(t)‖2 ≤ η‖x̃(0)‖2θt + ν for all t ≥ 0.
x̃(t) is said do be bounded with probability one (or bounded WP1) if
P [supt≥0 ‖x̃(t)‖ <∞] = 1.

Definition 13.6. The filter (13.27) is said to be stable if there exist positive
real numbers ε and δ such that

‖x̃(0)‖ ≤ ε, Σn(t) ≤ δI, Σw(t) ≤ δI =⇒ x̃(t) is bounded. (13.31)

Depending on whether x(t) is bounded in mean square or with probability
one, we say that the filter is “MS-stable” or “stable WP1”.

We are now ready to state the core proposition of this section
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Proposition 13.4. Let the hypothesis of proposition 13.3 be fulfilled. Then
the filter based on the model (??) is MS-stable and stable WP1.

In order to prove the proposition, we need a result that follows directly
from corollary 5.2 of [?]:

Lemma 13.1. In the filter based on the model (??), let motion be admis-
sible and P0 > 0. Then there exist positive real numbers p1 and p2 such
that

p1I ≤ P (t) ≤ p2I ∀ t ≥ 0. (13.32)

Proof. The proof follows from corollary 5.2 of [?], using proposition 13.3
on the uniform observability of the linearization of (??).

Now the proof for the proposition:

Proof. The proposition follows from theorem 3.1 in [?], making use in
the assumptions of the boundedness of F (t), H(t), lemma 13.1 and the
differentiability of f and g when 0 < ρi <∞ ∀ i.

Non-minimal models

Most recursive schemes for causally reconstructing structure and motion
available in the literature represent structure using only one state per point
(either its depth in an inertial frame, or its inverse, or other variations on
the theme). This corresponds to reducing the state of the model (??), with
the states yi

0 substituted for the measurements yi(0), which causes the
model noise n(t) to be non-zero-mean2. When the zero-mean assumption
implicit in the use of the Kalman filter is violated, the filter settles at a
severely biased estimate. In this case we say that the model is sub-minimal.

On the other hand, when the model is non-minimal – such is the case
when we do not force it to evolve on a base of the state-space bundle – the
filter is free to wonder on the non-observable space (i.e. along the fibers of
the state-space bundle), therefore causing the explosion of the variance of
the estimation error along the unobservable components.

13.5 Implementation

In the previous section we have seen that the model (??) is observable.
Notice that in that model the index for yi

0 starts at 4, while the index for
ρi starts at 2. This corresponds to choosing the first three points as reference
for the similarity group and is necessary (and sufficient) for guaranteeing

2In fact, if we call ni(0) the error in measuring the position of the point i at time 0,
we have that E[ni(t)] = ni(0) ∀ t.
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that the representation is minimal. In the model (??), we are free to choose
the initial conditions Ω0, T0, which we will therefore let be Ω0 = T0 = 0,
thereby choosing the camera reference at the initial time instant as the
world reference.

Partial autocalibration

As we have anticipated, the models proposed can be extended to account
for changes in calibration. For instance, if we consider an imaging model
with focal length f3

πf (X) =

f

[
X1

X2

]

X3
(13.33)

where the focal length can change in time, but no prior knowledge on how
it does so is available, one can model its evolution as a random walk

f(t+ 1) = f(t) + αf (t) αf (t) ∼ N (0, σ2
f ) (13.34)

and insert it into the state of the model (13.3). As long as the overall
system is observable, the conclusions reached in the previous section will
hold. The following claim shows that this is the case for the model (13.34)
above. Another imaging model proposed in the literature is the following
[?]:

πβ(X) =

[
X1

X2

]

1 + βX3
(13.35)

for which similar conclusions can be drawn.

Proposition 13.5. Let g = {T,R} and ξ = {v, ω}. The model




X(t+ 1) = X(t) X(0) = X0

g(t+ 1) = eξ̂g(t) g(0) = g0

ξ(t+ 1) = ξ(t) ξ(0) = ξ0

f(t+ 1) = f(t) f(0) = f0

y(t) = πf (g(t)X(t))

(13.36)

is observable up to the action of the group represented by T̃ , R̃, α acting on
the initial conditions.

Proof. Consider the diagonal matrix F (t) = diag{f(t), f(t), 1} and the
matrix of scalings A(t) as in the proof in section 13.2. Consider then two

3This f is not to be confused with the generic state equation of the filter in section
13.6.



280 Chapter 13. Recursive estimation from image sequences

initial conditions {X1, g1, ξ1, f1} and {X2, g2, ξ2, f2}. For them to be indis-
tinguishable there must exist matrices of scalings A(k) and of focus F (k)
such that

{
g1X1 = F (1)(g2X2) ·A(1)

eξ̂1e(k−1)ξ̂1g1X1 = F (k + 1)
(
eξ̂2e(k−1)ξ̂2g2X2

)
· A(k + 1) k ≥ 1.

(13.37)
Making the representation explicit we obtain

{
R1X1 + T̄1 = F (1)(R2X2 + T̄2)A(1)

U1F (k)X̃kA(k) + v̄1 = F (k + 1)(U2X̃k + v̄2)A(k + 1)
(13.38)

which can be re-written as

X̃kA(k)A−1(k + 1) − F−1(k)UT
1 F (k + 1)U2X̃k

= F (k)−1UT
1 (F (k + 1)v̄2A(k + 1) − v̄1)A

−1(k + 1).

The two sides of the equation have equal rank only if it is equal to zero,
which draws us to conclude that A(k)A−1(k + 1) = I , and hence A is
constant. From F−1(k)UT

1 F (k+1)U2 = I we get that F (k+1)U2 = U1F (k)
and, since U1, U2 ∈ SO(3), we have that taking the norm of both sides
2f2(k + 1) + 1 = 2f2(k) + 1, where f must be positive, and therefore
constant: FU2 = U1F . From the right hand side we have that F v̄2A = v̄1,
from which we conclude that A = αI , so that in vector form we have
v1 = αFv2. Therefore, from the second equation we have that, for any f
and any α, we can have

v1 = αFv2 (13.39)

U1 = FU2F
−1. (13.40)

However, from the first equation we have that R1X1 + T1 = αFR2X2 +
αFT2, whence - from the general position conditions - we conclude that
R1 = αFR2 and therefore F = I . From that we have that T1 = αFT2 =
αT2 which concludes the proof.

Remark 13.2. The previous claim essentially implies that the realization
remains minimal if we add into the model the focal parameter. Note that
observability depends upon the structural properties of the model, not on the
noise, which is therefore assumed to be zero for the purpose of the proof.

Saturation

Instead of eliminating states to render the model observable, it is possible
to design a nonlinear filter directly on the (unobservable) model (13.3) by
saturating the filter along the unobservable component of the state space
as we show in this section. In other words, it is possible to design the initial
variance of the state of the estimator as well as its model error in such a
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way that it will never move along the unobservable component of the state
space.

As suggested in the previous section, one can saturate the states cor-
responding to y1

0,y
2
0,y

3
0 and ρ1. We have to guarantee that the filter

initialized at ŷ0, ρ̂0, ĝ0, ξ̂0 evolves in such a way that ŷ1
0(t) = ŷ1

0, ŷ
2
0(t) =

ŷ2
0, ŷ

3
0(t) = ŷ3

0, ρ̂
1(t) = ρ̂1

0. It is simple, albeit tedious, to prove the following
proposition.

Proposition 13.6. Let Pyi(0), Pρi(0) denote the variance of the initial
condition corresponding to the state yi

0 and ρi respectively, and Σyi ,Σρi

the variance of the model error corresponding to the same state, then




Pyi(0) = 0, i = 1 . . . 3

Pρ1 = 0

Σyi = 0, i = 1 . . . 3

Σρ1 = 0

(13.41)

implies that ŷi
0(t|t) = ŷi

0(0), i = 1 . . . 3, and ρ̂1(t|t) = ρ̂1(0).

Pseudo-measurements

Yet another alternative to render the model observable is to add pseudo-
measurement equations with zero error variance.

Proposition 13.7. The model




yi
0(t+ 1) = yi

0(t) i = 1 . . .N yi
0(0) = yi

0

ρi(t+ 1) = ρi(t) i = 1 . . .N ρi(0) = ρi
0

T (t+ 1) = exp(ω̂(t))T (t) + v(t) T (0) = 0

Ω(t+ 1) = LogSO(3)(exp(ω̂(t)) exp(Ω̂(t))) Ω(0) = 0

v(t+ 1) = v(t) + αv(t) v(0) = v0

ω(t+ 1) = ω(t) + αω(t) ω(0) = ω0

yi(t) = π
(
exp(Ω̂(t))yi(t)ρi(t) + T (t)

)
+ ni(t) i = 1 . . .N

ρ1 = ψ1

yi(t) = φi i = 1 . . . 3,

(13.42)
where ψ1 is an arbitrary (positive) constant and φi are three non-collinear
points on the plane, is observable.

The implementation of an extended Kalman filter based upon the model
(??) is straightforward. However, for the sake of completeness we report
it in section 13.6. The only issue that needs to be dealt with is the disap-
pearing and appearing of feature points, a common trait of sequences of
images of natural scenes. Visible feature points may become occluded (and
therefore their measurements become unavailable), or occluded points may
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become visible (and therefore provide further measurements). New states
must be properly initialized. Occlusion of point features do not cause major
problems, unless the feature that disappears happens to be associated with
the scale factor. This is unavoidable and results in a drift whose nature is
explained below.

Occlusions

When a feature point, say Xi, becomes occluded, the corresponding
measurement yi(t) becomes unavailable. It is possible to model this phe-
nomenon by setting the corresponding variance to infinity or, in practice
Σni = MI2 for a suitably large scalar M > 0. By doing so, we guarantee
that the corresponding states ŷi

0(t) and ρ̂i(t) are not updated:

Proposition 13.8. If Σni = ∞, then ŷi
0(t+1) = ŷi

0(t) and ρ̂i(t+1) = ρ̂i(t).

An alternative, which is actually preferable in order to avoid useless com-
putation and ill-conditioned inverses, is to eliminate the states ŷi

0 and ρ̂i

altogether, thereby reducing the dimension of the state-space. This is sim-
ple due to the diagonal structure of the model (??): the states ρi, yi

0 are
decoupled, and therefore it is sufficient to remove them, and delete the cor-
responding rows from the gain matrix K(t) and the variance Σw(t) for all
t past the disappearance of the feature (see section 13.6).

When a new feature point appears, on the other hand, it is not possible
to simply insert it into the state of the model, since the initial condition is
unknown. Any initialization error will disturb the current estimate of the
remaining states, since it is fed back into the update equation for the filter,
and generates a spurious transient. We address this problem by running
a separate filter in parallel for each point using the current estimates of
motion from the main filter in order to reconstruct the initial condition.
Such a “subfilter” is based upon the following model, where we assume that
Nτ features appear at time τ :





yi
τ (t + 1) = yi

τ (t) + ηyi(t) yi
τ (0) ∼ N (yi(τ ), Σni ) t > τ

ρi
τ (t + 1) = ρi

τ (t) + ηρi(t) ρi(0) ∼ N (1, Pρ(0))

yi(t) = π
(
exp(Ω̂(t|t))[exp(Ω̂(τ |τ ))]−1

[
yi

τ (t)ρi
τ (t) − T (τ |τ )

]
+ T (t|t)

)
+ ni(t)

(13.43)

for i = 1 . . .Nτ , where Ω(t|t) and T (t|t) are the current best estimates of
Ω and T , Ω(τ |τ) and T (τ |τ) are the best estimates of Ω and T at t = τ . In
pracice, rather than initializing ρ to 1, one can compute a first approxima-
tion by triangulating on two adjacent views, and compute covariance of the
initialization error from the covariance of the current estimates of motion.
Several heuristics can be employed in order to decide when the estimate
of the initial condition is good enough for it to be inserted into the main
filter. The most natural criterion is when the variance of the estimation
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error of ρi
τ in the subfilter is comparable with the variance of ρj

0 for j 6= i
in the main filter. The last step in order to insert the feature i into the
main filter consists in bringing the coordinates of the new points back to
the initial frame. This is done by

Xi =
[
exp(Ω̂(τ |τ))

]−1 [
yi

τρ
i
τ − T (τ |τ)

]
. (13.44)

Drift

The only case when losing a feature constitutes a problem is when it is
used to fix the observable component of the state-space (in our notation,
i = 1, 2, 3) 4. The most obvious choice consists in associating the reference
to any other visible point. This can be done by saturating the corresponding
state and assigning as reference value the current best estimate. In partic-
ular, if feature i is lost at time τ , and we want to switch the reference index
to feature j, we eliminate yi

0, ρ
i from the state, and set the diagonal block

of Σw and P (τ) with indices 3j−3 to 3j to zero. Therefore, by proposition
13.6, we have that

ŷj
0(τ + t) = ŷj

0(τ) ∀ t > 0. (13.45)

If ŷj
0(τ) was equal to yj

0, switching the reference feature would have no
effect on the other states, and the filter would evolve on the same observable
component of the state-space determined by the reference feature i.

However, in general the difference ỹj
0(τ)

.
= yj

0(τ)−ŷj
0 is a random variable

with variance Στ = P3j−3:3j−1,3j−3:3j−1 . Therefore, switching the reference
to feature j causes the observable component of the state-space to move
by an amount proportional to ỹj

0(τ). When a number of switches have
occurred, we can expect - on average - the state-space to move by an
amount proportional to ‖Στ‖#switches. This is unavoidable. What we can
do is at most try to keep the bias to a minimum by switching the reference
to the state that has the lowest variance5.

Of course, should the original reference feature i become available, one
can immediately switch the reference to it, and therefore recover the original
base and annihilate the bias.

4When the scale factor is not directly associated to one feature, but is associated to
a function of a number of features (for instance the depth of the centroid, or the average
inverse depth), then losing any of these features causes a drift.

5Just to give the reader an intuitive feeling of the numbers involved, we find that in
practice the average lifetime of a feature is around 10-30 frames depending on illumi-
nation and reflectance properties of the scene and motion of the camera. The variance
of the estimation error for yi

0 is in the order of 10−6 units of focal length, while the
variance of ρi is in the order of 10−4 units for noise levels commonly encountered with
commercial cameras.
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13.6 Complete algorithm

The implementation of an approximate wide-sense nonlinear filter for the
model (??) proceeds as follows:

Initialization

Choose the initial conditions




yi
0 = yi(0)

ρi
0 = 1

T0 = 0

Ω0 = 0

v0 = 0

ω0 = 0

∀ i = 1 . . .N. (13.46)

For the initial variance P0, choose it to be block diagonal with blocks Σni(0)
corresponding to yi

0, a large positive number M (typically 100-1000 units of
focal length) corresponding to ρi, zeros corresponding to T0 and Ω0 (fixing
the inertial frame to coincide with the initial reference frame). We also
choose a large positive number W for the blocks corresponding to v0 and
ω0.

The variance Σn(t) is usually available from the analysis of the feature
tracking algorithm. We assume that the tracking error is independent in
each point, and therefore Σn is block diagonal. We choose each block to
be the covariance of the measurement yi(t) (in the current implementation
they are diagonal and equal to 1 pixel std.). The variance Σw(t) is a design
parameter that is available for tuning. We describe the procedure in section
13.6. Finally, set

{
x̂(0|0)

.
= [y4T

0 , . . .y
N T

0 , ρ
2
0, . . . , ρ

N
0 , T

T
0 , ΩT

0 , v
T
0 , ω

T
0 ]T

P (0|0) = P0.
(13.47)

Transient

During the first transient of the filter, we do not allow for new features to
be acquired. Whenever a feature is lost, its state is removed from the model
and its best current estimate is placed in a storage vector. If the feature
was associated with the scale factor, we proceed as in section 13.5. The
transient can be tested as either a threshold on the innovation, a threshold
on the variance of the estimates, or a fixed time interval. We choose a
combination with the time set to 30 frames, corresponding to one second
of video.

The recursion to update the state x and the variance P proceed as
follows: Let f and h denote the state and measurement model, so that
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equation (??) can be written in concise form as
{
x(t+ 1) = f(x(t)) + w(t) w(t) ∼ N (0,Σw)

y(t) = h(x(t)) + n(t) n(t) ∼ N (0,Σn)
(13.48)

We then have

Prediction:
{
x̂(t+ 1|t) = f(x(t|t))
P (t+ 1|t) = F (t)P (t|t)F T (t) + Σw

(13.49)

Update:
{
x̂(t+ 1|t+ 1) = x̂(t+ 1|t) + L(t+ 1) (y(t+ 1) − h(x̂(t+ 1|t)))
P (t+ 1|t+ 1) = Γ(t+ 1)P (t+ 1|t)ΓT (t+ 1) + L(t+ 1)Σn(t+ 1)LT (t+ 1).

(13.50)
Gain:





Γ(t+ 1)
.
= I − L(t+ 1)H(t+ 1)

L(t+ 1)
.
= P (t+ 1|t)HT (t+ 1)Λ−1(t+ 1)

Λ(t+ 1)
.
= H(t+ 1)P (t+ 1|t)HT (t+ 1) + Σn(t+ 1)

(13.51)

Linearization:
{
F (t)

.
= ∂f

∂x(x̂(t|t))
H(t+ 1)

.
= ∂h

∂x (x̂(t+ 1|t)) (13.52)

Let ei be the i-th canonical vector in R3 and define Y i(t)
.
= eΩ̂(t)

[yi
0(t)]ρ

i(t) + T (t), Zi(t)
.
= eT

3 Y
i(t). The i-th block-row (i = 1, . . . , N)

Hi(t) of the matrix H(t) can be written as Hi = ∂yi

∂Y i
∂Y i

∂x

.
= Πi

∂Y i

∂x where
the time argument t has been omitted for simplicity of notation. It is easy
to check that Πi = 1

Zi

[
I2 −π(Y i)

]
and

∂Y i

∂x
=


 [ 0 ... ∂Y i

∂y
i
0

... 0 ]
︸ ︷︷ ︸

2N−6

[ 0 ... ∂Y i

∂ρi ... 0 ]
︸ ︷︷ ︸

N−1

∂Y i

∂T︸︷︷︸
3

∂Y i

∂Ω︸︷︷︸
3

0︸︷︷︸
3

0︸︷︷︸
3


 .

The partial derivatives in the previous expression are given by




∂Y i

∂yi
0

= eΩ̂
[
I2
0

]
ρi

∂Y i

∂ρi = eΩ̂
[

yi
0

]
∂Y i

∂T = I
∂Y i

∂Ω =
[

∂eΩ̂

∂Ω1
yi

0ρ
i ∂eΩ̂

∂Ω2
yi

0ρ
i ∂eΩ̂

∂Ω3
yi

0ρ
i
]

The linearization of the state equation involves derivatives of the logarithm
function in SO(3) which is available as a Matlab function in the software
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distribution [?] and will not be reported here. We shall use the following
notation:

∂LogSO(3)(R)

∂R

.
=

[
∂LogSO(3)(R)

∂r11

∂LogSO(3)(R)

∂r21
. . .

∂LogSO(3)(R)

∂r33

]

where rij is the element in position (i, j) of R. Let us denote R
.
= eω̂eΩ̂;

the linearization of the state equation can be written in the following form:

F
.
=




I2N−6 0 0 0 0 0
0 IN−1 0 0 0 0

0 0 eω̂ 0 I
[

∂eω̂

∂ω1
T ∂eω̂

∂ω2
T ∂eω̂

∂ω3
T

]

0 0 0
∂LogSO(3)(R)

∂R
∂R
∂Ω 0

∂LogSO(3)(R)

∂R
∂R
∂ω

0 0 0 0 I 0
0 0 0 0 0 I




where

∂R

∂Ω
=

[(
eω̂ ∂eΩ̂

∂Ω1

)∨ (
eω̂ ∂eΩ̂

∂Ω2

)∨ (
eω̂ ∂eΩ̂

∂Ω3

)∨]

and

∂R

∂ω

.
=

[(
∂eω̂

∂ω1
eΩ̂

)∨ (
∂eω̂

∂ω2
eΩ̂

)∨ (
∂eω̂

∂ω3
eΩ̂

)∨]

and the bracket (·)∨ indicates that the content has been organized into a
column vector.

Regime

Whenever a feature disappears, we simply remove it from the state as
during the transient. However, after the transient a feature selection module
works in parallel with the filter to select new features so as to maintain
roughly a constant number (equal to the maximum that the hardware can
handle in real time), and to maintain a distribution as uniform as possible
across the image plane. We implement this by randomly sampling points
on the plane, searching then around that point for a feature with enough
brightness gradient (we use an SSD-type test [?]).

Once a new point-feature is found (one with enough contrast along
two independent directions), a new filter (which we call a “subfilter”) is
initialized based on the model (13.43). Its evolution is given by
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Initialization: 



ŷi
τ (τ |τ) = yi

τ (τ)

ρ̂i
τ (τ |τ) = 1

Pτ (τ |τ) =




. . .

Σni(τ)
. . .

M




(13.53)

Prediction: 



ŷi
τ (t+ 1|t) = ŷi

τ (t|t)
ρ̂i

τ (t+ 1|t) = ρ̂i
τ (t|t)

Pτ (t+ 1|t) = Pτ (t+ 1|t) + Σw(t)

t > τ (13.54)

Update:
[

ŷi
τ (t+ 1|t+ 1)
ρ̂τ (t+ 1|t+ 1)

]
=

[
ŷi

τ (t+ 1|t)
ρ̂τ (t+ 1|t)

]
+

Lτ (t+ 1)

(
yi(t) − π(exp(Ω̂(t))

[
exp(Ω̂(τ))

]−1 [
yi(t)ρi(t) − T (τ)

]
+ T (t))

)

and Pτ is updated according to a Riccati equation in all similar to (13.50).
After a probation period, whose length is chosen according to the same

criterion adopted for the main filter, the feature is inserted into the state
using the transformation (13.44). The initial variance is chosen to be the
variance of the estimation error of the subfilter.

Tuning

The variance Σw(t) is a design parameter. We choose it to be block di-
agonal, with the blocks corresponding to T (t) and Ω(t) equal to zero (a
deterministic integrator). We choose the remaining parameters using stan-
dard statistical tests, such as the Cumulative Periodogram of Bartlett [?].
The idea is that the parameters in Σw are changed until the innovation
process ε(t)

.
= y(t) − h(x̂(t)) is as close as possible to being white. The

periodogram is one of many ways to test the “whiteness” of a stochastic
process. In practice, we choose the blocks corresponding to yi

0 equal to the
variance of the measurements, and the elements corresponding to ρi all
equal to σρ. We then choose the blocks corresponding to v and ω to be
diagonal with element σv , and then we change σv relative to σρ depending
on whether we want to allow for more or less regular motions. We then
change both, relative to the variance of the measurement noise, depending
on the level of desired smoothness in the estimates.

Tuning nonlinear filters is an art, and this is not the proper venue to
discuss this issue. Suffices to say that we have only performed the procedure
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once and for all. We then keep the same tuning parameters no matter what
the motion, structure and noise in the measurements.
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Chapter 14
Step-by-step building of a 3-D model
from images

In this chapter we present a step-by-step demonstration of how to build a
3-Dmodel from images. The sections in this chapter follow closely matlab
routines that are available from the book’s website.
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14.1 Establishing point correspondence

14.1.1 Feature extraction

14.1.2 Feature matching

14.2 Refining correspondence

14.2.1 Computing fundamental matrices

14.2.2 Robust matching via RANSAC

14.3 Uncalibrated 3-D structure and camera pose

14.3.1 Projective reconstruction

14.3.2 Bundle adjustment

14.4 Scene and camera calibration

14.4.1 Constraints on the scene

14.4.2 Camera self-calibration

14.4.3 Calibrating radial distortion

14.5 Dense reconstruction

14.5.1 Epipolar rectification

14.5.2 Dense matching

14.5.3 Knowledge in the scene

Visibility

Occlusions

Uniqueness of matching

14.5.4 Multi-scale matching

14.5.5 Dense triangulation for multiple frames

14.6 Texture mapping and rendering

14.6.1 Modeling surface

14.6.2 Highlights and specular reflections

14.6.3 Texture mapping
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Chapter 15
Extensions, applications and further
research directions

This chapter highlights research directions of great practical importance
that have not yet reached the point where robust algorithms are available.

15.1 Vision for navigation and robotic control

15.2 Multiple linked rigid bodies and motion
segmentation

15.3 Beyond geometric features

15.4 Direct methods

15.5 Non-lambertian photometry

15.6 Non-rigid deformations



This is page 292
Printer: Opaque this



This is page 293
Printer: Opaque this

Part V

Appendices
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Appendix A
Basic facts from linear algebra

Since in computer vision, we will mostly deal with real vector spaces, we
here introduce some important facts about linear algebra for real vector
spaces.1 Rn is then a natural model for a real vector space of n-dimension.
If Rn is considered as a linear space, its elements, so-called vectors, are
complete under two basic operations: scalar multiplication and vector sum-
mation. That is, given any two vectors x, y ∈ Rn, and any two real scalars
α, β ∈ R, we may obtain a new vector z = αx + βy in Rn. Linear alge-
bra mainly studies properties of the so-called linear transformations among
different real vector spaces. Since such transformations can typically rep-
resented as matrices, linear algebra to a large extent studies the properties
of matrices.

A.1 Linear maps and linear groups

A linear transformation from a real linear (vector) space Rn to Rm is
defined as a map L : Rn → Rm such that

• L(x+ y) = L(x) + L(y) ∀, x, y ∈ Rn

• L(αx) = αL(x), ∀x ∈ Rn, α ∈ R.

1We here do not intend to provide a formal introduction to linear algebra. Instead,
we do assume that the reader has basic knowledge in linear algebra.
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Clearly, with respect to the standard bases of Rn and Rm, the map L can
be represented by a matrix A ∈ Rm×n such that

L(x) = Ax, ∀x ∈ Rn. (A.1)

The set of all (real) m× n matrices are denoted as M(m,n). If viewed as
a linear space, M(m,n) can be identified as the space Rmn. By abuse of
language, we sometimes simply refer to a linear map L by its representation
(matrix) A.

If n = m, the set M(n, n)
.
= M(n) forms an algebraic structure called

ring (over the field R). That is, matrices in M(n) are closed under matrix
multiplication and summation: if A,B are two n× n matrices, so are C =
AB and D = A+B. If we consider the ring of all n×n matrices, its group
of units GL(n) – which consists of all n×n invertible matrices and is called
the general linear group – can be identified with the set of invertible linear
maps from Rn to Rn:

L : Rn → Rn; x 7→ L(x) = Ax | A ∈ GL(n). (A.2)

Now let us further consider Rn with its standard inner product structure.
That is, given two vectors x, y ∈ Rn, we define their inner product to be
〈x, y〉 = xT y. We say that a linear transformation A (from Rn to itself) is
orthogonal if it preserves such inner product:

〈Ax,Ay〉 = 〈x, y〉, ∀ x, y ∈ Rn. (A.3)

The set of n × n orthogonal matrices forms the orthogonal group O(n). If
R is a matrix representative of an orthogonal transformation, expressed
relative to an orthonormal reference frame, then it is easy to see that the
orthogonal group is characterized as

O(n) = {R ∈ GL(n) | RTR = I}. (A.4)

The determinant of an orthogonal matrix can be ±1. The subgroup of O(n)
with unit determinant is called the special orthogonal group SO(n).

A.2 Gram-Schmidt orthonormalization

A matrix inGL(n) has n independent rows (columns). A matrix in O(n) has
orthonormal rows (columns). The Gram-Schmidt procedure can be viewed
as a map between GL(n) and O(n), for it transforms a nonsingular matrix
into an orthonormal one. Call L+(n) the subset of GL(n) consisting of
lower triangular matrices with positive elements along the diagonal. Such
matrices form a subgroup of GL(n). Then we have

Theorem A.1. (Gram-Schmidt) ∀A ∈ GL(n) ∃!Q ∈ L+(n), R ∈ O(n)
such that

A = QR (A.5)
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Proof. Contrary to convention elsewhere, within this proof all vectors stand
for row vectors. That is, if v is an n-dimensional row vector, it is of the form:
v = [v1, v2, . . . , vn] which does not have a transpose on. Denote the ith row
vector of the given matrix A as ai for i = 1, . . . , n. The proof consists in
constructing L and E iteratively from the row vectors ai:

q1
.
= a1 −→ r1

.
= q1/‖q1‖

q2
.
= a2 − 〈a2, r1〉r1 −→ r2

.
= q2/‖q2‖

...
.
=

... −→
...

qn
.
= an − ∑n−1

i=1 〈ai+1, ri〉ri −→ rn
.
= qn/‖qn‖

Then R = [rT
1 . . . r

T
n ]T and the matrix Q is obtained as

Q =




‖q1‖ 0 . . . 0
〈a2, r1〉 ‖q2‖ . . . 0

...
. . .

. . .
...

〈a2, r1〉 · · · 〈an, rn−1〉 ‖qn‖




By construction R is orthogonal, i.e. RRT = RTR = I .

Remark A.1. Gram-Schmidt’s procedure has the peculiarity of being
causal, in the sense that the k-th column of the transformed matrix de-
pends only upon rows with index l ≤ k of the original matrix. The choice
of the name E for the orthogonal matrix above is not random. In fact we
will view the Kalman filter as a way to perform a Gram-Schmidt orthonor-
malization on a peculiar Hilbert space, and the outcome E of the procedure
is traditionally called the innovation.

A.3 Symmetric matrices

Definition A.1. S ∈ Rn×n is symmetric iff ST = S.

Theorem A.2. S is symmetric then

1. Let (v, λ) be eigenvalue-eigenvector pairs. If λi 6= λj then vi⊥vj , i.e.
eigenvectors corresponding to distinct eigenvalues are orthogonal.

2. ∃ n orthonormal eigenvectors of S, which form a basis for Rn.

3. S ≥ 0 iff λi ≥ 0 ∀i = 1, . . . , n, i.e. S is positive semi-definite iff all
eigenvalues are non-negative.

4. if S ≥ 0 and λ1 ≥ λ2 · · ·λn then max‖x‖2=1〈x, Sx〉 = λ1 and
min‖x‖2=1〈x, Sx〉 = λn.

Remark A.2.
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• from point (3) of the previous theorem we see that if V =
[v1, v2, . . . , vn] is the matrix of all the eigenvectors, and Λ =
diag(λ1, . . . , λn) is the diagonal matrix of the corresponding eigen-
values, then we can write S = V ΛV T ; note that V is orthogonal.

• Proofs of the above claims are easy exercises.

Definition A.2. Let A ∈ Rm×n, then we define the induced 2-norm of A
as an operator between Rn and Rm as

‖A‖ .
= max

‖x‖2=1
‖Ax‖2

2 = max
‖x‖2=1

〈x,ATAx〉.

Remark A.3.

• Similarly other induced operator norms on A can be defined starting
from different norms on the domain and co-domain spaces on which
A operates.

• let A be as above, then ATA is clearly symmetric and positive semi-
definite, so it can be diagonalized by a orthogonal matrix V . The
eigenvalues, being non-negative, can be written as σ2

i . By ordering the
columns of V so that the eigenvalue matrix Λ has decreasing eigenval-
ues on the diagonal, we see, from point (e) of the previous theorem,
that ATA = V diag(σ2

1 , . . . , σ
2
n)V T and ‖A‖2 = σ1.

A.4 Structure induced by a linear map

• Let A be an operator from a vector space Rn to a space Rm

• Define the null space of A, denoted as Nu(A) to be a subspace of Rn

such that Ax = 0 if and only if x ∈ Nu(A); define the range or span
of A, denoted as Ra(A) or span(A), to be a subspace of Rm such that
y = Ax for some x ∈ Rn if and only if y ∈ Ra(A).

• Given a subspace S of Rn, we define its orthogonal supplement to be
the subspace S⊥ ⊆ Rn such that x ∈ S⊥ if and only if xT y = 0 for
all y ∈ S. We denote Rn = S ⊕ S⊥.

• Then with respect any linear map A from Rn to Rm, Rn can be
decomposed as:

Rn = Nu(A) ⊕ Nu(A)⊥

• And Rm can be decomposed as:

Rm = Ra(A) ⊕ Ra(A)⊥.

Theorem A.3. Let A is a linear map from Rn to Rm; then

a) Nu(A)⊥ = Ra(AT )
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b) Ra(A)⊥ = Nu(AT )

c) Nu(AT ) = Nu(AAT )

d) Ra(A) = Ra(AAT ).

Proof. To prove Nu(AAT ) = Nu(AT ), we have:

• AATx = 0 ⇒ 〈x,AATx〉 = ‖ATx‖2 = 0 ⇒ ATx = 0, hence
Nu(AAT ) ⊆ Nu(AT ).

• ATx = 0 ⇒ AATx = 0, hence Nu(AAT ) ⊇ Nu(AT ).

To prove Ra(AAT ) = Ra(A), we first need to prove that Rn is a direct
sum of Ra(AT ) and Nu(A), i.e. part a) of the theorem. Part b) can then
be proved similarly. We prove this by showing that a vector x is in Nu(A)
if and only if it is orthogonal to Ra(AT ): x ∈ Nu(A) ⇔ 〈ATx, y〉 = 0, ∀y ∈
Ra(AT ) ⇔ 〈x,Ay〉 = 0, ∀y. Hence Nu(A) is exactly the subspace which is
orthogonal supplementary to Ra(AT ) (sometimes denoted as Ra(AT )⊥).
Therefore Rn is a direct sum of Ra(AT ) and Nu(A). Let ImgA(S) denote
the image of a subspace S under the map A. Then we have: Ra(A) =
ImgA(Rn) = ImgA(Ra(AT )) = Ra(AAT ) (in the second equality we used
the fact that Rn is a direct sum of Ra(AT ) and Nu(A).)

In fact the same result still holds even if the domain of the linear map
A is replaced by an infinite dimensional linear space with an inner product
(i.e. Rn is replaced by a Hilbert space). In that case, this theorem is also
known as the Finite Rank Operator Fundamental Lemma.

A.5 The Singular Value Decomposition (SVD)

The SVD is a useful tool to capture essential features of a linear opera-
tor, such as the rank, range space, null space, induced norm etc. and to
“generalize” the concept of “eigenvalue- eigenvector” pair. The computa-
tion of the SVD is numerically well-conditioned, so it makes sense to try to
solve some typical linear problems as matrix inversions, calculation of rank,
best 2-norm approximations, projections and fixed-rank approximations, in
terms of the SVD of the operator.

A.5.1 Algebraic derivation

Given a matrix A ∈ Rm×n, the following theorem and its proof follow that
in [CD91].

Theorem A.1 (Singular Value Decomposition). Let A ∈ Rm×n be a
matrix of rank r. Then there exist matrices U ∈ Rm×m and V ∈ Rn×n,
and Σ1 ∈ Rr×r such that:
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1. V = [V1 : V2], V1 ∈ Rn×r, satisfies:
V is unitary, i.e. V TV = In×n;
Ra(V1) = Ra(AT ), and the columns of V1 form an orthonormal basis
of Ra(AT );
Ra(V2) = Nu(A), and the columns of V2 form an orthonormal basis
of Nu(A);
The columns of V form a complete orthonormal basis of eigenvectors
of ATA.

2. U = [U1 : U2], U1 ∈ Rm×r, satisfies:
U is unitary, i.e. UTU = Im×m;
Ra(U1) = Ra(A), and the columns of U1 form an orthonormal basis
of Ra(A);
Ra(U2) = Nu(AT ), and the columns of U2 form an orthonormal basis
of Nu(AT );
The columns of U form a complete orthonormal basis of eigenvectors
of AAT .

3. Σ1 = diag(σ1, σ2, . . . , σr) ∈ Rr×r such that σ1 ≥ σ2 ≥ · · · ,≥ σr > 0.
A ∈ Rm×n has a dyadic expansion:

A = U1Σ1V
T
1 , or equivalently, A =

r∑

i=1

σiuiv
T
i

where ui, vi are the columns of U1 and V1 respectively.

4. A ∈ Rm×n has a singular value decomposition (SVD):

A = UΣV T , with Σ =

[
Σ1 0
0 0

]

m×n

.

Proof. 1. A ∈ Rm×n has rank r, hence the nonnegative (or, equivalently,
positive semidefinite) matrix ATA has rank r according to Theorem A.3.
It has n nonnegative eigenvalues σ2

i ordered as:

σ2
1 ≥ σ2

2 ≥ · · · ≥ σ2
r > 0 = σ2

r+1 = · · · = σ2
n

to which corresponds a complete orthonormal eigenvector basis (vi)
n
i=1 of

ATA. This family of vectors (in Rn) form the columns of a unitary n × n
matrix, say, V . From Theorem A.3, Ra(ATA) = Ra(AT ) and Nu(ATA) =
Nu(A), the properties listed in 1 follow.

2. Define a diagonal matrix Σ1 = diag(σ1, σ2, . . . , σr) ∈ Rr×r. We then
have ATAV1 = V1Σ

2
1, hence (AV1Σ

−1
1 )T (AV1Σ

−1
1 ) = Ir×r. This defines a

m× r matrix:

U1 = AV1Σ
−1
1 . (A.6)

Then UT
1 U1 = Ir×r. Since ATA and AAT both have exactly r nonzero

eigenvalues, it follows that the columns of U1 form an orthonormal basis for
Ra(AAT ) and Ra(A). Thus the properties of U1 listed in 2 hold. Now define
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an m× (m− r) matrix U2 with orthonormal columns which are orthogonal
to columns of U1. Then U = [U1 : U2] is clearly an unitary matrix. From
the proof of the theorem A.3, columns of U2 form an orthonormal basis of
Nu(AT ) or Nu(AAT ). Therefore, columns of U2 are all the eigenvectors
corresponding to the zero eigenvalue. Hence columns of U form a complete
orthonormal basis of eigenvectors of AAT . List 2 is then fully proven.

3. From the definition of U1 in (A.6), we have:

A = U1Σ1V
T
1 .

The dyadic expansion directly follows.
4. The singular value decomposition follows because:

A[V1 : V2] = [U1Σ1 : 0] = [U1 : U2]Σ ⇒ A = UΣV T .

After we have gone through all the trouble proving this theorem, you
must know that SVD has become a numerical routine available in many
computational softwares such as MATLAB. Within MATLAB, to compute
the SVD of a given m× n matrix A, simply use the command “[U, S, V ] =
SV D(A)” which returns matrices U, S, V satisfying A = USV T (where S
represents Σ as defined above).

A.5.2 Geometric interpretation

Theorem A.4. Let a square matrix A ∈ Rn×n = UΣV T , then A maps
the unit sphere Sn−1 .

= {x ∈ Rn : ‖x‖2 = 1} to an ellipsoid with half-axes
σiui

Proof. let x, y be such that Ax = y. {v1, . . . , vn} is an orthonormal basis for
Rn. With respect to such basis x has coordinates [〈v1, x〉, 〈v2, x〉, . . . , 〈vn, x〉].
Idem for {ui}. Let y =

∑n
i=1 yiui → Ax =

∑n
i=1 σiuiv

T
i x =∑n

i=1 σiui〈vi, x〉 =
∑n

i=1 yiui = y. Hence σi〈vi, x〉 = yi. Now ‖x‖2
2 =∑n

i=1〈vi, x〉2 = 1, ∀x ∈ Sn−1, from which we conclude
∑n

i=1 y
2
i /σ

2
i = 1,

which represents the equation of an ellipsoid with half-axes of length σi.

A.5.3 Some properties of the SVD

The problems involving orthogonal projections onto invariant subspaces
of A, as Linear Least Squares (LLSE) or Minimum Energy problems, are
easily solved using the SVD.

Definition A.3 (Generalized (Moore-Penrose) Inverse). Let A ∈
Rm×n, A = UΛV T where Λ is the diagonal matrix with diagonal elements
(λ1, . . . λr , 0 . . .0); then define the generalized inverse of A to be

A† = UΛ−1
(r)V

T , where Λ−1
(r) = diag(λ−1

1 , . . . , λ−1
r , 0, . . . , 0)
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The so-defined generalized inverse has the following properties:

Theorem A.5.

• AA†A = A

• A†AA† = A†

The generalized inverse can be used to solve linear equations in general:

Theorem A.6 (Least squares solution of a linear systems). Con-
sider the problem Ax = b with A ∈ Rm×n of rank p ≤ min(m,n), then the
solution x̂ that minimizes ‖Ax̂− b‖ is given by x̂ = A†b.

One of the most important properties of the SVD has to deal with fixed-
rank approximations of a given operator. Given A as an operator from a
space X to a space Y of rank n, we want to find an operator B from the
same spaces such that it has rank p < n fixed and ‖A − B‖F is minimal,
where the F indicates the Frobenius norm (in this context it is the sum of
the singular values).

If we had the usual 2-norm and we calculate the SVD of A = UΣV T ,
then by simply setting all the singular values but the first p to zero, we
have an operator B

.
= UΣ(p)V

T , where Σ(p) denotes a matrix obtained

from Σ by setting to zero the elements on the diagonal after the pth, which
has exactly the same two norm of A and satisfies the requirement on the
rank. It is not difficult to see the following result

Theorem A.7 (Fixed rank approximations). Let A,B be defined as
above, then ‖A − B‖F = σp+1. Furthermore such norm is the minimum
achievable.

Proof: easy exercise; follows directly from the orthogonal projection
theorem and the properties of the SVD given above.

The following two results have something to do with the sensitivity of
solving linear equation of the form Ax = b.

Proposition A.1 (Perturbations). Consider a non-singular matrix A ∈
Rn×n (if A is singular substitute its inverse by the moore-penrose pseudo-
inverse). Let δA be a full-rank perturbation. Then

• |σk(A+ δA) − σk(A)| ≤ σ1(δA), ∀k = 1, . . . , n

• σn(AδA) ≥ σn(A)σn(δA)

• σ1(A
−1) = 1

σn(A)

Proposition A.2 (Condition number). Consider the problem Ax = b,
and consider a “perturbed” full rank problem (A + δA)(x + δx) = b. Since
Ax = b, then to first order approximation δx = −A†δAx. Hence ‖δx‖ ≤
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‖A†‖‖δA‖‖x‖, from which

‖δx‖
‖x‖ = ‖A†‖‖A‖‖δA‖‖A‖

.
= k(A)

‖δA‖
‖A‖

where k(A) = ‖A†‖‖A‖ is called the condition number of A. It easy to see
that k(A) = σ1/σn.
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Appendix B
Least-square estimation and filtering

B.1 Linear least-variance estimators of random
vectors

Let T : Rn → Rm; X 7→ Y be a transformation acting between two spaces
of random vectors with instances in Rm and Rn (the model generating the
data). We are interested in building an estimator for the random vector X ,
given measurements of instances of the random vector Y . An estimator is
a function T ∗ : Rm → Rn; Y 7→ X̂ = T ∗(Y ), which solves an optimization
problem of the form

T̂ ∗ .
= arg min

T∈T
C(X − T ∗(Y ))T (B.1)

where T is a suitable chosen class of functions and C(·)T some cost in the
X−space.

We concentrate on one of the simplest possible choices, which correspond
to minimum variance affine estimators:

T .
= {A ∈ Rn×m; b ∈ Rn | T ∗(Y ) = AY + b} (B.2)

C(·)T .
= E

[
‖ · ‖2

]
(B.3)

where the latter operator takes the expectation of the squared euclidean
norm of the random vector Y . Therefore, we seek for

(Â, b̂)
.
= arg min

A,b
E

[
‖X − (AY + b)‖2

]
(B.4)
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We call µX
.
= E[X ] and ΣX

.
= E[XXT ], and similarly for Y . First notice

that if µX = µY = 0, then b̂ = 0. Therefore, consider the centered vectors
X̄

.
= X − µX and Ȳ

.
= Y − µY and the reduced problem

Â
.
= argmin

A
E

[
‖X̄ −AȲ ‖2

]
. (B.5)

Now observe that

E
[
‖X −AY − b‖2

]
= E

[
‖AȲ − X̄ + (AµX + b− µY )‖2

]

= E
[
‖X̄ −AȲ ‖2

]
+ ‖AµX + b− µY ‖2. (B.6)

Hence, if we assume for a moment that we have found Â that solves the
problem (B.5), then trivially

b̂ = µX − ÂµY (B.7)

annihilates the second term of eq. (B.6).
Therefore, we will concentrate on the case µX = µY = 0 without loss of

generality.

B.1.1 Projections onto the range of a random vector

The set of all random variables Zi defined on the same probability space,
with zero-mean E[Zi] = 0 and finite variance ΣZi

< ∞ is a Hilbert space
with the inner-product given by

〈Zi, Zj〉H .
= ΣZiZj

= E[ZiZj ]. (B.8)

In this space the notion of orthogonality corresponds to the notion of un-
correlatedness. The components of a random vector Y define a subspace of
such Hilbert space:

H(Y ) = span〈Y1, . . . , Ym〉 (B.9)

where the span is intended over the reals.1 We say that the subspace H(Y )
is full rank if ΣY = E[Y Y T ] > 0.

The structure of a Hilbert space allows us to make use of the concept
of orthogonal projection of a random variable onto the span of a random
vector:

Ẑ = pr〈H(Y )〉(X) ⇔ 〈X − Ẑ, Z〉H = 0, ∀ Z ∈ H(Y )

⇔ 〈X − Ẑ, Yi〉H = 0, ∀ i = 1 . . . n (B.10)
.
= Ê[X |Y ] (B.11)
.
= X̂(Y ) (B.12)

1So H(Y ) is the space of random variables which are linear combination of Yi, i =
1, . . . ,m.



306 Appendix B. Least-square estimation and filtering

The notation Ê[X |Y ] is often used for the projection of X over the span
of Y 2.

B.1.2 Solution for the linear (scalar) estimator

Let Z = AY be a linear estimator for the random variable X ∈ R; A ∈ Rn

is a row-vector, and Y ∈ Rm an m-dimensional column random vector. The
least-square estimate Ẑ is given by the choice of A that solves the following
problem:

Â = argmin
A

‖AY −X‖2
H (B.13)

where ‖ · ‖2
H = E

[
‖ · ‖2

]
is the norm induced by the inner product 〈·, ·〉H.

Theorem B.1. The solution Ẑ = ÂY to the problem (B.13) exists, is
unique and corresponds to the orthogonal projection of X onto the span of
Y :

Ẑ = pr〈H(Y )〉(X) (B.14)

The proof is an easy exercise. In the following we report an explicit
construction of the best estimator Â. From substituting the expression of
the estimator onto the definition of orthogonal projection (B.12), we get

0 = 〈X − ÂY, Yi〉H = E[(X − ÂY )Yi] (B.15)

which holds iff E[XYi] = ÂE[Y Yi], ∀ i = 1 . . . n. In a row-vector notation
we write

E[XY T ] = ÂE[Y Y T ]

ΣXY = ÂΣY (B.16)

which, provided that H(Y ) is full rank, gives Â = ΣXY Σ−1
Y .

B.1.3 Affine least-variance estimator

Suppose we want to compute the best estimator of a zero-mean random
vector X as a linear map of the zero-mean random vector Y . We just
have to repeat the construction reported in the previous section for each
component Xi of X , so that the rows Âi. of the matrix Â are given by

Â1. = ΣXiY Σ−1
Y

... =
... (B.17)

Ân. = ΣXnY Σ−1
Y

2The resemblance with a conditional expectation is due to the fact that, in the
presence of Gaussian random vectors such a projection is indeed the conditional
expectation.
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which eventually gives us

Â = ΣXY Σ−1
Y . (B.18)

If now the vectors X and Y are not zero-mean, µX 6= 0 , µY 6= 0, we
first transform it into a zero-mean problem by defining Ȳ

.
= Y − µY , X̄

.
=

X − µX , then solve for the linear least-variance estimator Â = ΣX̄Ȳ Σ−1
Ȳ

.
=

ΣXY Σ−1
Y , and then substitute to get

Ẑ = µX + ΣXY Σ−1
Y (Y − µY ) (B.19)

which is the least-variance affine estimator

Ẑ
.
= Ê[X |Y ] = ÂY + b̂ (B.20)

where

Â = ΣXY Σ−1
Y (B.21)

b̂ = µX − ΣXY Σ−1
Y µY . (B.22)

It is an easy exercise to compute the variance of the estimation error X̃
.
=

X − Ẑ:

ΣX̃ = ΣX − ΣXY Σ−1
Y ΣY X . (B.23)

If we interpret the variance of X as the “prior uncertainty”, and the vari-
ance ot X̃ as the “posterior uncertainty”, we may interpret the second term
(which is positive semi-definite) of the above equation as a “decrease” of
the uncertainty.

B.1.4 Properties and interpretations of the least-variance
estimator

The variance of the estimation error in equation (B.23) is by construction
the smallest that can be achieved with an affine estimator. Of course if we
consider a broader class T of estimators, the estimation error can be further
decreased, unless the model that generates the data T is itself affine:

Y = T (X) = FX +W. (B.24)

In such a case, using the matrix inversion lemma 3, it is easy to compute
the expression of the optimal (affine) estimator that depends only upon
ΣX ,ΣW and F :

Ẑ = ΣXF
T (FΣXF

T + ΣW )−1Y (B.25)

which achieves a variance of the estimation error equal to

ΣX̃ = ΣX − ΣXF
T (FΣXF

T + ΣW )−1FΣX . (B.26)

3If A,B, C,D are real matrices of the appropriate dimensions with A and C invertible,
then (A + BCD)−1 = A−1 − A−1B(C−1 + DA−1B)−1DA.
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Projection onto an orthogonal sum of subspaces

Let Y =

[
Y1

Y2

]
be such that

H(Y ) = H(Y1) ⊕H(Y2). (B.27)

We may now wonder what are the conditions under which

Ê[X |Y ] = Ê[X |Y1] + Ê[X |Y2]. (B.28)

After an easy calculation one can see that the above is true iff E[Y1Y
T
2 ] = 0,

which is to say when

H(Y1) ⊥ H(Y2) (B.29)

Change of basis

Suppose that instead of measuring the instances of a random vector Y we
measure another random vector Z which is related to Y via a change of
basis: Z = TY | T ∈ GL(m). If we call Ê[X |Y ] = ÂY , then it is immediate
to see that

Ê[X |Z] = ΣXZΣ−1
Z Z

= ΣXY T
T (T T −1

ΣY T
−1)Z

= ΣXY Σ−1
Y T−1Z. (B.30)

Innovations

The linear least-variance estimator involves the computation of the in-
verse of the output covariance matrix ΣY . It may be interesting to look
for changes of bases T that transform the output Y into Z = TY such that
ΣZ = I . In such a case the optimal estimator is simply

Ê[X |Z] = ΣXZZ. (B.31)

Let us pretend for a moment that the components of the vector Y are sam-
ples of a process taken over time: Yi = y(i), and call yt = [Y1, . . . , Yt]

T the
history of the process up to time t. Each component (sample) is an element
of the Hilbert space H, which has a well-defined notion of orthogonality,
and where we can apply Gram-Schmidt procedure in order to make the
“vectors” y(i) orthogonal (uncorrelated).

v1
.
= y(1) −→ e1

.
= v1/‖v1‖

v2
.
= y(2) − 〈y(2), e1〉e1 −→ e2

.
= v2/‖v2‖

...
.
=

... −→
...

vt
.
= y(t) − ∑t−1

i=1〈y(i), ei〉ei −→ et
.
= vt/‖vt‖

.

The process {e}, whose instances up to time t are collected into the vector
et = [e1, . . . , et]

T has a number of important properties:
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1. The component of et are orthonormal in H (or equivalently {e} is an
uncorrelated process). This holds by construction.

2. The transformation from y to e is causal, in the sense that – if we
represent it as a matrix Lt such that

yt = Lte
t (B.32)

then Lt ∈ L+ is lower-triangular with positive diagonal. This follows
from the Gram-Schmidt procedure.

3. The process {e} is equivalent to {y} in the sense that they generate
the same span

H(yt) = H(et). (B.33)

This property follows from the fact that Lt is non-singular.

4. If we write yt = Lte
t in matrix form as Y = LE, then ΣY = LLT .

The meaning of the components of v, and the name innovation, comes from
the fact that we can interpret

vt
.
= y(t) − Ê[y(t)|yt−1] (B.34)

as a one-step prediction error. The process e is a scaled version of v such
that its variance is the identity.

We may now wonder whether each process {y} has an innovation, and if
so, whether it is unique. The following theorem, which is known as Cholesky
factorization theorem or Spectral Factorization theorem depending upon the
context, states the conditions:

Theorem B.2. There exists a unique vector E which is causally equivalent
to Y iff there exists a unique lower-triangular matrix L, called Choleski’s
factor, such that ΣY = LLT .

Remark B.1. The Choleski factor can be interpreted as a “whitening fil-
ter”, in the sense that it acts on the components of the vector Y in a causal
fashion to make them uncorrelated.

We may consider a two-step solution to the problem of finding the least-
square filter: a “whitening step”

E = L−1Y (B.35)

where ΣE = I , and a projection onto H(E):

X̂(Y ) = ΣXEL
−1Y. (B.36)
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B.2 Linear least-variance estimator for stationary
processes

In the previous section we have interpreted a column-vector as a collection
of samples from a scalar random process, and computed the least-variance
estimator by orthogonal projection. In this section we see how this plot
generalizes to proper stationary processes. We consider only scalar processes
for simplicity of notation, although all considerations can be extended to
vector-valued processes.

Let us assume that {x(t)} ∈ Rn and {y(t)} ∈ Rm are (wide-sense) jointly
stationary, i.e.

Σxy(t, s)
.
= E[x(t)yT (s)] = Σxy(t− s). (B.37)

Again, we restrict our attention to linear estimators of {x(t)} given the
measurements of {y(s); s ≤ t} up to time t. We denote the estimate by
x̂(t|t). A linear estimator is described by a convolution kernel h such that

x̂(t|t) =

t∑

k=−∞
h(t, k)y(k). (B.38)

The design of the least-variance estimator involves finding the kernel ĥ such
that the estimation error x̃(t)

.
= x(t) − x̂(t|t) has minimum variance. This

is found, as in the previous sections for the static case, by imposing that
the estimation error be orthogonal to the history of the process {y} up to
time t:

〈x(t) − x̂(t|t), y(s)〉H = 0, ∀ s ≤ t

E[x(t)yT (s)] −
t∑

k=−∞
h(t, k)E[y(k)yT (s)] = 0, ∀ s ≤ t (B.39)

which is equivalent to

Σxy(t− s) =
t∑

k=−∞
h(t, k)Σy(k − s). (B.40)

The above is equivalent to a linear system with an infinite number of
equations, and we will assume that it has a unique solution for H . Given
that the processes involved are (jointly) stationary, and the convolution
starts at −∞, it can be easily seen that the kernel h is time invariant:
h(t, k) = h(t− k). Therefore the last equation is equivalent to

Σxy(t) =
∞∑

s=0

h(s)Σy(t− s), ∀t ≥ 0 (B.41)

which is called Wiener-Hopf equation and is exactly equivalent to the
orthogonality conditions (B.16). In fact, if we Z-transform the above
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equation

Sxy(z) = H(z)Sy(z) (B.42)

we have exactly the same expression as equation (B.16), which we could
try to solve as

Ĥ(z) = Sxy(z)S
−1
y (z) (B.43)

provided that the spectral density Sy is invertible. This, however, is not
quite the solution we are looking for. In fact, in order to be of any use, the
estimator must be causal (it must not depend upon “future” samples of the
process {y}) and stable (it must return a bounded estimate for bounded
data). We can express these conditions by requiring

• causality: h(t) = 0, ∀t < 0 (or H(z) analytic at ∞)

• stability: H(z) analytic in |z| ≥ 1 (or h(t) square-summable).

One particular case is when the spectral density of {y} is the identity (or
equivalently {y} is a white noise). Then Sy = I and we could choose

h(t) =

{
Σxy(t), t ≥ 0

0, t < 0.
(B.44)

This suggests us to try to whiten (or orthonormalize) the measurement
process {y} in a similar fashion to what we did in section B.1.4. Indeed
we can state a theorem similar to B.2, which is known as the spectral
factorization theorem:

Theorem B.3. There exists a process {ẽ} such that H(ẽt) = H(yt) and
Σẽ(t) = Λδ(t) iff there exists W (z) stable and causal, with W−1(z) causal
such that Sy(z) = W (z)W (z−1).

Remark B.2. In words there exists a white process {ẽ} (called the in-
novation) which is causally equivalent to {y} iff the spectral density of
y has a causal, stable and minimum-phase spectral factor. If we re-scale
W (z) to L(z) = W (z)W (∞)−1, the innovation {e} is re-normalized so
that Σe(t) = Iδ(t), and is called normalized innovation.

We may at this point repeat the two-step construction of the least-
variance estimator. First the “whitening step”:

E(z) = L−1(z)Y (z) (B.45)

and then the causal part of the projection:

X̂(Y ) =

{
Σxe(t) ∗ e(t), t ≥ 0

0, t < 0
(B.46)

where ∗ indicates the standard convolution. Equivalently, if we denote by
[Sxe(z)]+ the causal part of the Z-transform of Σxe(t), we can write

X̂(Y )(z) = [Sxe(z)]+E(z). (B.47)
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Since Sxe(z) = Sxy(z)L(z−1)−1, the final expression of our linear, least-

variance estimator is (in the Z-domain) x̂ = Ĥ(z)y(z), where the kernel H
is given by

Ĥ(z) =
[
Sxy(z)L

−1(z−1)
]
+
L−1(z). (B.48)

The corresponding filter is known as the Wiener filter. Again we can re-
cover the meaning of the innovation as the one-step prediction error for
the measurements: in fact, the best prediction of the process {y}, indicated
with ŷ(t|t− 1), is defined as the projection of y(t) onto the span of {y} up
to t− 1, indicated with Ht−1(y). Such projection is therefore defined such
that

y(t) = ŷ(t|t− 1)+e(t) (B.49)

where e(t) ⊥ Ht−1(y) = Ht−1(e).

B.3 Linear, finite-dimensional stochastic processes

A linear, finite-dimensional stochastic process (LFDSP) is defined as the
output of a linear, finite-dimensional dynamical system driven by white
Gaussian noise. Let A(t), B(t), C(t), D(t) be time-varying matrices of
suitable dimensions, {n(t)} ∈ N (0, I) | E[n(t)nT (s)] = Iδ(t − s) a white,
zero-mean Gaussian noise and x0 a random vector which is uncorrelated
with {n}: E[x0n

T (t)] = 0, ∀ t. Then {y(t)} is a LFDSP if there exists
{x(t)} such that

{
x(t + 1) = A(t)x(t) +B(t)n(t) x(t0) = x0

y(t) = C(t)x(t) +D(t)n(t)
(B.50)

We call {x} the state process, {y} the output (or measurement) process, and
{n} the input (or driving) noise. The time-evolution of the state process
can be written as the orthogonal sum of the past history (prior to the
initial condition), and the present history (from the initial condition until
the present time)

x(t) = Φt
t0x0+

t−1∑

k=t0

Φt
k+1B(t)n(t) = Ê[x(t)|H(xt0 )]+Ê[x(t)|x(t0), . . . , x(t−1)]

(B.51)
where Φ denotes a fundamental set of solutions, which is the flow of the
differential equation

{
Φ(t+ 1, s) = A(t)Φ(t, s)

Φ(t, t) = I.
(B.52)

In the case of a time-invariant system A(t) = A, ∀t, then Φ(t, s) = At−s.
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Remark B.3. As a consequence of the definitions, the orthogonality
between the state and the input noise propagates up to the current time:

n(t) ⊥H x(s), ∀s ≤ t. (B.53)

Moreover, the past history up to time s is alway summarized by the value
of the state at that time (Markov property):

Ê[x(t)|Hs(x)] = Ê[x(t)|x(s)] = Φ(t, s)x(s), ∀t ≥ s. (B.54)

B.4 Stationariety of LFDSP

In order to design the least-squares estimator as in the previous sections,
we ask what are the conditions under which a LFDSP is stationary. The
first restriction we require is that the system be time-invariant. The mean
of the state process at time t is given by

µx(t) = At−t0µx0 (B.55)

while the covariance of the state-process

Σx(t, s) = At−sΣx(s) (B.56)

evolves according to the following Ljapunov equation

Σx(s+ 1) = AΣx(s)AT +BBT . (B.57)

The conditions for stationariety impose that σx(t) = const and µx(t) =
const. It is easy to prove the following

Theorem B.4. Let A be stable (have all eigenvalues in the unit com-

plex circle), then Σx(t − t0) → Σ̄, where Σ̄ =
∑∞

k=0 A
kBBTAT k

is the
unique equilibrium solution of the above Ljapunov equation, and {x} de-
scribes asymptotically a stationary process. If x0 is such that Σx(t0) = Σ̄,
then the process is stationary for all t ≥ t0.

Remark B.4. The condition of stability for A is sufficient, but not nec-
essary for generating a stationary process. If, however, the pair (A,B) is
completely controllable, so that the noise input affects all of the components
of the state, then such a stability condition becomes also necessary.

B.5 The linear Kalman filter

Suppose we are given a linear finite-dimensional process, which has a re-
alization (A,B,C,D) as in equation (B.50). While we measure the (noisy)
output y(t) of such a realization, we do not have access to its state x(t).
The Kalman filter is a dynamical model that accepts as input the output
of the process realization, and returns an estimate of its state that has the
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property of having the least error variance. In order to derive the expression
for the filter, we write the LFDSP as follows:

{
x(t+ 1) = Ax(t) + v(t) x(t0) = x0

y(t) = Cx(t) + w(t)
(B.58)

where we have neglected the time argument in the matrices A(t) and C(t)
(all considerations can be carried through for time-varying systems as well).
v(t) = Bn(t) is a white, zero-mean Gaussian noise with variance Q, w(t) =
Dn(t), also a white, zero-mean noise, has variance R, so that we could write

v(t) =
√
Qn(t)

w(t) =
√
Rn(t)

where n is a unit-variance noise. In general v and w will be correlated, and
in particular we will call

S(t) = E[v(t)wT (t)]. (B.59)

We require that the initial condition x0 be uncorrelated from the noise
processes:

x0 ⊥ {v}, {w}, ∀ t (B.60)

The first step is to modify the above model so that the model error v is
uncorrelated from the measurement error w.

Uncorrelating the model from the measurements

In order to uncorrelate the model error from the measurement error we can
just substitute v with the complement of its projection onto the span of w.
Let us call

ṽ(t) = v(t) − Ê[v(t)|H(w)] = v(t) − Ê[v(t)|w(t)] (B.61)

the last equivalence is due to the fact that w is a white noise. We can now
use the results from section B.1 to conclude that

ṽ(t) = v(t) − SR−1w(t) (B.62)

and similarly for the variance matrix

Q̃ = Q− SR−1ST . (B.63)

Substituting the expression of v(t) into the model (B.58) we get
{
x(t+ 1) = Fx(t) + SR−1y(t) + ṽ

y(t) = Cx(t) + w(t)
(B.64)

where F = A − SR−1C. The model error ṽ in the above model is uncor-
related from the measurement noise w, and the cost is that we had to add
an output-injection term SR−1y(t).
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Prediction step

Suppose at some point in time we are given a current estimate for the state
x̂(t|t) and a corresponding estimate of the variance of the model error
P (t|t) = E[x̃(t)x̃(t)T ] where x̃ = x − x̂. At the initial time t0 we can take
x̂(t0|t0) = x0 with some bona-fide variance matrix. Then it is immediate
to compute

x̂(t+ 1|t) = F x̂(t|t) + SR−1y(t) + Ê[ṽ(t)|Ht(y)] (B.65)

where the last term is zero since ṽ(t) ⊥ x(s), ∀x ≤ t and ṽ(t) ⊥ w(s), ∀s
and therefore ṽ(t) ⊥ y(s), ∀s ≤ t. The estimation error is therefore

x̃(t+ 1|t) = F x̃(t|t)+ṽ(t) (B.66)

where the sum is an orthogonal sum, and therefore it is trivial to compute
the variance as

P (t+ 1|t) = FP (t|t)F T + Q̃. (B.67)

Update step

Once a new measurement is acquired, we can update our prediction so
as to take into account the new measurement. The update is defined as
x̂(t+1|t+1)

.
= Ê[x(t+1)|Ht+1(y)]. Now, as we have seen in section B.1.4,

we can decompose the span of the measurements into the orthogonal sum

Ht+1(y) = Ht(y)+{e(t+ 1)} (B.68)

where e(t + 1)
.
= y(t + 1) − Ê[y(t + 1)|Ht(y)] is the innovation process.

Therefore, we have

x̂(t+ 1|t+ 1) = Ê[x(t+ 1)|Ht(y)] + Ê[x(t+ 1)|e(t+ 1)] (B.69)

where the last term can be computed using the results from section B.1:

x̂(t+ 1|t+ 1) = x̂(t+ 1|t) + L(t+ 1)e(t+ 1) (B.70)

where L(t+1)
.
= Σxe(t+1)Σ−1

e (t+1) is called the Kalman gain. Substituting
the expression for the innovation we have

x̂(t+ 1|t+ 1) = x̂(t+ 1|t) + L(t+ 1) (y(t+ 1) − Cx̂(t+ 1|t)) (B.71)

from which we see that the update consists in a linear correction weighted
by the Kalman gain.

Computation of the gain

In order to compute the gain L(t+ 1)
.
= Σxe(t+ 1)Σ−1

e (t+ 1) we derive an
alternative expression for the innovation:

e(t+1) = y(t+1)−Cx(t+1)+Cx(t+1)−Cx̂(t+1|t) = w(t+1)+Cx̃(t+1|t)
(B.72)
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from which it is immediate to compute

Σxe(t+ 1) = P (t+ 1|t)CT . (B.73)

Similarly we can derive the variance of the innovation Λ(t+ 1):

Λ(t+ 1)
.
= Σe(t+ 1) = CP (t+ 1|t)CT +R (B.74)

and therefore the Kalman gain is

L(t+ 1) = P (t+ 1|t)CT Λ−1(t+ 1). (B.75)

Variance update

From the update of the estimation error

x̃(t+ 1|t+ 1) = x̃(t+ 1|t) − L(t+ 1)e(t+ 1) (B.76)

we can easily compute the update for the variance. We first observe that
x̃(t + 1|t + 1) is by definition orthogonal to Ht+1(y), while the correction
term L(t + 1)e(t + 1) is contained in the history of the innovation, which
is by construction equal to the history of the process y: Ht+1(y). Then it
is immediate to see that

P (t+ 1|t+ 1) = P (t+ 1|t) − L(t+ 1)Λ(t+ 1)LT (t+ 1). (B.77)

The above equation is not convenient for computational purposes, since it
does not guarantee that the updated variance is a symmetric matrix. An
alternative form of the above that does guarantee symmetry of the result
is

P (t+ 1|t) = Γ(t+ 1)P (t+ 1|t)Γ(t+ 1)T + L(t+ 1)RL(t+ 1)T (B.78)

where Γ(t+1) = I−L(t+1)C. The last equation is in the form of a discrete
Riccati equation (DRE).

Predictor equations

It is possible to combine the two steps above and derive a single model for
the one-step predictor. We summarize the result as follows:

x̂(t+ 1|t) = Ax̂(t|t− 1) +Ks(t) (y(t) − Cx̂(t|t− 1)) (B.79)

P (t+ 1|t) = FΓ(t)P (t|t− 1)Γ(t)TF T + FL(t)RLT (t)F T + Q̃(B.80)

where we have defined

Ks(t)
.
= FL(t) + SR−1 (B.81)

=
(
AP (t|t− 1)CT + S

)
Λ−1(t) (B.82)
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B.6 Asymptotic properties

If we consider time-invariant models (all matrices A,C,Q, S,R are constant
in time), we can study the asymptotic behavior of the estimator.

Remark B.5. In particular, the dynamics of the estimator depends upon
P (t), the solution of the DRE of equation (B.78). We want such a solution
to converge asymptotically to a small but non-zero value. In fact, P = 0
corresponds to a zero gain K = 0, which indicates that the filter does take
into account the measurements. In such a case we say that the filter is
saturated.

We will not get into the details of the results of the asymptotic theory
of Kalman filtering. We will only report the main results, which essentially
says that if the realization of the LFDSP is minimal, then there exists a
unique positive-definite fixed-point of the DRE, and the solution converges
to the fixed-point asymptotically. Furthermore the dynamics of the estima-
tion error is stable (even though the process may be unstable). The Kalman
filter converges asymptotically to the Wiener filter described in section B.2.

Claim B.1. If the pair (F,C) is detectable and (F,
√
Q) is stabilizable,

then there exists a unique P |P = P T ≥ 0 fixed point of the DRE
(B.78). Furthermore P (t) → P for all positive semi-definite P (t0) and
Γ = limt→∞Γ(t) is stable.

We recall that a (F,C) being detectable means that the unobservable
subspace is stable, as well as (F,

√
Q) being stabilizable means that the

uncontrollable subspace is stable. The proof of the above claim, as well
as other results on the asymptotic properties of the Kalman filter, can be
found for instance in [Jaz70].
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Glossary of notations

(R, T ) R ∈ SO(3) the rotation; T ∈ R3 the translation

(ω, v) ω ∈ R3 the angular velocity; v ∈ R3 the linear
velocity

E
.
= T̂R the essential matrix

L ∈ E3 a generic (abstract) line in the Euclidean space

E3 three-dimensional Euclidean space

X
.
= [X,Y, Z,W ]T ∈ R4 homogeneous coordinates of a point in E3

Xi coordinates of the ith point

Xi
j coordinates of the ith point with respect to the

jth (camera) coordinate frame, short version for
Xi(tj)

l
.
= [a, b, c]T homogeneous coordinates of the coimage of a line

x
.
= [x, y, z]T ∈ R3 homogeneous coordinates of the image of a point

xi coordinates of the ith image of a point

xi
j coordinates of the ith image with respect to the

jth (camera) coordinate frame, short version for
xi(tj)

g ∈ SE(3) special Euclidean motion



324 Glossary of notations

p ∈ E3 a generic (abstract) point in the Euclidean space
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