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## Foreword

Robotics is undergoing a major transformation in scope and dimension. From a largely dominant industrial focus, robotics is rapidly expanding into human environments and is vigorously engaged in its new challenges. Interacting with, assisting, serving, and exploring with humans, the emerging robots will increasingly touch people and their lives.

Beyond its impact on physical robots, the body of knowledge robotics has produced is revealing a much wider range of applications reaching across diverse research areas and scientific disciplines, such as: biomechanics, haptics, neurosciences, virtual simulation, animation, surgery, and sensor networks among others. In return, the challenges of the new emerging areas are proving an abundant source of stimulation and insights into the field of robotics. It is indeed at the intersection of disciplines that the most striking advances happen.

The Springer Tracts in Advanced Robotics (STAR) is devoted to bringing to the research community the latest advances in the robotics field on the basis of their significance and quality. Through a wide and timely dissemination of critical research developments in robotics, our objective with this series is to promote more exchanges and collaborations among the researchers in the community and contribute to further advancements in this rapidly growing field.

Since its inception in 1994, the biennial Workshop Algorithmic Foundations of Robotics (WAFR) has established some of the field's most fundamental and lasting contributions. The launching of STAR, WAFR, and several other thematic symposia in robotics found an important platform for closer links and extended reach within the robotics community.

This volume is the outcome of the WAFR eleventh edition hosted by Boğaziçi University and is edited by Levent Akın, Nancy Amato, Volkan Isler, and Frank van der Stappen. The book offers a valuable collection highlighting the cutting-edge research in classical robotics problems (e.g., manipulation, motion, path, multirobot, and kinodynamic planning), geometric and topological computation in robotics as well as novel applications such as informative path planning, active sensing, and surgical planning.

The contents of the 42 contributions represent a cross-section of the current state of research from one particular aspect: algorithms, and how they are inspired by classical disciplines, such as control theory, computational geometry and topology, geometrical and physical modeling, reasoning under uncertainty, probabilistic algorithms, game theory, and theoretical computer science. Validation of algorithms, design concepts, or techniques is the common thread running through this focused collection.

Rich in topics and authoritative contributors, WAFR culminates with this unique reference on the current developments and new directions in the field of algorithmic foundations. A very fine addition to the series!

Naples, Italy

Bruno Siciliano
STAR Editor

## Preface

This is an exciting time for robotics. Governments across the world have recently announced major robotics programs such as the National Robotics Initiative, the DARPA Robotics Challenge in the U.S., and the European Commission's euRobotics initiative. The demand for industrial automation is more than ever. Companies like Google and Amazon have made significant robotics investments. There is considerable start-up activity around robotics. New, more capable platforms ranging from legged robots to aerial vehicles are being developed at a rapid pace. In this environment, developing algorithms for robots (and automation systems in general) so that they can operate in complex and unstructured environments has become crucial. These algorithms have applications beyond physical robotic and sensing systems as they are used for scientific inquiry in other disciplines such as biology and neurosciences.

The Workshop on Algorithmic Foundations of Robotics (WAFR) is the premier venue which showcases cutting-edge research in algorithmic robotics. The eleventh WAFR, which was held at Boğaziçi University in Istanbul, Turkey continued this tradition. We received 83 very strong submissions. Each submission was assigned to three members of the Program Committee (PC) which was composed of the leading researchers in the field. Each PC member provided a review. After a discussion phase open to the entire PC, and the collection of additional reviews as needed, 42 papers were selected for presentation at the workshop. WAFR took place during August 3-5, 2014.

This volume of Springer Tracts in Advanced Robotics contains extended versions of these papers. These contributions highlight the cutting-edge research in classical robotics problems (e.g., manipulation, motion, path, multi-robot, and kinodynamic planning), geometric and topological computation in robotics as well as novel applications such as informative path planning, active sensing, and surgical planning. About half of the accepted papers have been forwarded for further review for dedicated special issues of the International Journal of Robotics Research and IEEE Transactions on Automation Science and Engineering.

In addition to paper presentations, WAFR 2014 featured three invited speakers: Vijay Kumar gave a seminar on "Aerial Robot Swarms." Cağatay Başdoğan’s topic
was "Haptic Role Exchange and Negotiations for Human Robot Interaction." Oussama Khatib focused on "Working with the New Robots."

We owe many thanks to all the authors for submitting such high quality work, all the PC members and auxiliary reviewers for all of their hard work, and all WAFR participants for making WAFR 2014 a success. We would like to express our gratitude to Boğaziçi University's Faculty of Engineering for the venue with breathtaking views, and University of Minnesota's Department of Computer Science and Engineering for their support. Finally, we gratefully acknowledge travel support by the United States National Science Foundation for student participants.
H. Levent Akin

Nancy M. Amato
Volkan Isler
A. Frank van der Stappen
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# Efficient Multi-robot Motion Planning for Unlabeled Discs in Simple Polygons 

Aviv Adler, Mark de Berg, Dan Halperin and Kiril Solovey


#### Abstract

We consider the following motion-planning problem: we are given $m$ unit discs in a simple polygon with $n$ vertices, each at their own start position, and we want to move the discs to a given set of $m$ target positions. Contrary to the standard (labeled) version of the problem, each disc is allowed to be moved to any target position, as long as in the end every target position is occupied. We show that this unlabeled version of the problem can be solved in $O\left(n \log n+m n+m^{2}\right)$ time, assuming that the start and target positions are at least some minimal distance from each other. This is in sharp contrast to the standard (labeled) and more general multirobot motion planning problem for discs moving in a simple polygon, which is known to be strongly NP-hard.


[^0][^1]
## 1 Introduction

The multi-robot motion-planning problem is to plan the motions of several robots operating in a common workspace. In its most basic form, the goal is to move each robot from its start position to some designated target position, while avoiding collision with obstacles in the environment and with other robots. Besides its obvious relevance to robotics, the problem has various other applications, for example in the design of computer games or crowd simulation. Multi-robot motion planning is a natural extension of the single-robot motion planning problem, but it is much more complex due to the high number of degrees of freedom that it entails, even when the individual robots are as simple as discs.

Related work. One of the first occurrences of the multi-robot motion-planning problem in the computational-geometry literature can be found in the series of papers on the Piano Movers' Problem by Schwartz and Sharir. They first considered the problem in a general setting [18] and then narrowed it down to the case of disc robots moving amidst polygonal obstacles [19]. In the latter work an algorithm was presented for the case of two and three robots, with running time of $O\left(n^{3}\right)$ and $O\left(n^{13}\right)$, respectively, where $n$ is the complexity of the workspace. Later Yap [29] used the retraction method to develop a more efficient algorithm, which runs in $O\left(n^{2}\right)$ and $O\left(n^{3}\right)$ time for the case of two and three robots, respectively. Several years afterwards, Sharir and Sifrony [20] presented a general approach based on cell decomposition, which is capable of dealing with various types of robot pairs and which has a running time of $O\left(n^{2}\right)$. Moreover, several techniques that reduce the effective number of degrees of freedom of the problem have been proposed [1, 26].

When the number of robots is no longer a fixed constant, the multi-robot motionplanning problem becomes hard. Hopcroft et al. [8] showed that even in the relatively simple setting of $n$ rectangular robots moving in a rectangular workspace, the problem is already PSPACE-hard. Moreover, Spirakis and Yap [23] showed that the problem is strongly NP-hard for disc robots in a simple polygon.

In recent years, multi-robot planning has attracted a great deal of attention from the robotics community. This can be mainly attributed to two reasons. First, it is a problem of practical importance. Second, the emergence of the sampling-based techniques, which are relatively easy to implement, yet are highly effective. These techniques attempt to capture the connectivity of the configuration space through random sampling [9, 14]. Although sampling-based algorithms are usually incomplete-they are not guaranteed to find a solution-they tend to be very efficient in practice. Hence, they are considered the method-of-choice for motion-planning problems that involve many degrees of freedom. While sampling-based tools for a single robot can be applied directly to the multi-robot problem by considering the group of robots as one large composite robot [17], there is a large body of work that attempts to exploit the unique properties of the multi-robot problem [7, 16, 22, 24, 27, 28].

The aforementioned results deal exclusively with the classical formulation of the multi-robot problem, where the robots are distinct and every robot is assigned a
specific target position. The unlabeled variant of the problem, where all the robots are assumed to be identical and thus interchangeable, was first considered by Kloder and Hutchinson [11], who devised a sampling-based algorithm for the problem. Recently a generalization of the unlabeled problem-the $k$-color motion-planning problem-has been proposed, in which there are several groups of interchangeable robots [21]. Turpin et al. [25] considered a special setting of the unlabeled problem with disc robots, namely where the collection of free configurations surrounding every start or target position is star-shaped. This condition allows them to devise an efficient algorithm that computes a solution in which the maximum path length is minimized. Unfortunately the star-shapedness condition is quite restrictive, and in general it will not be satisfied.

Other related work includes papers that study the number of moves required to move a set of discs between two sets of positions in an unbounded workspace, when a move consists of sliding a single disc-see for example the paper by Bereg et al. [2] which provides upper and lower bounds for the unlabeled case, or the paper by Dumitrescu and Jiang [3] who show that deciding whether a collection of labeled or unlabeled discs can be moved between two sets of positions within $k$ steps is NPhard. Finally, we mention the problem of pebble motions on graphs, which can be considered as a discrete variant of the multi-robot motion planning problem. In this problem, pebbles need to be moved from one set of vertices of a graph to another, while following a certain set of rules-see for example $[4,5,12,13,15,30]$.

Our contribution. Surprisingly, the unlabeled version of the multi-robot motionplanning problem has hardly received any attention in the computational-geometry literature. Indeed, we don't know of any papers that solve the problem in an exact and complete manner, except in a restricted setting studied by Turpin et al. [25] that we mentioned above. We therefore study the following basic variant of the problem: given $m$ unit discs in a simple polygon with $n$ vertices, each at their own start position, and $m$ target positions, find collision-free motions for the discs such that at the end of the motions each disc occupies a target position. We make the additional assumption that the given start and target positions are well-separated. More precisely, any two of the given start and target positions should be at distance at least 4 from each other. Notice that we only assume this extra separation between the robots in their static initial and goal placements; we do not assume any extra separation (beyond noncollision) between a robot and the obstacles, nor do we enforce any extra separation between the robots during the motion. Even this basic version of the problem turns out to have a rich structure and poses several difficulties and interesting questions. We believe that some separation is essential for the existence of an efficient algorithm, and without this requirement the problem will become intractable (see Sect. 7 for further details).

By carefully examining the various properties of the problem we show how to transform it into a discrete pebble-motion problem on graphs. A solution to the pebble problem, which can be generated with rather straightforward techniques, can then be transformed back into a solution to our continuous motion-planning problem. We mention that a similar transformation was used in [21] in the context
of a sampling-based method. Using this transformation we are able to devise an efficient algorithm whose running time is $O\left(n \log n+m n+m^{2}\right)$, where $m$ is the number of robots and $n$ is the complexity of the workspace. To be precise, we show that our algorithm runs in $O\left(n \log n+m^{2}\right)$ time, and the overall description length of all the paths to be carried out by the robots has complexity $O\left(m n+m^{2}\right)$. As already mentioned, this is in sharp contrast to the standard (labeled) and more general multirobot motion planning problem for discs moving in a simple polygon, which is known to be strongly NP-hard [23].

## 2 Preliminaries

We consider the problem of $m$ indistinguishable unit-disc robots moving in a simple polygonal workspace $\mathcal{W} \subset \mathbb{R}^{2}$ with $n$ edges. We define $\mathcal{O} \triangleq \mathbb{R}^{2} \backslash \mathcal{W}$ to be the complement of the workspace, and we call $\mathcal{O}$ the obstacle space. Since our robots are discs, a placement of a robot is uniquely specified by the location of its center. Hence, we will sometimes refer to points $x \in \mathcal{W}$ as configurations, and we will say that a robot is at configuration $x$ when its center is placed at the point $x \in W$. For given $x \in \mathbb{R}^{2}$ and $r \in \mathbb{R}_{+}$, we define $\mathcal{D}_{r}(x)$ to be the open disc of radius $r$ centered at $x$.

We consider the unit-disc robots to be open sets. Thus a robot avoids collision with the obstacle space if and only if its center is at distance at least 1 from $\mathcal{O}$, that is, when it is at a configuration located in the free space $\mathcal{F} \triangleq\left\{x \in \mathbb{R}^{2}: \mathcal{D}_{1}(x) \cap \mathcal{O}=\emptyset\right\}$. We require the robots to avoid collisions with each other, so if a robot is at configuration $x$ then no other robot can be at a configuration $y \in \operatorname{Int}\left(\mathcal{D}_{2}(x)\right)$; here $\operatorname{Int}(X)$ denotes the interior of the set $X$. Furthermore, the notation $\partial(X)$ will be used to refer the boundary of $X$. We call $\mathcal{D}_{2}(x)$ the collision disc of the configuration $x$.

Besides the simple polygon $\mathcal{W}$ forming the workspace, we are also given sets $S=$ $\left\{s_{1}, s_{2}, \ldots, s_{m}\right\}$ and $T=\left\{t_{1}, t_{2}, \ldots, t_{m}\right\}$ such that $S, T \subset \mathcal{F}$. These are respectively the sets of start and target configurations of our $m$ identical disc robots. We assume that the configurations in $S$ and $T$ are well-separated:

For any two distinct configurations $x, y \in S \cup T$ we have $\|x-y\| \geq 4$.
The problem is now to plan a collision-free motion for our $m$ unit-disc robots such that each of them starts at a configuration in $S$ and ends at a configuration in $T$. Since the robots are indistinguishable (or: unlabeled), it does not matter which robot ends up at which target configuration. Formally, we wish to find paths $\pi_{i}:[0,1] \rightarrow \mathcal{F}$, for $1 \leqslant i \leqslant m$, such that $\pi_{i}(0)=s_{i}$ and $\bigcup_{i=1}^{m} \pi_{i}(1)=T$. Additionally, we require that the robots do not collide with each other: for every $1 \leqslant i \neq j \leqslant m$ and every $\xi \in(0,1)$, we require $\mathcal{D}_{1}\left(\pi_{i}(\xi)\right) \cap \mathcal{D}_{1}\left(\pi_{j}(\xi)\right)=\emptyset$. Note that the requirement that the robots do not collide with the obstacle space $\mathcal{O}$ is implied by the paths $\pi_{i}$ being inside the free space $\mathcal{F}$.

## 3 Basic Properties of the Free Space

Recall that the free space $\mathcal{F} \subset \mathcal{W}$ is the set of configurations at which a robot does not collide with the obstacle space. The free space may consist of multiple connected components. We denote these components by $F_{1}, \ldots, F_{q}$, where $q$ is the total number of components. For any $i \in\{1,2, \ldots, q\}$, we let $S_{i} \triangleq S \cap F_{i}$ and $T_{i} \triangleq T \cap F_{i}$. We assume from now on that $\left|S_{i}\right|=\left|T_{i}\right|$ for all $1 \leqslant i \leqslant q$-if this is not the case, then the problem instance obviously has no solution-and we define $m_{i} \triangleq\left|S_{i}\right|=\left|T_{i}\right|$ to be the number of robots in $F_{i}$.

Before we proceed, we need one more piece of notation. For any $x \in \mathcal{W}$, we define obs $(x)$, the obstacle set of $x$, as obs $(x) \triangleq\{y \in \mathcal{O}:\|x-y\|<1\}$. In other words, obs $(x)$ contains the points in the obstacle space overlapping with $\mathcal{D}_{1}(x)$. Note that $\operatorname{obs}(x)=\emptyset$ for $x \in \mathcal{F}$.

In the remainder of this section we prove several crucial properties of the free space, which will allow us to transform our problem to a discrete pebble problem. We start with some properties of individual components $F_{i}$, and then consider the interaction between robots in different components.

Properties of a single connected component of $\mathcal{F}$. We start with a simple observation, for which we provide a proof for completeness.

## Lemma 1 Each component $F_{i}$ is simply connected.

Proof Suppose for a contradiction that $F_{i}$ contains a hole. Then $\operatorname{Compl}(\mathcal{F}) \triangleq \mathbb{R}^{2} \backslash \mathcal{F}$, the complement of the free space, has multiple connected components. One of these is $C_{\mathcal{O}}$, the unbounded component containing $\mathcal{O}$. Let $C$ be another component of $\operatorname{Compl}(\mathcal{F})$, and let $x \in C$. Since $x \notin \mathcal{F}$, there is a point $y \in \mathcal{O}$ with $\|x-y\|<1$. But then $\left\|x^{\prime}-y\right\|<1$ for any point $x^{\prime}$ on the segment $\overline{x y}$, which implies $\overline{x y} \subset \operatorname{Compl}(\mathcal{F})$ and thus contradicts that $C$ and $C_{\mathcal{O}}$ are different components.

Now consider any $x$ in $\mathbb{R}^{2}$. Recall that $\mathcal{D}_{2}(x)$ denotes the collision disc of $x$, that is, $\mathcal{D}_{2}(x)$ is the set of all configurations $y$ for which another robot placed at $y$ collides with a robot at $x$. We now define $D^{*}(x)$ to be the part of $\mathcal{D}_{2}(x)$ that is in the same free-space component as $x$, that is, $D^{*}(x) \triangleq \mathcal{D}_{2}(x) \cap F_{i}$ where $F_{i}$ is the free-space component such that $x \in F_{i}$.

The following three lemmas constitute the theoretical basis on which the correctness and efficiency of our algorithm relies.

Lemma 2 For any $x \in \mathcal{F}$, the set $D^{*}(x)$ is connected.
Proof Assume for a contradiction that $D^{*}(x)$ is not connected. Let $F_{i}$ be the freespace component containing $x$. Since by definition $x \in D^{*}(x)$, we can find some $y \in D^{*}(x)$ that is in a different connected component of $D^{*}(x)$ from $x$. Since $y \in D^{*}(x) \subset \mathcal{D}_{2}(x)$, the distance between $x$ and $y$ is at most 2 . Hence, any point on the line segment $\overline{x y}$ is within a distance of 1 of either $x$ or $y$. Since $x, y \in F_{i}$, we know that $\overline{x y} \subset \mathcal{W}$, otherwise either $x$ or $y$ would not be in $\mathcal{F}$. We also know that


Fig. 1 a An illustration of Lemma 2. The disc $\mathcal{D}_{2}(x)$ is drawn in green. The closed curve $\lambda$, which consists of the curve $\pi^{\prime}$ and the straight-line $\overline{x^{\prime} y^{\prime}}$, is drawn in blue, and $A$ represents the area that is bounded by $\lambda$. The disc $K$ of radius 1 that touches $x^{\prime}, y^{\prime}$ is drawn in pink. Note that the area $A^{*}$, which is drawn in red, is contained in $A$. The dashed black lines represent $\pi \backslash \pi^{\prime}$. b An illustration of Lemma 3, and in particular, the case where $A_{1}^{*} \cap A_{2}^{*} \neq \emptyset$. For simplicity of presentation, we assume that $\ell_{1}=\overline{x_{1} y_{1}}$ and $\ell_{2}=\overline{x_{2} y_{2}}$
$\overline{x y} \not \subset F_{i}$, since otherwise $x$ and $y$ would not be in different connected components of $D^{*}(x)$. Because $x, y \in F_{i}$, by definition there exists a simple path $\pi \subset F_{i}$ from $x$ to $y$. Since the workspace is a polygon with finite description complexity, we may assume that $\pi$ has finite complexity as well, which implies that $\pi \cap \overline{x y}$ is composed of finitely many isolated points and closed segments. See Fig. 1a for an illustration.

We now define $x^{\prime}, y^{\prime}$ as the points on $\pi \cap \overline{x y} \subset D^{*}(x)$ such that $x^{\prime}, y^{\prime}$ are in different connected components of $D^{*}(x)$ and $\left\|x^{\prime}-y^{\prime}\right\|$ is minimized given the first condition. Let $\pi^{\prime}$ be the subpath of $\pi$ joining $x^{\prime}$ to $y^{\prime}$. Notice that $\pi \cap \overline{x^{\prime} y^{\prime}}=\left\{x^{\prime}, y^{\prime}\right\}$. Indeed, if there exists a point $z \in \pi \cap \operatorname{Int}\left(\overline{x^{\prime} y^{\prime}}\right)$, then $z$ must be in a different connected component of $D^{*}(x)$ than either $x^{\prime}$ or $y^{\prime}$, and $\left\|x^{\prime}-y^{\prime}\right\|$ would not be the minimum. Since $\pi$ is a simple path, this means that $\lambda \triangleq \pi^{\prime} \cup \overline{x^{\prime} y^{\prime}}$ is a simple closed curve. The area enclosed by $\lambda$ (including $\lambda$ ) will be referred to as $A$. We note that $\lambda \subset \mathcal{W}$ since $\pi^{\prime} \subset \mathcal{F} \subset \mathcal{W}$ and $\overline{x^{\prime} y^{\prime}} \subset \overline{x y} \subset \mathcal{W}$. This immediately implies that $A \subset \mathcal{W}$, since $\mathcal{W}$ is a simple polygon.

Let $A^{*} \triangleq A \backslash \mathcal{F}$. We claim that $A^{*} \subset \operatorname{Int}\left(\mathcal{D}_{2}(x)\right)$, which implies that there exists a path in $F_{i}$ from $x^{\prime}$ to $y^{\prime}$ that goes along $\partial\left(A^{*}\right)$ and is fully contained in $\mathcal{D}_{2}(x)$. But this contradicts that $x^{\prime}$ and $y^{\prime}$ are in different components of $D^{*}(x)$ and, hence, proves the lemma. It thus remains to prove the claim that $A^{*} \subset \operatorname{Int}\left(\mathcal{D}_{2}(x)\right)$.

We note that for any point $z \in A^{*}$ and any $w \in \operatorname{obs}(z)$ we have $\overline{z w} \cap \pi^{\prime}=\emptyset$, since $\pi^{\prime} \subset \mathcal{F}$. Furthermore, for any $v \in \pi^{\prime}$ we have $\|w-v\| \geq 1$, and as $x^{\prime}, y^{\prime} \in \pi^{\prime}$ it follows that $\left\|w-x^{\prime}\right\| \geq 1$ and $\left\|w-y^{\prime}\right\| \geq 1$. Assume without loss of generality that $\overline{x^{\prime} y^{\prime}}$ is vertical and that locally $A$ lies to the right of $\overline{x^{\prime} y^{\prime}}$, as in Fig. 1a. Let $K$ be the circle of radius 1 that passes through $x^{\prime}$ and $y^{\prime}$, and whose center lies to the left of $\overline{x^{\prime} y^{\prime}}$ —such a circle always exists since $\left\|x^{\prime}-y^{\prime}\right\| \leqslant\|x-y\| \leqslant 2$. (If $\left\|x^{\prime}-y^{\prime}\right\|=2$
then the center of the circle lies on $\overline{x^{\prime} y^{\prime}}$.) We now let $\zeta$ be the arc of this circle lying to the right of $\overline{x^{\prime} y^{\prime}}$; note that this is the shorter of the two arcs joining $x^{\prime}$ and $y^{\prime}$ if they are of different lengths. Then $A^{*}$ is a contained entirely within the area enclosed by $\zeta$ and $\overline{x^{\prime} y^{\prime}}$. Furthermore, $A^{*} \subset \operatorname{Int}(A) \cup \operatorname{Int}\left(\overline{x^{\prime} y^{\prime}}\right)$ since $\pi^{\prime} \subset \mathcal{F}$. Therefore, since $\overline{x^{\prime} y^{\prime}}$ is a subsegment of $\overline{x y}$ and $\zeta$ cannot cross $\partial\left(\mathcal{D}_{2}(x)\right)$, it follows that

$$
A^{*} \subset\left(\operatorname{Int}(A) \cup \operatorname{Int}\left(\overline{x^{\prime} y^{\prime}}\right)\right) \cap \operatorname{Int}\left(\mathcal{D}_{2}(x)\right) \subset \operatorname{Int}\left(\mathcal{D}_{2}(x)\right),
$$

which proves the claim and finishes the proof of the lemma.

Interference between different connected components of $\mathcal{F}$. Let $F_{i}, F_{j}$ be two distinct components of $\mathcal{F}$, and let $x \in F_{i}$ be such that $\mathcal{D}_{2}(x) \cap F_{j} \neq \emptyset$. We then call $x$ an interference configuration from $F_{i}$ to $F_{j}$, and define the interference set from $F_{i}$ to $F_{j}$ as $I_{(i, j)} \triangleq\left\{x \in F_{i}: \mathcal{D}_{2}(x) \cap F_{j} \neq \emptyset\right\}$. We also define the mutual interference set of $F_{i}, F_{j}$ as $I_{\{i, j\}} \triangleq I_{(i, j)} \cup I_{(j, i)}$. Intuitively, an interference configuration from $F_{i}$ to $F_{j}$ is a configuration for a robot in $F_{i}$ which could block a path in $F_{j}$, and the interference set is the set of all such points. The mutual interference set of $F_{i}, F_{j}$ is the set of all single-robot configurations in either component which might block a valid single-robot path in the other component.

Lemma 3 For any mutual interference set $I_{\{i, j\}}$ and any two configurations $x_{1}, x_{2} \in$ $I_{\{i, j\}}$ we have $\mathcal{D}_{2}\left(x_{1}\right) \cap \mathcal{D}_{2}\left(x_{2}\right) \neq \emptyset$.

Proof The proof is similar in spirit to the proof of Lemma 2 albeit slightly more involved. Assume for a contradiction that $x_{1}, x_{2} \in I_{\{i, j\}}$ and $\mathcal{D}_{2}\left(x_{1}\right) \cap \mathcal{D}_{2}\left(x_{2}\right)=\emptyset$. By definition there exist $y_{1} \in \mathcal{D}_{2}\left(x_{1}\right)$ and $y_{2} \in \mathcal{D}_{2}\left(x_{2}\right)$ such that each pair $\left\{x_{1}, y_{1}\right\},\left\{x_{2}, y_{2}\right\}$ contains one point in $F_{i}$ and one point in $F_{j}$. As shown in the proof for Lemma2, the segments $\overline{x_{1} y_{1}}, \overline{x_{2} y_{2}}$ are entirely contained in $\mathcal{W}$. We may assume that $\overline{x_{1} y_{1}}$ does not cross $\overline{x_{2} y_{2}}$, since if it did the crossing point would be in $\mathcal{D}_{2}\left(x_{1}\right) \cap \mathcal{D}_{2}\left(x_{2}\right)$ and we would be done. Therefore, there exists a simple closed curve $\lambda \subset \mathcal{W}$ composed of the union of two simple curves $\pi_{i}, \pi_{j}$ and two line segments $\ell_{1}, \ell_{2}$ such that $\pi_{i} \subset F_{i}$ and $\pi_{j} \subset F_{j}$, and $\ell_{1} \subset \overline{x_{1} y_{1}}, \ell_{2} \subset \overline{x_{2} y_{2}}$. Note that both $\ell_{1}$ and $\ell_{2}$ have one endpoint in $F_{i}$ and the other in $F_{j}$; see Fig. 1 b for an illustration. The end points of $\ell_{1}$ consist of $x_{1}^{\prime}, y_{1}^{\prime}$, such that $x_{1}, x_{1}^{\prime}$ and $y_{1}, y_{1}^{\prime}$ belong to the same connected components, and minimize the distance $\left\|x_{1}^{\prime}-y_{1}^{\prime}\right\|\left(\ell_{2}\right.$ is similarly defined $)$.

We refer to the region enclosed by $\lambda$ (including $\lambda$ ) as $A$. Because $\lambda \subset \mathcal{W}$ and $\mathcal{W}$ is a simple polygon, we know that $A \subset \mathcal{W}$. Furthermore, since $\pi_{i}, \pi_{j} \subset \mathcal{F}$, for any $x \in \operatorname{Int}(A)$ and $y \in \operatorname{obs}(x)$ (by definition, $y \in \mathbb{R}^{2} \backslash \mathcal{W}$ so $y \notin A$; thus, $\overline{x y} \cap \lambda \neq \emptyset$ ), we know that $\overline{x y} \cap \pi_{i}=\overline{x y} \cap \pi_{j}=\emptyset$. Thus, $\overline{x y} \cap \operatorname{Int}\left(\ell_{1}\right) \neq \emptyset$ or $\overline{x y} \cap \operatorname{Int}\left(\ell_{2}\right) \neq \emptyset$, or both. Let $A^{*} \triangleq A \backslash \mathcal{F}$ and denote by $A_{1}^{*}$ the set of configurations $x \in A^{*}$ for which there exists $y \in \operatorname{obs}(x)$ such that $\overline{x y} \cap \operatorname{Int}\left(\ell_{1}\right) \neq \emptyset$; the set $A_{2}^{*}$ is defined in a similar manner, only that now $\overline{x y} \cap \operatorname{Int}\left(\ell_{2}\right) \neq \emptyset$. Note that $A^{*}=A_{1}^{*} \cup A_{2}^{*}$.

We claim that $A_{1}^{*} \cap A_{2}^{*} \neq \emptyset$. Indeed, if $A_{1}^{*} \cap A_{2}^{*}=\emptyset$ then there is a path from $x_{1}$ to $y_{1}$ along $\partial\left(A_{1}^{*}\right)$ that stays in $A \backslash A^{*}$ and, hence, stays in $\mathcal{F}$, which would contradict that $x_{1} \in F_{i}$ and $y_{1} \in F_{j}$ for $i \neq j$. Thus, there exists a point $x^{*} \in A_{1}^{*} \cap A_{2}^{*}$.

We define the unit circles $K_{1}, K_{2}$ whose boundaries lie on the endpoints of $\ell_{1}, \ell_{2}$ respectively, and whose centers are located outside $A$. Thus, we have $A_{1}^{*} \subset K_{1}$ and $A_{2}^{*} \subset K_{2}$. Hence, $x^{*} \in K_{1} \cap K_{2}$. But this implies $x^{*} \in \mathcal{D}_{2}\left(x_{1}\right) \cap \mathcal{D}_{2}\left(x_{2}\right)$, so $\mathcal{D}_{2}\left(x_{1}\right) \cap \mathcal{D}_{2}\left(x_{2}\right) \neq \emptyset$, contradicting our initial assumption.

The next lemma is a generalization of the previous one. Intuitively, instead of considering a cycle of length 2 among interacting free-space components, we now consider larger cycles.

Lemma 4 Let $\{\phi(1), \phi(2), \ldots, \phi(h)\} \subset\{1,2, \ldots, q\}$, and let $x_{1}, x_{2}, \ldots, x_{h}$ be points such that for all $i, x_{i} \in I_{\{\phi(i), \phi(i+1)\}}$, where $\phi(h+1) \equiv \phi(1)$. (Thus the list is circular with respect to its index). Then there exists some $i \neq j$ such that $\mathcal{D}_{2}\left(x_{i}\right) \cap \mathcal{D}_{2}\left(x_{j}\right) \neq \emptyset$.

Proof This can be proved in a manner completely analogous to the proof of Lemma 3; we will outline the proof here. We assume for a contradiction that $\mathcal{D}_{2}\left(x_{i}\right) \cap \mathcal{D}_{2}\left(x_{j}\right)=$ $\emptyset$ for all $i \neq j$. We can argue that we can construct a simple closed curve $\lambda \subset \mathcal{W}$ passing through $F_{\phi(1)}, F_{\phi(2)}, \ldots, F_{\phi(h)}$ (in that order), which is composed of simple closed curves $\pi_{i} \subset F_{\phi(i)}$ and line segments $\ell_{i} \subset \mathcal{W}$ with endpoints in $F_{\phi(i)}$ and $F_{\phi(i+1)}$. We then consider the area $A$ enclosed by $\lambda$ and note that $A \subset \mathcal{W}$. Let $A^{*} \triangleq A \backslash \mathcal{F}$. If there exists some simple curve $\pi^{*} \subset A^{*}$ connecting $\ell_{i}$ to $\ell_{j}$ for some $i \neq j$, we can show that there exists some $k$ such that $\mathcal{D}_{2}\left(x_{i}\right) \cap \mathcal{D}_{2}\left(x_{k}\right) \neq \emptyset$, contradicting our assumption. Therefore no such $\pi^{*}$ exists for any $i \neq j$. But this means that there exists some simple path $\pi^{\prime} \subset A \cap \mathcal{F}$ which joins $\pi_{i}$ and $\pi_{j}$ for some $i \neq j$, which contradicts the fact that $\pi_{i}$ and $\pi_{j}$ belong to different components of $\mathcal{F}$.

## 4 Algorithm for a Single Component

In this section we consider a single component $F_{i}$ of $\mathcal{F}$. We present an algorithm that solves the problem within $F_{i}$, ignoring the possibility that robots in $F_{i}$ might collide with robots in other components $F_{j}$. In the next section we will show how to avoid such collisions without changing the motion plans within the individual components. As before we set $S_{i} \triangleq S \cap F_{i}$ and $T_{i} \triangleq T \cap F_{i}$, and assume $\left|S_{i}\right|=\left|T_{i}\right|$.

The motion graph. The motion graph $G_{i}$ of $F_{i}$ is a graph whose vertices represent start or target configurations, and whose edges represent "adjacencies" between these configurations, as defined more precisely below.

Recall that for any $x \in F_{i}$ we defined $D^{*}(x) \triangleq \mathcal{D}_{2}(x) \cap F_{i}$ as the part of the collision disc of $x$ inside $F_{i}$, and recall from Lemma 2 that $D^{*}(x)$ is connected. Moreover, for any two distinct configurations $x_{1}, x_{2} \in S_{i} \cup T_{i}$ we have $D^{*}\left(x_{1}\right) \cap$ $D^{*}\left(x_{2}\right)=\emptyset$, because $\mathcal{D}_{2}\left(x_{1}\right) \cap \mathcal{D}_{2}\left(x_{2}\right)=\emptyset$ by the assumption that the start and target positions are well-separated. The vertices of our motion graph $G_{i}$ correspond to the start and target configurations in $S_{i} \cup T_{i}$. From now on, and with a slight
abuse of notation we will not distinguish between configurations in $S_{i} \cup T_{i}$ and their corresponding vertices in $G_{i}$.

Now consider $F_{i}^{*} \triangleq F_{i} \backslash \bigcup_{x \in S_{i} \cup T_{i}} D^{*}(x)$, the complement of the collision discs of the given start and target configurations in $F_{i}$. This complement consists of several connected components, which we denote by $F_{i}^{1}, F_{i}^{2}, \ldots$. If the motion graph $G_{i}$ contains an edge $\left(x_{1}, x_{2}\right)$ then there is a component $F_{i}^{\ell}$ that is adjacent to both $D^{*}\left(x_{1}\right)$ and $D^{*}\left(x_{2}\right)$. In other words, two configurations $x_{1}$ and $x_{2}$ are connected in $G_{i}$ if there is a path from $x_{1}$ to $x_{2}$ that stays inside $F_{i}$ and does not cross the collision disc of any other configuration $x_{3} \in S_{i} \cup T_{i}$. Figure 2 illustrates the definition of $G_{i}$. The following observation summarizes the main property of the motion graph.

Observation 1 Suppose all robots in $F_{i}$ are located at a start or target configuration in $S_{i} \cup T_{i}$, and let $\left(x_{1}, x_{2}\right)$ be any edge in $G_{i}$. Then a robot located at $x_{1}$ can move to $x_{2}$ without colliding with any of the other robots.

Remark. We could also work with the dual graph of the partitioning of $F_{i}$ into cells induced by the collision discs. This dual graph would, in addition to vertices representing start and target configurations, also have vertices for the regionss $F_{i}^{\ell}$. For the pebble-motion problem discussed below it is easier to work with the graph as we defined it. This graph may have many more edges, but in the implementation of our algorithm described in Sect. 6 we avoid computing it explicitly.

The unlabeled pebble-motion problem. Using the motion graph $G_{i}$ we can view the motion-planning problem within $F_{i}$ as a pebble-motion problem. (A similar approach was taken in [21], where a sampling-based algorithm for multi-robot motion planning produces multiple pebble problems by random sampling of the configuration space.) To this end we represent a robot located at configuration $x \in S_{i} \cup T_{i}$ by a pebble on


Fig. 2 a A partition of a maximal connected component $F$. The start and target positions consist of the elements $S^{\prime}=\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}, T^{\prime}=\left\{t_{1}, t_{2}, t_{3}, t_{4}\right\}$, respectively, where the areas $D^{*}(s)$ for $s \in S^{\prime}$ are drawn in green and $D^{*}(t)$ for $t \in T^{\prime}$ are drawn in purple. $F^{*}$ consists of the parts $F^{1}, F^{2}, F^{3}$. b A motion graph of $F$
the corresponding vertex in $G_{i}$. The pebbles are indistinguishable, like the robots, and they can move along the edges of the graph. At the start of the pebble-motion problem for a graph with vertex set $S_{i} \cup T_{i}$, with $\left|S_{i}\right|=\left|T_{i}\right|$, there is a pebble on every vertex $x \in S_{i}$. The goal is to move the pebbles such that each pebble ends up in vertex in $T_{i}$, under the following conditions: (1) no two pebbles may occupy the same vertex at the same time, and (2) pebbles can only halt at vertices, and (3) at most one pebble may move (that is, be in transit along an edge) at any given time. We call this problem the unlabeled pebble-motion problem. The following lemma follows immediately from Observation 1.

Lemma 5 Any solution to the unlabeled pebble-motion problem on $G_{i}$ can be translated into a valid collision-free motion plan for the robots in $F_{i}$.

Kornhauser [12, Sect.3, first lemma] proved that the unlabeled pebble-motion problem is, in fact, always solvable, and he gave an algorithm to find a solution. Since he did not analyze the running time of his algorithm, we sketch the solution in the proof of the lemma below.

Lemma 6 [12] For any graph $G$ with vertex set $S \cup T$ where $|S|=|T|$, there exists a solution to the unlabeled pebble-motion problem. Moreover, a solution can be found in $O\left(|S|^{2}\right)$ time.

Proof Let $\mathcal{T}_{G}$ be a spanning tree of $G$. The algorithm performs $O(|S|)$ phases. In each phase, one or more pebbles may be moved and one leaf will be removed from $\mathcal{T}_{G}$, possibly with a pebble on it. After the phase ends, the algorithm continues with the next phase on the modified tree $\mathcal{T}_{G}$, until all pebbles have been removed and the problem has been solved. A phase proceeds as follows.

If there are leaves $v$ that are target vertices then we select such a leaf $v$. If $v$ does not yet contain a pebble, we find a pebble closest to $v$ in $\mathcal{T}_{G}$-this can be done by a simple breadth-first search-and move it to $v$ along the shortest path in $G$. Note that the vertices on the shortest path cannot contain other pebbles, since we took a closest pebble. We now remove the leaf $v$, together with the pebble occupying it, and end the phase. If all leaves in $\mathcal{T}_{G}$ are start vertices, then let $v$ be such a leaf. If $v$ is not occupied by a pebble it can be removed from $\mathcal{I}_{G}$, and the phase ends. Otherwise a pebble resides in $v$, which we move away, as follows. We find the closest unoccupied vertex $w$ to $v$ of $\mathcal{T}_{G}$ and move all pebbles on this shortest path (including the pebble on $v$ ) one step closer to $w$, in order of decreasing distance from $w$. After we evacuated $v$ we remove it from $\mathcal{T}_{G}$ to end the phase.

The algorithm produces paths of total length $O\left(|S|^{2}\right)$, and it can easily be implemented to run in $O\left(|S|^{2}\right)$ time. Note that there are examples where $\Omega\left(|S|^{2}\right)$ moves are required, for example when $G$ is a single path with all starting positions in the first half of the path and all target positions in the second half.

Lemma 7 Suppose we have an instance of our multi-robot path planning problem where $\left|S_{i}\right|=\left|T_{i}\right|$ for every component $F_{i}$ of the free space $\mathcal{F}$. Then for each $F_{i}$ there exists a motion plan $\Pi_{i}$ that brings the robots in $F_{i}$ from $S_{i}$ to $T_{i}$, such that they do not collide with the obstacle space nor with the other robots in $F_{i}$.

## 5 Combining Single-Component Plans

We now consider possible interactions between robots contained in different components $F_{i}$ and $F_{j}$ of $\mathcal{F}$. As before, we assume that $\left|S_{i}\right|=\left|T_{i}\right|$ for all $i$. We will show that there exists a permutation $\sigma:\{1,2, \ldots, \ell\} \rightarrow\{1,2, \ldots, \ell\}$ such that we can independently execute the single-component motion plans for each component $F_{i}$ as long as we do so in the order $F_{\sigma(1)}, F_{\sigma(2)}, \ldots, F_{\sigma(\ell)}$.

To obtain this order, we define a directed graph representing the structure of $\mathcal{F}$, which we call the directed-interference forest $\mathcal{G}=(\mathcal{V}, \mathcal{E})$, where the nodes in $\mathcal{V}$ correspond to the components $F_{i}$. We add the directed edge $\left(F_{i}, F_{j}\right)$ to $\mathcal{E}$ if either there exists a start position $s \in S$ such that $s \in I_{(i, j)}$, or there exists a target position $t \in T$ such that $t \in I_{(j, i)}$. For any $i \in\{1,2, \ldots, \ell\}$, we additionally define $N^{+}(i)$ to be the set of indices of the vertices in the out-neighborhood of $v_{i}$; similarly, $N^{-}(i)$ is defined as the set of indices of the vertices in the in-neighborhood of $v_{i}$.

Note that by Lemma 3 and since $S, T$ are well separated, we cannot have more than one start or target position in $I_{\{i, j\}}$. This implies that $\mathcal{E}$ cannot contain both $\left(v_{i}, v_{j}\right)$ and ( $v_{j}, v_{i}$ ). Lemma4 and the well-separatedness condition additionally imply that $\mathcal{G}$ cannot have an undirected cycle. Thus, $\mathcal{G}$ is a directed forest.

We now produce the desired ordering using $\mathcal{G}$. Consider $F_{i} \in \mathcal{V}$, and suppose that for all $j \in N^{+}(i)$, every robot in $F_{j}$ is at a start position, and for all $j \in$ $N^{-}(i)$, every robot in $F_{j}$ is at a target position. Additionally, suppose that for all $j \notin N^{+}(i) \cup N^{-}(i)$, every robot in $F_{j}$ is at a start or target position. Then, by the definition of $\mathcal{G}$, no robot is at a configuration in $I_{\{i, j\}}$ for any $j \neq i$; thus any motion plan for the robots in $F_{i}$, such as the one described in Sect. 4, can be carried out without being blocked by the robots not in $F_{i}$. Hence, if we have an ordering $\sigma:\{1,2, \ldots, \ell\} \rightarrow\{1,2, \ldots, \ell\}$ such that for all (directed) edges $\left(v_{i}, v_{j}\right) \in \mathcal{E}$, $\sigma^{-1}(i)<\sigma^{-1}(j)$, where $\sigma^{-1}$ is the inverse permutation of $\sigma$, then we can execute the motion plans for the robots in $F_{\sigma(1)}, F_{\sigma(2)}, \ldots, F_{\sigma(\ell)}$ in that order. Since $\mathcal{G}$ is a directed forest such an ordering can be produced using topological sorting on the vertices of $\mathcal{G}$. Thus, combining this result with Lemma 7 we obtain.

Theorem 1 Let there be a collection of $m$ unlabeled unit-disc robots in a simple polygonal workspace $\mathcal{W} \subset \mathbb{R}^{2}$, with start and target configurations $S, T$ that are well-separated. Then if for every maximal connected component $F_{i}$ of $\mathcal{F}$ (where $\mathcal{F}$ is the free space for a single unit-disc robot in $\mathcal{W})\left|S \cap F_{i}\right|=\left|T \cap F_{i}\right|$, there exists a collision-free motion plan for these robots starting at $S$ which terminates with every position of $T$ occupied by a robot.

## 6 Algorithmic Details

In this section we fill in a few missing details in the description of our algorithm. Specifically, we present an efficient method for generating motion graphs and describe a technique for generating configuration-space paths that correspond to
edges in the motion graphs. Additionally, we consider the complexity of the various subsets of $\mathcal{F}$ used throughout the algorithm.

Partitioning $\mathcal{F}$. We analyze the combinatorial complexity of $\mathcal{F}^{*} \triangleq \mathcal{F} \backslash \bigcup_{x \in S \cup T} D^{*}$ $(x)$ and $\mathbb{D} \triangleq \bigcup_{x \in S \cup T} D^{*}(x)$.

Lemma 8 The combinatorial complexity of $\mathcal{F}^{*}$ is $O(m+n)$.
Proof We decompose the complement of the workspace polygon into $O(n)$ trapezoids-this is doable by standard vertical decomposition. We define a set $X$, which consists of the trapezoids, and in addition a collection of $O(m)$ unit discs that are centered at the start and target positions. We now observe that the regions in $X$ are pairwise interior disjoint (and convex). Hence, it is known [10] that the complexity of the union of the regions in $X$, each Minkowski-summed with a unit disc, is linear in the number of regions plus the sum of the complexities of the original regions. As the result of the Minkowski sum operation of $X$ with a unit disc is the the area $\mathcal{F}^{*}$, we conclude that that the complexity of $\mathcal{F}^{*}$ is $O(m+n)$.

Note that this upper bound still holds if we consider instead of $\mathcal{F}^{*}$ the union of $F_{i}^{*} \triangleq F_{i} \backslash \bigcup_{x \in S_{i} \cup T_{i}} D^{*}(x)$, for all $1 \leqslant i \leqslant q$.

Lemma 9 The combinatorial complexity of $\mathbb{D} \triangleq \bigcup_{x \in S \cup T} D^{*}(x)$, is $O(m+n)$.
Proof Denote by $d \triangleq\left\{d_{1}, d_{2}, \ldots\right\}$ the segments that define $\partial(\mathbb{D})$. Additionally, denote by $f \triangleq\left\{f_{1}, f_{2}, \ldots\right\}$ and $f^{*} \triangleq\left\{f_{1}^{*}, f_{2}^{*}, \ldots\right\}$ the segments that define $\partial(\mathcal{F}), \partial\left(\mathcal{F}^{*}\right)$, respectively. Note that $\partial(\mathbb{D})$ consists of segments that are elements of $f, f^{*}$ and in addition segments that are subsegments of the elements of $f$, denoted by $f^{\prime} \triangleq\left\{f_{1}^{\prime}, f_{2}^{\prime}, \ldots\right\}$. Obviously the complexity of the segments of $d$, that are elements of $f$ or $f^{*}$, is bounded by $O(m+n)$. It might happen that the segments of $f$ will be split into many subsegments in $f^{\prime}$. However, notice that whenever a segment of $f$ is split the endpoints of each subsegment consist of vertices of $\partial(\mathcal{F})$ or $\partial\left(\mathcal{F}^{*}\right)$. Moreover, exactly two segments in $\partial(\mathbb{D})$ share an endpoint. Thus, the complexity of $\mathbb{D}$ is $O(m+n)$.

Generating the motion graphs. We consider a specific component $F$ of $\mathcal{F}$ and construct its motion graph $G$. Denote $F^{*} \triangleq F \backslash \bigcup_{x \in(S \cup T) \cap F} D^{*}(x)$. Note that by the analysis in Sect. 5 we can ignore the influence of $\mathcal{D}_{2}(x)$ on connected components in $\mathcal{F}$ that do not contain $x$. We assume that $F^{*}$ breaks into $k$ maximal connected components $F^{1}, \ldots, F^{k}$. The construction of $G$, along with the paths in $F$ that correspond to the edges of $G$, is carried out in two steps. First, for every $F^{i}$ we generate the portion of $G$, denoted by $G^{i}$, whose vertices represent start and target positions that touch the boundary of $F^{i}$. Then, we connect between the various parts of $G$.

We consider a specific connected component $F^{i}$ of $F^{*}$ and describe how the respective portion of the motion graph, namely $G^{i}$, is generated. We split the start and target positions that share a boundary with $F^{i}$ into two subsets: $B^{i}$ are those positions for which the collision disc intersects the boundary of $F$ and $H^{i}$ are those


Fig. 3 a An illustration of a component $F^{3}$ of $F^{*}$ and the structures used for generating the relevant portion of the motion graph. The boundary positions of $F^{3}$ consist of $B^{3}:=\left\{s_{2}, t_{1}, t_{2}, t_{4}\right\}$, while the hole positions consist of $H^{3}:=\left\{s_{3}, s_{4}\right\}$. For every $x \in H^{3}$ its boundary representative $\beta^{3}(x)$ is illustrated as a large black dot. A path between $t_{1}$ and $t_{2}$ is illustrated in red. $\mathbf{b}$ The motion graph $G^{3}$ induced by $F^{3}$
positions for which the collision disc floats inside F. See Fig. 3. We first handle the positions in $B^{i}$. Consider the outer boundary $\Gamma^{i}$ of $F^{i} \backslash \bigcup_{x \in S \cup T} D^{*}(x)$. We argue that each $x \in B^{i}$ can contribute exactly one piece to $\Gamma^{i}$.

Lemma 10 If $x \in B^{i}$ then $\partial\left(\mathcal{D}_{2}(x)\right) \cap \partial\left(F^{i}\right)$ consists of a single component.
Proof By contradiction, assume that the intersection consists of two maximal connected components. Denote by $y, y^{\prime}$ two configurations on the two components. As $F^{i}$ consists of a single connected component of $F$ there exists a path $\pi_{y y^{\prime}} \subset F$ from $y$ to $y^{\prime}$. Additionally, as $y, y^{\prime}, x$ belong to the same connected component of $\mathcal{F}$ there exist two paths- $\pi_{x y}$ from $x$ to $y$ and $\pi_{x y^{\prime}}$ from $x$ to $y^{\prime}$-that lie entirely in $D^{*}(x)$. Thus, the area that is bounded by the three paths $\pi_{y y^{\prime}}, \pi_{x y}, \pi_{x y^{\prime}}$ contains a patch of forbidden space, which contradicts the fact the our workspace is a simple polygon.

For every $x \in B^{i}$ we arbitrarily select a representative point $\beta^{i}(x) \in \partial\left(\mathcal{D}_{2}(x)\right) \cap$ $F^{i}$. We order the points $\beta^{i}(x)$ clockwise around $\Gamma^{i}$, and store them in a circular list $\mathcal{L}^{i}$. We now incorporate the remaining start and target positions $H^{i}$, namely those positions $x$ for which $D_{2}(x) \cap \partial(F)=\emptyset$. Each position in $H^{i}$ will be connected either to $\Gamma^{i}$ or to the boundary of a collision disc of another position in $H^{i}$ as follows. For each $x \in H^{i}$ we shoot a vertical ray upwards until it hits $\partial\left(F^{i}\right)$. Denote the point where the ray hits $\partial\left(F^{i}\right)$ by $c$. If $c \in \partial\left(\mathcal{D}_{2}\left(x^{\prime}\right)\right)$ for some $x^{\prime} \in H^{i}, x^{\prime} \neq x$ then an edge between $x$ and $x^{\prime}$ is added to $G^{i}$. Otherwise, we let $\beta^{i}(x) \triangleq c$ and insert it into the circular list $\mathcal{L}^{i}$ representing the points $\beta^{i}(x)$ along $\Gamma^{i}$ collected so far. After all positions in $H^{i}$ have been handled in this manner, for each pair of consecutive points $\beta^{i}\left(x^{\prime}\right), \beta^{i}\left(x^{\prime \prime}\right)$ in $\mathcal{L}^{i}$ (along $\Gamma^{i}$ ) we add an edge in $G^{i}$ between the vertices $x^{\prime}$ and $x^{\prime \prime}$. (Notice that some of the positions $x$ whose $\beta^{i}(x)$ appear in $\mathcal{L}^{i}$ belong to $H^{i}$; for example $s_{3}$ in Fig. 3.) Finally, the connection between portions of
the motion graph that represent different parts of $F^{*}$ is achieved through positions shared between two sets $B^{i}, B^{j}$, for $i \neq j$.

Transforming graph edges into paths in the free space. There are three different types of transformations depending on how the edge was created. Let $\left(x, x^{\prime}\right)$ be an edge in $G_{i}$. Consider Fig. 3 for an illustration. (i) If both $x$ and $x^{\prime}$ belong to $H^{i}$ (see $\left(s_{4}, s_{3}\right)$ in the figure) then the path simply consists of the two straight-line segments $\overline{x c}$ and $\overline{c x^{\prime}}$. For the remaining two cases we note that if either vertex, say $x$, is in $B^{i}$, then part of the path is a simple curve connecting $x$ to $\beta^{i}(x)$ within $D^{*}(x)$ (see the red curves from $s_{1}$ and $t_{2}$ in the figure). We denote this curve by $\delta_{x}$. (ii) $x, x^{\prime} \in B^{i}$ and the points $\beta^{i}(x)$ and $\beta^{i}\left(x^{\prime}\right)$ are consecutive along $\Gamma^{i}$ (see $\left(t_{1}, t_{2}\right)$ in the figure). The path corresponding to the edge ( $x, x^{\prime}$ ) in this case is a concatenation of three sub-paths: $\delta_{x}$, the portion of $\Gamma^{i}$ between $\beta^{i}(x)$ and $\beta^{i}\left(x^{\prime}\right)$ (not passing though the boundary of any other collision disc), and $\delta_{x^{\prime}}$. (iii) $x \in H^{i}$ and $x^{\prime} \in B^{i}$ (see ( $s_{3}, s_{2}$ ) in the figure). The path is again a concatenation of three paths: the line segment $\overline{x \beta^{i}(x)}$, the portion of $\Gamma^{i}$ between $\beta^{i}(x)$ and $\beta^{i}\left(x^{\prime}\right)$ (not passing though the boundary of any other collision disc), and $\delta_{x^{\prime}}$.

Notice that for all path types above if a robot $r$ moves from $x$ to $x^{\prime}, x^{\prime}$ is not occupied, and all other robots occupy positions only at $S \cup T \backslash\left\{x, x^{\prime}\right\}, r$ will not collide with any other robot during the motion.

Complexity analysis. We provide complexity analysis of our algorithm and show that a solution to the problem can be produced within $O\left((m+n) \log (m+n)+m n+m^{2}\right)$ operations, which can be rewritten as $O\left(n \log n+m n+m^{2}\right)$.

Recall that the pebble problem solver (Sect.4) operates in $O(m)$ phases, where in each phase a leaf node is removed from the spanning tree of $G$. We show, using Lemmas 8 and 9 , that each phase can be transformed into a set of movements for the robots whose combinatorial complexity is $O(m+n)$. The crucial observation is that in one phase each edge of the motion graph is used at most once. Thus the set of robot movements in one phase is bounded by the complexity of the movements corresponding to all the edges in the graph together. These comprise $O(m)$ line segments, portions of the boundaries $\Gamma^{i}$ (whose complexity is $O(m+n)$ by Lemma 8), and the paths $\delta_{x}$ inside the $D^{*}(x)^{\prime} s$ (whose complexity is $O(m+n)$ by Lemma 9 ). A path of the latter type, $\delta_{x}$, might be traversed twice: once for reaching $x$ and once for leaving $x$. However asymptotically all the movements together have complexity $O(m+n)$.

We note that the cost of generating $\mathcal{F}$, along with its partitions $\mathcal{F}^{*}$ and $\mathbb{D}$, is bounded by $O((m+n) \log (m+n))$, due to [10]. We also note that deciding whether a solution exists for a certain collection of start and target positions can be carried out in $O((m+n) \log n)$ as follows. We first compute $\mathcal{F}$ in $O(n \log n)$ time, and within the same time preprocess it for efficient point location. Then we query the resulting structure with the $m$ points in $S \cup T$, in $O(\log n)$ time each, and verify that in every component $F_{i}$ of $\mathcal{F}$ it holds that $\left|S_{i}\right| \neq\left|T_{i}\right|$. Thus, we have the following theorem.

Theorem 2 Let $\mathcal{W}$ be a simple polygon with $n$ vertices and let $S=\left\{s_{1}, \ldots, s_{m}\right\}, T=$ $\left\{t_{1}, \ldots, t_{m}\right\}$ be two sets of $m$ points in $\mathcal{W}$. Additionally, assume that for every two distinct element $x, x^{\prime}$ of $S \cup T$ it holds that $\left\|x-x^{\prime}\right\| \geq 4$. Then, given $m$ unlabeled unit disc robots, our algorithm can determine whether a path moving the $m$ robots from $S$ to $T$ exists in $O((m+n) \log n)$ time. If a path exists the algorithm finds it in $O\left(n \log n+m n+m^{2}\right)$ time.

## 7 Open Problems and Future Work

We have studied a basic variant of the multi-robot motion-planning problem, where the goal is to find collision-free motions that bring a given set of indistinguishable unit discs in a simple polygon to a given set of target positions. Under the condition that the start and target positions are sufficiently separated from each other, we developed an algorithm that solves the problem in time polynomial in the complexity of the polygon as well as in the number of discs: quadratic in the number of robots and near-linear in the complexity of the polygon. In this paper we considered a separation distance of 4 , but it would also be interesting to study the problem assuming a smaller separation distance. While a separation distance of 4 ensures that the problem always has a solution (assuming that each connected component contains the same number of start and target positions), this does not have to be the case when the separation distance is smaller, as shown in Fig. 4. We would also like to mention that imposing additional conditions on the input allows to devise an algorithm that also guarantees optimality, in terms of path length, of the returned solution, as shown by Turpin et al. [25] who also require that for every $x \in S \cup T, D^{*}(x)$ will be star-shaped.

Our result should be contrasted with the labeled counterpart of the problem, which is NP-hard [23]. In the NP-hardness proof the discs have different radii, however, and there is no restriction on the separation of the start and target position. Thus one of the main open questions resulting from our study is to settle the complexity of the


Fig. 4 It follows from our paper that when the start and goal positions are well separated, then there is always a solution when each free-space component has the same number of start and goal positions. However, it is not true when the separation condition is not met. In the given example, which consists of two start positions (in green) and two target position (in purple), the two robots cannot simulataneously reach the target positions as each robot blocks the other's route
unlabeled problem without this extra separation condition. It seems that in the general unlabeled problem it is unavoidable to consider the coordination of robots in the joint high-dimensional configuration space and thus we believe that the general unlabeled problem is computationally intractable. We are investigating a possible connection between the general unlabeled problem and a problem that was considered by Hearn and Demaine [6], which is a variation of the unlabled pebble problem (Sect.4) with the additional requirement that for every edge of the graph, at most one of its end vertices will accommodate a pebble. In other words, for every placement of the pebbles the occupied vertices must form an independent set. Hearn and Demaine show that this problem is PSPACE-complete.
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# Navigation of Distinct Euclidean Particles via Hierarchical Clustering 
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#### Abstract

We present a centralized online (completely reactive) hybrid navigation algorithm for bringing a swarm of $n$ perfectly sensed and actuated point particles in Euclidean $d$ space (for arbitrary $n$ and $d$ ) to an arbitrary goal configuration with the guarantee of no collisions along the way. Our construction entails a discrete abstraction of configurations using cluster hierarchies, and relies upon two prior recent constructions: (i) a family of hierarchy-preserving control policies and (ii) an abstract discrete dynamical system for navigating through the space of cluster hierarchies. Here, we relate the (combinatorial) topology of hierarchical clusters to the (continuous) topology of configurations by constructing "portals"-open sets of configurations supporting two adjacent hierarchies. The resulting online sequential composition of hierarchy-invariant swarming followed by discrete selection of a hierarchy "closer" to that of the destination along with its continuous instantiation via an appropriate portal configuration yields a computationally effective construction for the desired navigation policy.


Keywords Multi-agent coordination • Integrated planning and control • Swarm robotics • Hierarchical formation

## 1 Introduction

This paper introduces the use of cluster hierarchies in vector field planners for coordinated swarming. Hierarchical clustering offers an interesting means of ensemble task encoding and control. It provides a formalism for precise yet flexible expres-

[^2]sion, relaxing local proximity relations while allowing the imposition of more global requirements-and at whatever level of resolution may be appropriate to a given set of goals in a given problem setting. Here, we take a fresh and, as it turns out, completely successful look at what may be considered the simplest instance of a longstanding, familiar, hard problem: coordinated motion planning of a configuration of multiple bodies. Specifically, we address the case of fully actuated, first order point particles constrained only by the requirement to avoid self-intersection in their otherwise free ambient Euclidean space, controlled by a centralized vector field planner that has instantaneous, exact information about the location of each individual. Given a desired, labeled, free configuration of this swarm, along with a labeled target hierarchy that goal configuration instantiates, we construct a hybrid controller guaranteed to bring almost every initial free configuration to that destination with no collisions along the way via a sequence of continuous controllers. The construction is computationally effective: the number of discrete transitions grows in the worst case with the square of the number of particles; each successive discrete transition can be computed reactively (i.e., as a function of the present configuration) in time that grows linearly with the number of particles; and the formulae that define each successive smooth vector field are rational functions (i.e. defined by quotients of polynomials over the ambient space) entailing terms whose number grows quadratically with the number of particles.

### 1.1 Background

We do not imagine that the hierarchy abstraction (nor any other) can budge the intrinsic complexity of the coordinated motion planning problem. Beyond this "simplest" (but non-trivial) problem, we suspect that systematic recourse to hierarchy can likely also afford computationally effective solutions to more "realistic" problem settings ${ }^{1}$-so long as they do not step across the line of intractability. For example, whereas motion planning for finite disks in a polygonal environment is strongly NP-hard [32], more relaxed versions entailing (perhaps partially) unlabeled specifications have yielded interesting planners in the recent literature [1, 31, 34], and we suspect that the cluster hierarchy abstraction may be usefully applicable to such partially labeled settings.

Within the domain of reactive or vector field motion planning, it has proven deceptively hard to determine exactly this line of intractability. Since the problem of reactively navigating swarms of disks was first introduced to robotics [35, 36], most research into dynamical coordination planners has embraced the navigation function paradigm [28]. A recent review of this two decade old literature is provided by [33] where a combination of intuitive and analytical results yields centralized planners for achieving goal configurations specified up to rigid transformation. But moving thick bodies in a compact workspace yields hard problems: even determining when and

[^3]how the configuration space is connected entails an encounter with the ancient sphere packing problem [7]; past reactive solutions have produced controllers with terms growing super-exponentially in the number of disks even when the workspace is not compact [14]; and we suspect that the (hard won) conditions sufficient for guaranteeing the correctness of the traditional navigation function constructions applied to this problem [19] will turn out to imply as hinted in [7] that the resulting free space has the same homotopy type as the "simple" problem we solve here. In sum, we believe there is plenty of useful and challenging work to be done in such tractable settingswith few agents [27]; in low dimensions [10]; and so on-and it seems likely that the ability to specify organizational structure in the precise but flexible terms that hierarchy permits will add a useful tool to the robot motion planner's toolkit.

That a hierarchy of proximities might play a key role in the coordinated motion planning had already been hinted at in early work on this problem [22, 23]. A cover over the neighborhood of the configuration space boundary by cluster hierarchies (closely related to what we term "strata" here-see [5] and below) plays an important role in the analysis of navigation functions for thickened disks operating with centralized control in a compact workspace [19]. Formulae incorporating "relation verification" functions (again expressing properties of cluster hierarchies closely related to our "strata") that grow super-exponentially with the number of disks appear directly in the decentralized controllers for the thickened disks in an unbounded workspace proposed by [14]. Partial hierarchies that limit the combinatorial growth of complexity have been explicitly applied algorithmically to organize and simplify the systematic enumeration of cluster adjacencies in the configuration space [6]. Thus, while the utility of hierarchies and expressions for manipulating them are by no means new to this problem domain, we believe that the explicit formal connection we make between the topology of configuration space [15] and the topology of tree space [16] through the hierarchical clustering relation [18] is entirely new.

### 1.2 Organization and Contributions of the Paper

Section 2 introduces some underlying technical concepts and suggests via abstractly stated requirements that there are likely to be many alternative routes to the desired result other than specific instances we recruit from some of our recent previous work (Algorithm 1, constructing a hierarchy-preserving navigation scheme in the configuration space [5]; and Algorithm 2, constructing a computationally effective navigation scheme in the space of abstract clustering trees [4]). Section 3 presents the new results that enable the central contribution of this paper, the HNC Algorithm (Table 1). Namely, we show how to define and compute a "portal map" (17) -a computationally effective geometric realization in the configuration space of the edges of a graph over the space of abstract hierarchies (Theorem 1)-that will serve the role of a dynamically computed "prepares graph" [9] for the sequentially composed particle controllers whose correct recruitment solves the reactive motion planning
problem (Theorem 2). Section 4 presents illustrative simulations of this new hybrid dynamical system. We conclude with a brief discussion of future work in Sect. 5.

## 2 General Framework

### 2.1 Background and Notation

Configuration Space Given an index set, $J=[n]:=\{1, \ldots, n\} \subset \mathbb{N}$, a configuration, $\mathbf{x}=\left(\mathrm{x}_{i}\right)_{i \in J}$, is a labeled placement of $|J|=n$ distinct Euclidean particles, $\mathrm{X}_{i}$. We find it convenient to identify the configuration space [15] with the set of distinct labelings, i.e., the injective mappings of $J$ into $\mathbb{R}^{d}$,

$$
\begin{equation*}
\operatorname{Conf}\left(\mathbb{R}^{d}, J\right):=\left\{\mathbf{x} \in\left(\mathbb{R}^{d}\right)^{J} \mid\left\|\mathrm{x}_{i}-\mathrm{x}_{j}\right\| \neq 0, \forall i \neq j \in J\right\} \tag{1}
\end{equation*}
$$

Cluster Hierarchies A rooted semi-labelled tree $\tau$ over a fixed finite index set $J$, illustrated in Fig. 1, is a directed acyclic graph $G_{\tau}=\left(V_{\tau}, E_{\tau}\right)$, whose leaves, vertices of degree one, are bijectively labeled by $J$ and interior vertices all have out-degree at least two; and all of whose edges in $E_{\tau}$ are directed away from a vertex designated to be the root [8]. A rooted tree with all interior vertices of out-degree two is said to be binary or, equivalently, non-degenerate, and all other trees are said to be degenerate. In this paper $\mathcal{B T}_{J}$ denotes the set of rooted nondegenerate trees over leaf set $J$.

A rooted semi-labelled tree $\tau$ uniquely determines (and henceforth will be interchangeably used with) a cluster hierarchy [25]. By definition, all vertices of $\tau$ can be reached from the root through a directed path in $\tau$. The cluster of a vertex $v \in V_{\tau}$ is defined to be the set of leaves reachable from $v$ by a directed path in $\tau$. Let $\mathcal{C}(\tau)$ denote the set of all vertex clusters of $\tau$.


Fig. 1 (Left) Hierarchical relations: parent— $\operatorname{Pr}(I, \tau)$, children- $\mathrm{Ch}(I, \tau)$, and local complement (sibling) $-I^{-\tau}$ of cluster $I$ of a rooted binary tree, $\tau \in \mathcal{B} \mathcal{T}_{[13]}$. An interior node is referred by its cluster, the list of leaves below it; for example, $I=\{4,5,6,7\}$. (Right) An illustration of NNI moves between binary trees: each arrow is labeled by a source tree and associated cluster defining the move


Fig. 2 An illustration of a a configuration in $\operatorname{Con} f\left(\mathbb{R}^{2},[6]\right)$ and $\mathbf{b}$ its iterative 2-mean clustering [30] hierarchy in $\mathcal{B J}_{[6]}$, where the dashed lines in (a) depict the separating hyperplanes between clusters. $\mathbf{c}$ The quotient space $\operatorname{Conf}(\mathbb{C},[3]) / \sim$, where for any $\mathbf{x}, \mathbf{y} \in \operatorname{Conf}(\mathbb{C},[3]), \mathbf{x} \sim \mathbf{y} \Longleftrightarrow$ $\frac{x_{3}-x_{1}}{x_{2}-x_{1}}=\frac{y_{3}-y_{1}}{y_{2}-y_{1}}$. Here, configurations are quotient out by translation, scale and rotation, and so $\mathrm{x}_{1}=0+0 i, \mathbf{x}_{2}=1+0 i$ and $\mathrm{x}_{3} \in \mathbb{C} \backslash\left\{\mathrm{x}_{1}, \mathrm{x}_{2}\right\}$. Regions are colored according the associated cluster hierarchies resulting from their iterative 2 -mean clustering. For instance, any configuration in the white region supports all hierarchies in $\mathcal{B J}_{[3]}$

For every cluster $I \in \mathcal{C}(\tau)$ we recall the standard notion of parent (cluster) $\operatorname{Pr}(I, \tau)$ and lists of children $\operatorname{Ch}(I, \tau)$ of $I$ in $\tau$. Additionally, we find it useful to define the local complement (sibling) of cluster $I \in \mathcal{C}(\tau)$ as $I^{-\tau}:=\operatorname{Pr}(I, \tau) \backslash I$.

Configuration Hierarchies A hierarchical clustering ${ }^{2} \mathrm{HC} \subset \operatorname{Conf}\left(\mathbb{R}^{d}, J\right) \times \mathcal{B T}_{J}$ is a relation from the configuration space $\operatorname{Conf}\left(\mathbb{R}^{d}, J\right)$ to the abstract space of binary hierarchies $\mathcal{B T}$ J [18], an example depicted in Fig. 2. Here, we will only be interested in clustering methods that can classify all possible configurations (i.e. for which HC assigns some tree to every configuration), and so we impose the condition:

## Property 1 HC is a multi-function.

Most standard divisive and agglomerative hierarchical clusterings exhibit this property, but generally fail to be functions because choices may be required between different but equally valid cluster splitting or merging decisions [18].

Given such an HC , for any $\mathbf{x} \in \operatorname{Conf}\left(\mathbb{R}^{d}, J\right)$ and $\tau \in \mathcal{B T}_{J}$, we say $\mathbf{X}$ supports $\tau$ if and only if $(\mathbf{x}, \tau) \in H C$. The stratum associated with a binary hierarchy $\tau \in \mathcal{B} \mathcal{T}_{J}$ is the set of all configurations $\mathbf{x} \in \operatorname{Conf}\left(\mathbb{R}^{d}, J\right)$ supporting the same tree $\tau$ [5],

$$
\begin{equation*}
\mathfrak{S}(\tau):=\left\{\mathbf{x} \in \operatorname{Conf}\left(\mathbb{R}^{d}, J\right) \mid(\mathbf{x}, \tau) \in \mathrm{HC}\right\} \tag{2}
\end{equation*}
$$

[^4]and this yields a tree-indexed cover of the configuration space. For purposes of illustration, we depict in Fig. 2c the strata of $\operatorname{Conf}(\mathbb{C}$, [3])-a space that represents a swarm of three particles on the plane.

The restriction to binary trees precludes combinatorial tree degeneracy [8] and we will avoid configuration degeneracy by imposing:

Property 2 Each stratum of HC includes an open subset of configurations, i.e. for every $\tau \in \mathcal{B T} \mathcal{J}_{J}, \stackrel{\mathfrak{S}}{ }(\tau) \neq \emptyset .{ }^{3}$

Once again, most standard hierarchical clusterings respect this requirement: they generally all agree (i.e. return the same result) and are robust to small perturbations of a configuration whenever all its clusters are well separated [37].

Graphs on Trees Define the adjacency graph $\mathcal{A}_{J}=\left(\mathcal{B T}_{J}, \mathcal{E}_{\mathcal{A}}\right)$ to be the 1-skeleton of the nerve [17] of the $\operatorname{Conf}\left(\mathbb{R}^{d}, J\right)$-cover induced by HC. That is to say, a pair of hierarchies, $\sigma, \tau \in \mathcal{B T}_{J}$, is connected with an edge in $\mathcal{E}_{\mathcal{A}}$ if and only if their strata intersect, $\mathfrak{S}(\sigma) \cap \mathfrak{S}(\tau) \neq \emptyset$. The adjacency graph is a central object of interest in this paper; however, as Fig. 2c anticipates, HC strata generally have complicated shapes, making it usually hard to compute the complete adjacency graph.

Fortunately, the computational biology literature [16] offers an alternative notion of adjacency that turns out to be both feasible and nicely compatible with our needs, yielding a computationally effective, fully connected subgraph of the adjacency graph, $\mathcal{A}_{J}$, as follows.

The Nearest Neighbor Interchange (NNI) move at a cluster $A \in \mathcal{C}(\sigma)$ on a binary hierarchy $\sigma \in \mathcal{B T}_{J}$, as illustrated in Fig. 1, swaps cluster $A$ with its parent's sibling $C=\operatorname{Pr}(A, \sigma)^{-\sigma}$ to yield another binary hierarchy $\tau \in \mathcal{B T}_{J}$ [26, 29]. Say that $\sigma, \tau \in \mathcal{B T}_{J}$ are NNI-adjacent if and only if one can be obtained from the other by a single NNI move. Moreover, define the NNI-graph $\mathcal{N}_{J}=\left(\mathcal{B T}_{J}, \mathcal{E}_{\mathcal{N}}\right)$ to have vertex set $\mathcal{B T}_{J}$, with two trees connected by an edge in $\mathcal{E}_{\mathcal{N}}$ if and only if they are NNIadjacent. A central result of this paper will be to show how the NNI-graph yields a computationally effective sub-graph of the adjacency graph (Theorem 1).

### 2.2 Closely Related Prior Work

Hierarchy-Invariant Control Policies For ease of exposition we restrict attention to first order (completely actuated single integrator) particle dynamics, and we will

[^5]be interested in smooth closed loop feedback laws (or hybrid controllers composed from them) that result in complete flows,
\[

$$
\begin{equation*}
\dot{\mathbf{x}}=f(\mathbf{x}), \tag{3}
\end{equation*}
$$

\]

where $f: \operatorname{Conf}\left(\mathbb{R}^{d}, J\right) \rightarrow\left(\mathbb{R}^{d}\right)^{J}$ is a vector field over $\operatorname{Conf}\left(\mathbb{R}^{d}, J\right) .{ }^{4}$
Denote by $\varphi^{t}$ the flow [2] on $\operatorname{Conf}\left(\mathbb{R}^{d}, J\right)$ induced by the vector field, $f$. In [5] we introduce the class of hierarchy-invariant vector fields,

$$
\begin{equation*}
\mathcal{F}_{\mathrm{HC}}(\tau):=\left\{f: \operatorname{Conf}\left(\mathbb{R}^{d}, J\right) \rightarrow\left(\mathbb{R}^{d}\right)^{J} \mid \varphi^{t}(\mathfrak{S}(\tau)) \subset \check{S}^{S}(\tau), t>0\right\} \tag{4}
\end{equation*}
$$

and use them to construct a hybrid controller that invariantly retracts almost all of a stratum onto any designated interior goal configuration. Namely, working with the 2-means divisive hierarchical clustering method [30], $\mathrm{HC}_{2 \text {-means }}$, given a hierarchy $\tau \in \mathcal{B} \mathcal{T}_{J}$ and an interior goal, $\mathbf{y} \in \mathfrak{S}(\tau)$ we construct a pair of vector fields, $f_{\mathbf{y}}, f_{s(\mathbf{y})} \in$ $\mathcal{F}_{\text {HC }}(\tau)$ with the following properties. The goal field, $f_{\mathbf{y}}$, has $\mathbf{y}$ as a point attractor and includes in its basin a neighborhood of a suitably well separated and compactly clustered "standard" exemplar, $s(\mathbf{y}) \in \mathfrak{S}(\tau)$. The global field, $f_{s(\mathbf{y})}$ has $s(\mathbf{y})$ as a point attractor and includes in its basin a set $\mathfrak{S}_{z}(\tau) \subset \mathfrak{S}(\tau)$ that excludes at most a zero measure subset of $\mathfrak{S}(\tau)$. The formulae defining $f_{s(\mathbf{y})}$ and $f_{\mathbf{y}}$ are both rational functions (i.e. defined by quotients of polynomials over the ambient space) entailing terms whose numbers, respectively, grow quadratically and linearly with the number of particles. Using the standard "prepares" construction [9], wherein initial application of control $f_{s(\mathbf{y})}$ is switched to $f_{\mathbf{y}}$ upon reaching a suitably small neighborhood of $s(\mathbf{y})$, there results a deformation retraction [17], $R_{\tau, \mathbf{y}}$, of (almost all of) $\mathfrak{S}_{z}(\tau)$ onto $\{\mathbf{y}\}$.

Key for purposes of the present application is the observation that any hierarchyinvariant field $f \in \mathcal{F}_{\text {HC }}(\tau)$ must leave $\operatorname{Conf}\left(\mathbb{R}^{d}, J\right)$ invariant as well, and thus avoids any self-collisions of the particles along the way. There are likely to be many alternative approaches to such results, but for purposes of this paper we will simply assume the availability of exactly such a prior construction that we summarize as follows.

Algorithm 1 ([5]) For any $\tau \in \mathcal{B T}_{J}$ and $\mathbf{y} \in \mathfrak{S}(\tau)$ associated with HC construct a (possibly hybrid) quadratic, $\mathrm{O}\left(|J|^{2}\right)$, time computable control policy, $f_{\tau, \mathbf{y}}$, using the hierarchy invariant vector fields of $\mathcal{F}_{\text {HC }}(\tau)$ whose closed loop results in a retraction, $R_{\tau, \mathbf{y}}$, of $\mathfrak{S}_{z}(\tau)$ onto $\{\mathbf{y}\}$, where $\mathfrak{S}(\tau) \backslash \mathfrak{S}_{z}(\tau)$ has zero measure.
Navigation in the Space of Binary Trees Whereas the controlled deformation retraction, $R_{\tau, \mathbf{y}}$, above generates paths "through" the strata, we will also want to navigate "across" them along the NNI-graph. In principle, this is a trivial matter since the

[^6]number of trees over a finite set of leaves is finite. In practice, the cardinality grows super exponentially [8],
\[

$$
\begin{equation*}
\mid \mathcal{B \mathcal { T } _ { J } | = ( 2 | J | - 3 ) ! ! = ( 2 | J | - 3 ) ( 2 | J | - 5 ) \ldots 3 , ~} \tag{5}
\end{equation*}
$$

\]

for $|J| \geq 2$. Hence standard graph search algorithms, like the A* or Dijkstra's algorithm [11], become rapidly impracticable. In particular, computing the shortest path (geodesic) in the NNI-graph is NP-complete [13].

Given a $\tau \in \mathcal{B T}_{J}$, we have recently developed in [4] an efficient recursive procedure for endowing the NNI-graph with a directed edge structure whose paths all lead to $\tau$, and whose longest path (from the furthest possible initial hierarchy, $\sigma \in \mathcal{B T}_{J}$ ) is tightly bounded by $\frac{1}{2}(|J|-1)(|J|-2)$ for $|J| \geq 2$. We interpret that directed NNI-graph as defining a deterministic discrete dynamical system in $\mathcal{B T}_{J}$ that recursively generates paths toward the specified destination tree $\tau \in \mathcal{B} \mathcal{T}_{J}$ from all other trees in $\mathcal{B} \mathcal{T}_{J}$ by reducing a "discrete Lyapunov function" relative to that destination. Given such a goal we show in [4] that the cost of computing an appropriate NNI move from any other $\sigma \in \mathcal{B} \mathcal{T}_{J}$ toward an adjacent tree at a lower value of the Lyapunov function is $\mathrm{O}(|J|)$.

In this paper, such a provably correct, computationally efficient and recursively generated choice of next NNI moves will play the role of a discrete feedback policy used to define the reset map of our hybrid dynamical system. Thus, we further require the availability of such a construction, summarized as:

Algorithm 2 ([4]) Given any $\tau \in \mathcal{B} \mathcal{T}_{J}$ construct recursively a closed loop discrete dynamical system in the NNI-graph, taking the form of a deterministic discrete transition rule, $g_{\tau}$, with global attractor at $\tau$ and longest trajectory of length $\mathrm{O}\left(|J|^{2}\right)$ endowed with a discrete Lyapunov function relative to which computing a descent direction from any $\sigma \in \mathcal{B \mathcal { T } _ { J }}$ requires a computation of time $\mathrm{O}(|J|)$.

## 3 Hierarchical Navigation

The central technical result of this paper endows the strata of $\mathrm{HC}_{2 \text {-means }}$ [30] with a complete prepares graph [9] via a computationally effective geometric realization of the NNI-graph on trees.

Definition 1 The portal, Portal ( $\sigma, \tau$ ), of a pair of hierarchies, $\sigma, \tau \in \mathcal{B T}_{J}$, is the set of all configurations supporting interior strata of both trees,

$$
\begin{equation*}
\text { Portal }(\sigma, \tau):=\dot{\mathfrak{S}}(\sigma) \cap \dot{\mathfrak{S}}(\tau) \tag{6}
\end{equation*}
$$

Theorem 1 The NNI-graph $\mathcal{N}_{J}=\left(\mathcal{B T}_{J}, \mathcal{E}_{\mathcal{N}}\right)$ is a sub-graph of the $\mathrm{HC}_{2 \text {-means }}$ adjacency graph $\mathcal{A}_{J}=\left(\mathcal{B T}_{J}, \mathcal{E}_{\mathcal{A}}\right)$, and given an edge, $(\sigma, \tau) \in \mathcal{E}_{\mathcal{N}} \subset \mathcal{E}_{\mathcal{A}}$, a geometric realization via the map $\operatorname{Port}_{(\sigma, \tau)}: \mathfrak{S}(\sigma) \rightarrow \operatorname{Portal}(\sigma, \tau)(17)$ can be computed in linear, $\mathrm{O}(|J|)$, time with the number of leaves, $|J|$.

Proof The relation between the tree graphs directly follows from Proposition 1. Further, $\operatorname{Port}_{(\sigma, \tau)}$ is shown in Proposition 2 to be a retraction of $\mathfrak{S}(\sigma)$ into the set of standard portal configurations in Portal $(\sigma, \tau)$. Observe that by construction $\operatorname{Port}_{(\sigma, \tau)}$ (17) only requires centroids of clusters of $\sigma$, computable in linear time by post-order traversal of $\sigma$, and some associated cluster radii in (11)-(13), also computable in linear time given cluster centroids. Thus, the result follows.

Before proceeding to the details of this construction, we summarize how it, together with the constructions reviewed in Sect. 2, solve the centralized hierarchical navigation problem.

### 3.1 Specification and Correctness of the Hierarchical Navigation Control (HNC) Algorithm

Assume the selection of a goal configuration $\mathbf{y} \in \dot{\mathscr{S}}(\tau)$ and a hierarchy $\tau \in \mathcal{B} \mathcal{T}_{J}$ that $\mathbf{y}$ supports. Now, given (almost) any initial configuration $\mathbf{x} \in \mathfrak{S}(\sigma)$ for some hierarchy $\sigma \in \mathcal{B T}_{J}$ that $\mathbf{x}$ supports, Table 1 presents the HNC algorithm.

Theorem 2 The HNC Algorithm in Table 1 defines a hybrid dynamical system whose execution brings almost every initial configuration, $\mathbf{x} \in \operatorname{Con} f\left(\mathbb{R}^{d}, J\right)$, in finite time to an arbitrarily small neighborhood of $\mathbf{y} \in \mathfrak{S}(\tau)$ with the guarantee of no collisions along the way and with a computational cost no greater than $\mathrm{O}(|J|)$ at each discrete transition.

Proof In the base case, (1) the conclusion follows from the construction of Algorithm 1: the flow $f_{\tau, \mathbf{y}}$ keeps the state in $\mathfrak{S}(\tau)$, approaches a neighborhood of $\mathbf{y}$ (which is an asymptotically stable equilibrium state for that flow) in finite time.

In the inductive step, (a) The NNI transition rule $g_{\tau}$ guarantees a decrement in the Lyapunov function after a transition from $\sigma$ to $\gamma$ (Algorithm 2), and a new local policy $f_{\sigma, \mathbf{z}}$ is automatically deployed with a local goal configuration $\mathbf{z} \in \operatorname{Portal}(\sigma, \gamma)$ found in (b). Recall from Algorithm 2 and Theorem 1 that the transition from $\sigma$ to $\gamma$

Table 1 The HNC algorithm

[^7]and the portal location $\mathbf{z}$ can be both computed in linear $\mathrm{O}(|J|)$ time. Next, the flow $f_{\sigma, \mathbf{z}}$ in (c) is guaranteed to keep the state in $\mathfrak{S}(\sigma)$ and approach $\mathbf{z} \in \operatorname{Portal}(\sigma, \gamma)$ asymptotically from almost all initial configurations. If the base case is not triggered in (d), then the state enters arbitrarily small neighborhoods of $\mathbf{z}$ and, hence, must eventually reach Portal $(\sigma, \gamma) \subset \mathfrak{S}(\gamma)$ in finite time, triggering a return to (2a). Because the dynamical transitions $g_{\tau}$ initiated from any hierarchy in $\mathcal{B T}{ }_{J}$ reaches $\tau$ in finite steps (Algorithm 2), it must eventually trigger the base case.

### 3.2 Hierarchical Portals

We now turn attention to construction of the crucial portal map (17) that effects the geometric realization of the NNI-graph as required for Theorem 1, above. Throughout the sequel, we confine our attention to 2-means divisive hierarchical clustering [30], $\mathrm{HC}_{2}$-means. We first detail our construction of the realization function, Port (17), that takes an NNI-edge and returns a target configuration, and then verify that this image does indeed lie in the interior of Portal $(\sigma, \tau)$.
Hierarchical Strata of $\mathbf{H C}_{2 \text {-means }}$ The open and closed strata of $\mathrm{HC}_{2 \text {-means }}$ can be characterized respectively, by the intersection inverse images, ${ }^{5}$ [5]

$$
\begin{equation*}
\mathfrak{S}_{o}(\tau)=\bigcap_{I \in \mathcal{C}(\tau) \backslash\{J\}} \bigcap_{I \in I} \eta_{i, I, \tau}^{-1}(-\infty, 0), \quad \mathfrak{S}(\tau)=\bigcap_{I \in \mathcal{C}(\tau) \backslash\{J\}} \bigcap_{I \in I} \eta_{i, I, \tau}^{-1}(-\infty, 0] \tag{7}
\end{equation*}
$$

of the scalar valued "separation" function, $\eta_{i, I, \tau}: \operatorname{Conf}\left(\mathbb{R}^{d}, J\right) \rightarrow \mathbb{R}$. This function returns the distance of agent $i$ in cluster $I \in \mathcal{C}(\tau) \backslash\{J\}$ to the separating hyperplane that is perpendicular to the separation vector, $\mathrm{s}_{I, \tau}(\mathbf{x})$, between centroids of complementary clusters $I$ and $I^{-\tau}$ and passes through the midpoint, $\mathrm{m}_{I, \tau}(\mathbf{x})$, of their centroids, ${ }^{6}$

$$
\begin{equation*}
\eta_{i, I, \tau}(\mathbf{x}):=\left(\mathrm{x}_{i}-\mathrm{m}_{I, \tau}(\mathbf{x})\right)^{\mathrm{T}} \mathrm{~s}_{I, \tau}(\mathbf{x}) \tag{8}
\end{equation*}
$$

where
$\mathrm{c}(\mathbf{x} \mid I):=\frac{1}{|I|} \sum_{i \in I} \mathrm{x}_{i}, \quad \mathrm{~s}_{I, \tau}(\mathbf{x}):=\mathrm{c}\left(\mathbf{x} \mid I^{-\tau}\right)-\mathrm{c}(\mathbf{x} \mid I), \quad \mathrm{m}_{I, \tau}(\mathbf{x}):=\frac{\mathrm{c}(\mathbf{x} \mid I)+\mathrm{c}\left(\mathbf{x} \mid I^{-\tau}\right)}{2}$.

Definition 2 Let $\mathbf{x} \in \operatorname{Con} f\left(\mathbb{R}^{d}, J\right)$ and $\tau \in \mathcal{B} \mathcal{T}_{J}$. Then cluster $I$ of $\tau$ is said to be admissible (valid) for $\mathbf{x}$ if $\eta_{i, I, \tau}(\mathbf{x}) \leq 0$ for all $i \in I$.

[^8]Using this terminology, we observe from (7) that $\mathfrak{S}(\tau)$ comprises the set of all configurations in $\operatorname{Conf}\left(\mathbb{R}^{d}, J\right)$ for which every cluster of $\tau$ is admissible [5].

Portal Configurations A critical observation for the strata of $\mathrm{HC}_{2 \text {-means }}$ is:
Proposition 1 The NNI-graph is a sub-graph of the adjacency graph, i.e. for any pair $(\sigma, \tau)$ of NNI-adjacent trees in $\mathcal{B T}_{J}$, Portal $(\sigma, \tau) \neq \emptyset$.

Proof The result directly follows from Corollary 1.
Throughout this section, the trees $\sigma, \tau \in \mathcal{B T}$, are NNI-adjacent and fixed, and we therefore take the liberty of suppressing all mention of these trees wherever convenient, for the sake of simplifying the presentation of our equations.

Since the trees $\sigma, \tau$ are NNI-adjacent, we may apply Lemma 1 from [4] to find common disjoint clusters $A, B, C$ such that $\{A \cup B\}=\mathcal{C}(\sigma) \backslash \mathcal{C}(\tau)$ and $\{B \cup C\}=$ $\mathcal{C}(\tau) \backslash \mathcal{C}(\sigma)$. Note that the triplet $\{A, B, C\}$ of the pair $(\sigma, \tau)$ is unique. We call $\{A, B, C\}$ the NNI-triplet of the pair $(\sigma, \tau)$. Since $\sigma$ and $\tau$ are fixed throughout this section, so will be $A, B, C$ and $P:=A \cup B \cup C$.

We now introduce a set of useful notation and lemmas for characterizing a particular subset of Portal $(\sigma, \tau)$. A relaxation on Definition 2 is:

Definition 3 Let $\mathbf{x} \in\left(\mathbb{R}^{d}\right)^{J}, \tau \in \mathcal{B} \mathcal{T}_{J}$ and $K \subseteq J$. Then cluster $I$ of $\tau$ is said to be partially admissible for $\mathbf{x} \mid K$ if $\eta_{i, I, \tau}(\mathbf{x}) \leq 0$ for all $i \in I \cap K$. ${ }^{7}$

For a partition $\left\{I_{\alpha}\right\}$ of cluster $I \in \mathcal{C}(\tau)$, observe that cluster $I$ of $\tau$ is admissible for $\mathbf{x}$ if and only if $I$ is partially admissible for all $\mathbf{x} \mid I_{\alpha}$ 's.

Definition 4 Let $\mathbf{x} \in\left(\mathbb{R}^{d}\right)^{J}, Q \in\{A, B, C\}$, and for any $H \subseteq \mathbb{R}^{d}$ define

$$
\begin{equation*}
y_{Q}(\mathbf{x}, H):=\left\{\mathbf{y} \in\left(\mathbb{R}^{d}\right)^{J} \mid \forall R \in\{A, B, C\} \mathrm{c}(\mathbf{y} \mid R)=\mathrm{c}(\mathbf{x} \mid R), \forall i \in Q \quad \mathrm{y}_{i} \in H\right\} . \tag{10}
\end{equation*}
$$

The consensus ball $B_{Q}(\mathbf{x})$ of partial configuration $\mathbf{x} \mid Q$ is defined to be the largest open ball ${ }^{8}$ centered at $\mathrm{c}(\mathbf{x} \mid Q)$ so that for any $\mathbf{y} \in y_{Q}\left(\mathbf{x}, B_{Q}(\mathbf{x})\right)$ and $\gamma \in\{\sigma, \tau\}$ every cluster $D \in\{Q, \operatorname{Pr}(Q, \gamma)\} \backslash\{P\}$ of $\gamma$ are partially admissible for $\mathbf{y} \mid Q$.

An explicit form of the radius $r_{Q}(\mathbf{x})$ of $B_{Q}(\mathbf{x})$ can be obtained as [3] ${ }^{9}$

$$
\begin{equation*}
r_{Q}(\mathbf{x}):=\min \left\{\left.-\left(\mathrm{c}(\mathbf{x} \mid Q)-\mathrm{m}_{D, \gamma}(\mathbf{x})\right)^{\mathrm{T}}\left(\frac{\mathrm{~s}_{D, \gamma}(\mathbf{x})}{\left\|\mathrm{s}_{D, \gamma}(\mathbf{x})\right\|_{2}}\right) \right\rvert\, \gamma \in(\sigma, \tau), D \in\{Q, \operatorname{Pr}(Q, \gamma)\} \backslash\{P\}\right\} . \tag{11}
\end{equation*}
$$

[^9]Here, $r_{Q}(\mathbf{x})<0$ means $B_{Q}(\mathbf{x})$ is empty. We will abuse the notion of the consensus ball for a single tree, $\sigma$, and its cluster, $I \in \mathcal{C}(\sigma) \backslash\{J\}$, as the open ball centered at c $(\mathbf{x} \mid I)$ with radius

$$
\begin{equation*}
r_{I, \sigma}(\mathbf{x}):=\min \left\{\left.-\left(\mathrm{c}(\mathbf{x} \mid I)-\mathrm{m}_{D, \sigma}(\mathbf{x})\right)^{\mathrm{T}}\left(\frac{\mathrm{~s}_{D, \sigma}(\mathbf{x})}{\left\|\mathrm{s}_{D, \sigma}(\mathbf{x})\right\|_{2}}\right) \right\rvert\, D \in\{K \in \mathcal{C}(\sigma) \mid I \subseteq K \subsetneq J\}\right\} . \tag{12}
\end{equation*}
$$

It is also convenient to have $r(\mathbf{x})$ denote the centroidal radius of $\mathbf{x} \in\left(\mathbb{R}^{d}\right)^{J}$,

$$
\begin{equation*}
r(\mathbf{x}):=\max _{i \in J}\left\|\mathrm{x}_{i}-\mathrm{c}(\mathbf{x})\right\|_{2} . \tag{13}
\end{equation*}
$$

Looking ahead toward Lemma 1, the sufficiency condition for the existence of nontrivial consensus balls motivates:

Definition 5 We call $\mathbf{x} \in\left(\mathbb{R}^{d}\right)^{J}$ a symmetric configuration associated with $(\sigma, \tau)$ if centroids of partial configurations $\mathbf{x}|A, \mathbf{x}| B$ and $\mathbf{x} \mid C$ form an equilateral triangle. The set of all symmetric configurations with respect to $(\sigma, \tau)$ is denoted Sym $(\sigma, \tau)$.

Lemma 1 ([3]) For any symmetric configuration $\mathbf{x} \in \operatorname{Sym}(\sigma, \tau)$, the consensus ball $B_{Q}(\mathbf{x})$ of each partial configuration of cluster $Q \in\{A, B, C\}$ always has a nonempty interior, i.e. $r_{Q}(\mathbf{x})>0$-see Fig. 3.


Fig. 3 (Left) An illustration of a symmetric configuration $\mathbf{x} \in \operatorname{Sym}(\sigma, \tau)$, where the consensus ball $B_{Q}(\mathbf{x})$ of partial configuration of cluster $Q \in\{A, B, C\}$ has a positive radius. (Right) Outer Napoleon triangles $\triangle_{A^{\prime} B^{\prime} C^{\prime}}$ and $\triangle_{A^{\prime \prime} B^{\prime \prime} C^{\prime \prime}}$ of $\triangle_{A B C}$ and $\triangle_{A^{\prime} B^{\prime} C^{\prime}}$, respectively, and $\triangle_{A^{\prime \prime} B^{\prime \prime} C^{\prime \prime}}$ is referred to as the double outer triangle of $\triangle_{A B C}$. Note that centroids of all triangles coincides, i.e. $\mathrm{c}\left(\triangle_{A B C}\right)=\mathrm{c}\left(\Delta_{A^{\prime} B^{\prime} C^{\prime}}\right)=\mathrm{c}\left(\Delta_{A^{\prime \prime} B^{\prime \prime} C^{\prime \prime}}\right)$

In general, the geometric shape of Portal $(\sigma, \tau)$ is very hard to characterize, as suggested by Fig. 2. Fortunately, Lemma 1 lets us point out an easily identifiable open subset:

Definition 6 The standard portal StdPortal $(\sigma, \tau)$ of the pair $(\sigma, \tau)$ is the set of all configurations $\mathbf{x} \in \mathfrak{S}_{o}(\sigma) \cap \operatorname{Sym}(\sigma, \tau)$ with the property that $\mathbf{x} \mid Q$ is contained in the consensus ball $B_{Q}(\mathbf{x})$ for all $Q \in\{A, B, C\}$.

Accordingly, using Lemma 1, one can conclude that:
Corollary 1 StdPortal $(\sigma, \tau) \neq \emptyset$, and StdPortal $(\sigma, \tau) \subset \operatorname{Portal}(\sigma, \tau)$.

## Portal Transformations

Napoleon Triangles [12] We recall a theorem of geometry describing how to create an equilateral triangle from an arbitrary triangle: construct, either all outer or all inner, equilateral triangles at the sides of a triangle in the plane containing the triangle, and so centroids of the constructed equilateral triangles form another equilateral triangle in the same plane, known as the "Napoleon triangle" [12]—see Fig. 3. We will refer to this construction as the Napoleon transformation, and we find it convenient to define the double outer Napoleon triangle as the equilateral triangle resulting from two concatenated outer Napoleon transformations of a triangle. Let NT : $\mathbb{R}^{3 d} \rightarrow \mathbb{R}^{3 d}$ denote the double outer Napolean transformation, see [3] for an explicit form of NT.

The NNI-triplet $\{A, B, C\}$ defines an associated triangle with distinct vertices for each configuration, $\triangle_{A, B, C}: \mathfrak{S}(\tau) \rightarrow \operatorname{Conf}\left(\mathbb{R}^{d},[3]\right)$,

$$
\begin{equation*}
\triangle_{A, B, C}(\mathbf{x}):=[\mathrm{c}(\mathbf{x} \mid A), \mathrm{c}(\mathbf{x} \mid B), \mathrm{c}(\mathbf{x} \mid C)]^{\mathrm{T}} \tag{14}
\end{equation*}
$$

The double outer Napolean tranformation of $\triangle_{A, B, C}(\mathbf{x})$ returns symmetric target locations for $\mathrm{c}(\mathbf{x} \mid A), \mathrm{c}(\mathbf{x} \mid B)$ and $\mathrm{c}(\mathbf{x} \mid C)$, and the corresponding displacement of $\mathrm{c}(\mathbf{x} \mid P)$, denoted $\operatorname{Nof} \mathrm{f}_{A, B, C}: \operatorname{Conf}\left(\mathbb{R}^{d}, J\right) \rightarrow \mathbb{R}^{d}$, is given by the formula ${ }^{10}$

$$
\begin{equation*}
\operatorname{Noff}_{A, B, C}(\mathbf{x}):=\mathrm{c}(\mathbf{x} \mid P)-\Gamma \cdot \operatorname{NT} \circ \triangle_{A, B, C}(\mathbf{x}), \tag{15}
\end{equation*}
$$

where $\Gamma:=\frac{1}{|P|}[|A|,|B|,|C|] \otimes \mathbf{I}_{d} \in \mathbb{R}^{d \times 3 d}$, and the vertices of the associated equilateral triangle with compensated offset of $\mathrm{c}(\mathbf{x} \mid P)$ are

$$
\begin{equation*}
\left[c_{A}, c_{B}, c_{C}\right]^{\mathrm{T}}:=\mathrm{NT} \circ \triangle_{A, B, C}(\mathbf{x})+\mathbf{1}_{3} \otimes \operatorname{Noff} \mathrm{f}_{A, B, C}(\mathbf{x}) \tag{16}
\end{equation*}
$$

Portal Maps Define a continuous map,

$$
\text { Port }: \mathfrak{S}(\sigma) \rightarrow \operatorname{Sym}(\sigma, \tau): \mathbf{x} \rightarrow \begin{cases}\mathbf{x} & , \text { if } \mathbf{x} \in \operatorname{StdPortal}(\sigma, \tau),  \tag{17}\\ (\operatorname{Mrg} \circ \operatorname{Scl} \circ \mathrm{Ctr})(\mathbf{x}), \text { otherwise },\end{cases}
$$

[^10]where
\[

\operatorname{Ctr}: \mathfrak{S}(\sigma) \rightarrow \operatorname{Sym}(\sigma, \tau): \mathbf{x} \rightarrow $$
\begin{cases}\mathrm{x}_{i} & , \text { if } i \notin P,  \tag{18}\\ \mathrm{x}_{i}-\mathrm{c}(\mathbf{x} \mid Q)+\mathrm{c}_{Q}, & \text { if } i \in Q, Q \in\{A, B, C\},\end{cases}
$$
\]

and $c_{A}, c_{B}$ and $c_{C}$ are the new centroids of the corresponding partial configurations (16). It is important to observe that Ctr keeps the barycenter of $\mathbf{x} \mid P$ fixed, and so the rest of clusters ascending and disjoint with $P$ are kept unchanged.

After obtaining a symmetric configuration in $\operatorname{Sym}(\sigma, \tau)$, based on Lemma 1, $\operatorname{Scl}: \operatorname{Sym}(\sigma, \tau) \rightarrow \operatorname{Sym}(\sigma, \tau)$ scales each partial configuration, $\mathbf{x}|A, \mathbf{x}| B$ and $\mathbf{x} \mid C$, to fit into the corresponding consensus ball, and then $\operatorname{Mrg}: \operatorname{Sym}(\sigma, \tau) \rightarrow$ $\operatorname{Sym}(\sigma, \tau)$ scales $\mathbf{x} \mid P$ to merge with the rest of (unchanged) particles, $\mathbf{x} \mid J-P$, to simultaneously support both hierarchies $\sigma$ and $\tau$,

$$
\begin{equation*}
\operatorname{Sc1}(\mathbf{x})_{i}=\zeta \frac{r_{Q}(\mathbf{x})}{r(\mathbf{x} \mid Q)}\left(\mathrm{x}_{i}-\mathrm{c}(\mathbf{x} \mid Q)\right)+\mathrm{c}(\mathbf{x} \mid Q), \operatorname{Mrg}(\mathbf{x})_{i}=\zeta \frac{r_{P, \sigma}(\mathbf{x})}{r(\mathbf{x} \mid P)}\left(\mathrm{x}_{i}-\mathrm{c}(\mathbf{x} \mid P)\right)+\mathrm{c}(\mathbf{x} \mid P), \tag{19}
\end{equation*}
$$

for all $i \in Q$ and $Q \in(A, B, C)$; otherwise $(i \notin P), \operatorname{Scl}(\mathbf{x})_{i}=\operatorname{Mrg}(\mathbf{x})_{i}=\mathrm{x}_{i}$, where $\zeta \in(0,1)$ is a parameter describing the scale of each configuration with respect to the consensus ball.

Proposition 2 ([3]) Port: $\mathfrak{S}(\sigma) \rightarrow$ StdPortal $(\sigma, \tau)$ is a retraction.

## 4 Numerical Simulations

For the sake of clarity, we first illustrate the behavior of the hybrid system defined in Sect. 3.1 for the case of four particles moving in a two dimensional ambient space.

In order to visualize in this simple setting the most complicated instance of collision-free navigation and observe maximal number of transitions between local controllers, we pick the initial, $\mathbf{x}_{o} \in \mathfrak{S}\left(\tau_{1}\right)$, and desired configurations, $\mathbf{x}^{*} \in \mathfrak{S}\left(\tau_{4}\right)$, where particles are evenly placed on the horizontal axis and left-to-right ordering of their labels are $(1,2,3,4)$ and $\left(3^{*}, 1^{*}, 4^{*}, 2^{*}\right)$, respectively, and their corresponding clustering trees are $\tau_{1} \in \mathcal{B} \mathcal{T}_{[4]}$ and $\tau_{4} \in \mathcal{B} \mathcal{T}_{[4]}$, see Fig.4.

The resultant trajectory of each particle following the hybrid navigation planner in Sect.3.1, the relative distance between each pair of particles and the sequence of trees associated with visited hierarchical strata are shown in Fig. 4. Here, notice that when the swarm enters the domain of local controller associated with $\tau_{2}$ at $\mathbf{x}_{g} \in \mathfrak{S}\left(\tau_{1}\right) \cap \mathfrak{S}\left(\tau_{2}\right)$ —shown by green dots in Fig. 4, it already finds itself in the domain of the following controller associated with $\tau_{3}$, i.e. $\mathbf{x}_{g} \in \mathfrak{S}\left(\tau_{3}\right)$, but not still in $\mathfrak{S}\left(\tau_{4}\right)$. After a finite time navigating in $\mathfrak{S}\left(\tau_{3}\right)$, the swarm enters the domain of the goal controller $f_{\tau_{4}, \mathbf{x}^{*}}$ (Algorithm 1) at $\mathbf{x}_{r} \in \mathfrak{S}\left(\tau_{3}\right) \cap \mathfrak{S}\left(\tau_{4}\right)$ —shown by red dots in Fig. 4, and $f_{\tau_{4}, \mathbf{x}^{*}}$ asymptotically steers particles to the desired configuration


Fig. 4 An illustrative navigation trajectory of the hybrid dynamics generated by the HNC algorithm for 4 particles. a The sequence of trees associated with deployed local controllers during the execution of the hybrid navigation controller. Here, the hybrid planner instantaneously switches from the second controller to the next controller. b Trajectory of each particle colored according the active local controller, where $\mathbf{x}_{g} \in \mathfrak{S}\left(\tau_{1}\right) \cap \mathfrak{S}\left(\tau_{2}\right) \cap \mathfrak{S}\left(\tau_{3}\right)$ and $\mathbf{x}_{r} \in \mathfrak{S}\left(\tau_{3}\right) \cap \mathfrak{S}\left(\tau_{4}\right)$ shown by green and red dots, respectively, are portal configurations. (3) Pairwise distances between particles
$\mathbf{x}^{*} \in \mathscr{S}\left(\tau_{4}\right)$. Finally, note that the total number of binary trees over four leaves is 15 ; however, our hybrid navigation planner reactively deploys only 4 of them.

We now consider a similar, but slightly more complicated setting: a swarm of six particles in a plane where agents are initially placed evenly on the horizontal axes and switch their positions at the destination as shown in Fig. 5a, which is also used in [33] as an example of complicated multi-agent arrangements. While steering the swarm towards the goal, the hybrid navigation planner automatically deploys only 8 local controllers out of the family of 945 local controllers. The time evolution of the swarm is illustrated in Fig. 5a.

Finally, to demonstrate the efficiency of the deployment policy of our hybrid planner, we separately consider swarms of 8 and 16 particles in an ambient plane, illustrated in Fig. 5. The eight particles are initially located at the corner of two squares whose centroids coincide and the perimeter of one is twice of the perimeter of the other. At the destination, agents switch their locations as illustrated in Fig. 5b. For sixteen particle case, agents are initially placed at the vertices of a 4 by 4 grid, and their task is to switch their location as illustrated in Fig. 5c. Although there are a large number of local controllers for the case of swarms of 8 and 16 particles ( $\left|\mathcal{B T}_{[8]}\right|>10^{5}$ and $\left|\mathcal{B T}_{[16]}\right|>6 \times 10^{15}$ ), our hybrid navigation planner only deploys 16 and 34 local controllers, respectively.

The number of potentially available local controllers for a swarm of $n$ particles (5) grows super exponentially with $n$. On the other hand, if agents have perfect sensing and actuation modelled as in the present paper, the hybrid navigation planner automatically deploys at most $\frac{1}{2}(n-1)(n-2)$ local controllers [4], illustrating the computational efficiency of our construction.


Fig. 5 Example trajectories of the hybrid vector field planner for $\mathbf{a} 6, \mathbf{b} 8$ and $\mathbf{c} 16$ particles in a planar ambient space. (Top) trajectory and (bottom) state-time curve of each agent. Each colored time interval demonstrates the execution duration of an excited local controller. Dots correspond to the portal configurations where transitions between local controllers occur at

## 5 Conclusion

In this paper, we introduce an online centralized hybrid vector field planner for navigation in the configuration space of $n$ distinct points in $\mathbb{R}^{d}$, using the hierarchy invariant controllers of [5], the combinatorial tree navigation algorithm of [4], and its "pullback" into the configuration space, Port (17). This last step comprises the central contribution of the paper, revealing the relation between the combinatorial NNI neighborhood of hierarchy trees and the intersection of their associated configuration space strata. The new result, the HNC Algorithm, now affords provably correct online reactive planing and execution of arbitrary reconfiguration in the space of multiple, distinct, completely actuated first order particles in $\mathbb{R}^{d}$.

Work now in progress targets more practical settings in the field of robotics including navigating around obstacles and handling thickened disk agents in compact spaces. Another focus of ongoing work addresses the realization of tree space topology via online, "cluster-local" computation that might afford a distributed version of the current centralized framework.
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# Coalition Formation Games for Dynamic Multirobot Tasks 

Haluk Bayram and H. Iṣll Bozma


#### Abstract

This paper studies the problem of forming coalitions for dynamic tasks in multirobot systems. As robots-either individually or in groups-encounter new tasks for which individual or group resources do not suffice, robot coalitions that are collectively capable of meeting these requirements need to be formed. We propose an approach where such tasks are reported to a task coordinator that is responsible for coalition formation. The novelty of this approach is that the process of determining these coalitions is modeled as a coalition formation game where groups of robots are evaluated with respect to resources and cost. As such, the resulting coalitions are ensured so that no group of robots has a viable alternative to staying within their assigned coalition. The newly determined coalitions are then conveyed to the robots which then form the coalitions as instructed. As new tasks are encountered, coalitions merge and split so that the resulting coalitions are capable of doing the newly encountered tasks. Extensive simulations demonstrate the effectiveness of the proposed approach in a wide range of tasks.


Keywords Dynamic tasks • Multirobot systems • Cooperative robots • Game theory

## 1 Introduction

In this paper, we consider the problem of coalition formation for dynamic multirobot tasks that require a multitude of different resources (sensory information [1, 2], computation [3], power or physical labor [4]) in order to be successfully completed. For example, a data collection task will require different types of sensors which the encountering robot may not all have. It will need to seek assistance from the other

[^11]robots. While the type of tasks and hence the required resources will vary depending on the application, in all, assembling robot teams-commonly known as coalitionsthat are capable of doing these tasks needs to be addressed effectively. This is a challenging problem. As tasks are dynamic, they are encountered at unpredictable places or times which implies that the robot teams cannot be assigned a priori. If the coalitions are formed with resources far surpassing the requirements, then it may not be possible to accomplish other encountered tasks. Furthermore, robots' locations will need to be considered since choosing far away robots may lead to delays in the tasks or unnecessary energy consumption. As this is known to be strongly NP-hard, approximate solutions with an emphasis on computational feasibility and practical applicability need to be developed [5].

In this paper, we consider this problem. The contribution of the paper is to propose a novel approach—motivated by work in coalition formation games (CFGs) [6]. It is assumed that each robot can participate in one task at a time and thus can be a member of only one coalition. The proposed approach is an hybrid approachnamely there is both decentralized and centralized decision-making. If a coalition has sufficient resources for a newly encountered task, it proceeds with the task. In case of excessive resources, some members are removed from the coalition in order to make them available for other tasks while ensuring the coalition has still sufficient resources. In case of insufficient resources, the task is reported to a task coordinator that is responsible for assembling the capable coalitions. These coalitions are formed via a CFG where groups of robots are evaluated together with respect to resource requirements and cost of forming coalitions. This information is then conveyed to the robots which then form the coalitions as instructed. As new tasks are encountered, coalitions merge and split so that the resulting coalitions are capable of doing these tasks. The advantage of this approach is that-differing from previous related workcoalitions are optimal in the sense that no group of robots has a viable alternative to staying within their assigned coalition as the resulting coalitions are ensured to be $\mathcal{D}_{h p}$-stable.

The outline of this paper is as follows: First, related work is reviewed in Sect. 2. Next, coalitions and tasks are formulated in Sect. 3. The task coordinator is explained in Sect. 4 followed by a discussion of coalitional stability. Extensive simulations with 50 robots provide insight on performance in a range of multirobot tasks in Sect. 5 . The paper concludes with a brief summary along with future directions.

## 2 Related Literature

The robotics community has addressed coalition formation in multirobot task allocation (MRTA) problems. In the taxonomy ${ }^{1}$ of MRTA problems [7] it is an instance of the ST-MR-IA problems. Most approaches assume that all the tasks are known

[^12]initially-in contrast to dynamic tasks. Due to the NP-hard nature of the problem, many heuristic methods have been developed [7]. The ST-MR-IA problem is generally viewed as an instance of optimal assignment of a set of tasks to the robots while taking their individual constraints into consideration. Optimality is defined either with respect to an overall objective or a set of objective functions that encode demands, resources and gains if possible [8, 9]. The decision-making varies from being centralized to being distributed [10, 11]. For example, in [12], multi-agent task allocation algorithm [13] is modified in order to accommodate the fact that resources of a coalition are not collectively available to member robots and cannot be redistributed among them. An anytime algorithm is shown to have bounded solution with a minimal search [14]. Improved solutions provide solutions in polynomial time in case of robots of each type being indistinguishable with a fixed coalition population using dynamic programming [15]. The problem is generalized by allowing coalitions to be bounded by a fixed number via modifying the greedy iterative algorithm based on the set partitioning problem. Two natural greedy heuristics are extended via a new greedy heuristic that considers the expected loss of utility due to the assigned robots and task as an offset and uses the offset utility for task assignment [16]. A greedy optimal solution is proposed via a leader follower coalition method where coalition utility is maximized for every assigned task [2]. In general, the efficiency of the resulting solutions is easier to ensure and communication requirements are linear with respect to the number of robots with no negotiation required. However, the computational requirements become unpractical as the number of tasks and robots increases. Distributed approaches solve the constrained optimization problem in a decentralized manner [17]. For example, in a class of problems known as distributed constraint optimization problems, each robot or group controls one set of variables and together they have the joint goal of maximizing a global objective function [9, 18]. One of the most popular approaches that falls in this category is the market based strategy where auctions can be conducted in a distributed manner such as regional opportunistic centralization [19-21]. The auction process may be split into task and robot auctions as is done in the Double Round Auction approach [22]. However, the locality of decisions may block idle, but remote robots coming to assistance. As such, while distributed approaches are advantageous with respect to scalability, the efficiency of the resulting solutions are harder to ensure while communication requirements increase quadratically with the number of robots and special negotiation schemes are required so as to decide when to terminate decision-making [23]. In practice, systems may not conform to a strict centralized/decentralized dichotomy and may contain both elements [24]. For example, centralized market based task allocation combines the efficiency of a centralization (the auctioneer decides with overview of the situation) with the advantages of distributed approaches (much of the calculation is done by the individual robots preparing their bids) [25] where a centralized auctioner is responsible for the optimization of a global objective using either combinatorial [26]
(Footnote 1 continued)
task can be completed by a single robot or several robots (a coalition) and instantaneous assignment (IA) versus time-extended assignment (TE) depending of whether only current tasks or future tasks are considered.
or greedy [27] approaches. However, scalability issues (such as when to stop the auction) arise as the number of robots increases [28, 29].

Coalition formation has also been addressed in multiagent systems where the goal is to find a coalition structure that maximizes the sum of the values of the coalitions. It is an instance of a set partition problem which is known to be a NP-Complete [30]. As the exorbitant number of coalition structures does not allow exhaustive search for the optimal one, the focus has been on finding a coalition structure via a partial search with guaranteed proximity to the optimum. It is shown that the number of coalition structures that need to be searched for establishing a bound is required to be greater than a calculated threshold [31] along with an algorithm that establishes a tight bound within this minimal amount of search. In [13], a greedy heuristic is used to yield a coalition structure that is provably within a bound-limiting the coalition sizes. This approach is general as it can be applied in environments that are not necessarily superadditive. ${ }^{2}$ Such problems have also been considered within game theory [32, 33 ] so that the grand coalition is no longer optimal [34]. Since the addition of more robots to a coalition increases interference between the robots and computational cost, the multirobot systems fall into the non-superadditive category [35]. In CFGs, the focus is obtaining stable partitions of the players which implies that players have no incentive to change their coalitions. As such, stability is related to the type of membership changes allowed. In hedonistic games where only one individual player is allowed to change its coalition at a time, stability definitions vary from contractual individual stability to individual stability to Nash stability [36]. In more general settings, groups of players are allowed to change their coalitions simultaneously. In this case, stability is related to the set of split and merge rules [6]. In all, a comparison operator that orders the sets of coalitions is defined. This comparison operator is either based on the coalition value that quantifies the worth of a coalition or the individual players' payoff [37]. The proposed approach is motivated by these ideas where the process of finding optimal robot coalitions is modeled as a coalition formation game-considering task related preferences such as resource satisfaction, resource excessiveness and site proximity.

## 3 Multirobot Coalitions and Tasks

A multirobot system consists of a set of $\mathcal{P}=\{1, \ldots, p\}$ robots. We assume that each robot $i \in \mathcal{P}$ is uniquely identifiable. It is associated with a time-varying position vector $b_{i} \in \mathbb{R}^{2}$. The robots are assumed to be heterogeneous, which implies that they vary in their resources. Assuming there are $N_{r}$ different types of resources, each robot $i$ is also associated with a resource vector $r_{i}=\left[r_{i}(1), \ldots, r_{i}\left(N_{r}\right)\right]^{T}$ with $r_{i}(j) \geq 0, j=1, \ldots, N_{r}$ where $r_{i}(j) \in \mathbb{R}^{\geq 0}$ denotes the amount of $j$ th resource that robot $i$ has. If robot $i$ does not have any of resource $j$, then $r_{i}(j)=0$.

[^13]
### 3.1 Coalitions and Resources

A coalition $C_{c}$ is a non-empty subset of $\mathcal{P}$. A coalition with just one robot is referred to as singleton coalition while the set $\mathcal{P}$ is known as the grand coalition. Each coalition $C_{c}$ is associated with a set of resources with possible types of the resources known. The resource vector is denoted $R_{c}=\left[R_{c}(1), \ldots, R_{c}\left(N_{r}\right)\right]^{T}$ with $R_{c}(j) \geq 0, j=$ $1, \ldots, N_{r}$. It is assumed that resources are additive-namely $R_{c}(j)=\sum_{k \in C_{c}} r_{k}(j)$. Furthermore, each coalition has a leader (head). The leader coordinates the coalition. The leader may change over time as the coalitions evolve. The rules for selecting leader are as follows: First, the leader does not change unless it leaves the coalition. Secondly, if the leader leaves the coalition or the coalition does not have a leader, the robot with the smallest robot ID value becomes the coalition leader.

### 3.2 Tasks and Resources

As a robot or a coalition of robots is moving around the workspace, it will come across a number of tasks. As these tasks are dynamic, there is no a priori information regarding their spatial locations or when they are likely to encounter one. Once a task $T$ is encountered, the coalition leader records these tasks including the following:

- Required resources: $\tau=\left[\tau_{1}, \ldots, \tau_{N_{r}}\right]$ where $\tau_{i} \in \mathbb{R}^{\geq 0}, i=1, \ldots, N_{r}$. If a resource $l$ is not required for the task $T$, then $\tau_{l}=0$.
- Location of the task: $b \in \mathbb{R}^{2}$.
- Time of encounter: $t_{e} \in \mathbb{R}^{\geq 0}$.
- Time-out duration: $\Delta t_{o} \in \mathbb{R}^{>0}$. This indicates the maximum allowed waiting period for getting the sufficient resources and starting with the task.
- Time when the task starts being handled: $t_{s} \in \mathbb{R}^{>0}$.
- Task duration: $\Delta t_{d} \in \mathbb{R}^{>0}$.
- Status of the task: $s \in\left\{-1,0^{-}, 0^{+}, 1^{-}, 1^{+}, 1\right\}$ -

$$
s=\left\{\begin{array}{l}
0^{-} \text {if task is waiting in the coalition } \\
0^{+} \text {if task is waiting in the coordinator } \\
1^{+} \text {if task is being handled } \\
1^{-} \text {if a coalition is assigned, but task has not started yet } \\
1 \quad \text { if task was completed } \\
-1 \text { if task could not be completed }
\end{array}\right.
$$

When a task is initiated, $s=0^{-}$-which indicates the task has been just encountered. When resources are found to be insufficient, $s=0^{+}$. The case $s=1^{-}$indicates that a coalition has been assigned, but all the coalition members have not reached to the task site.

### 3.3 Coalition Value Function

The coalition value function $v$ relates a given coalition $C_{c}$ with a given task $T$ via encoding resource sufficiency, resource excessiveness and members' proximity to task site. It is defined as:

$$
\begin{equation*}
v\left(C_{c}, T\right)=\frac{1}{1+\beta\left(C_{c}, T\right)} \tag{1}
\end{equation*}
$$

where the term $\beta\left(C_{c}, T\right)$ is comprised of three terms:

$$
\beta\left(C_{c}, T\right)=w_{1} \sum_{j=1}^{N_{r}} \gamma\left(\tau_{j}-R_{c}(j)\right)+w_{2} \sum_{j=1}^{N_{r}}\left(1-\frac{R_{c}(j)}{\tau_{j}}\right)^{2}+w_{3} \sum_{i \in C_{c}} \frac{\delta_{i, T}}{2 \rho_{o}}
$$

The first term measures whether the coalition has sufficient resources to complete the task as $\gamma(x)=\left\{\begin{array}{cc}0 & x<=0 \\ x^{2} & x>0\end{array}\right.$. The second term indicates preferences for robots that utilize their resources to a greater extent. The third term considers the proximities of coalition members to the task site-as nearby free robots will be preferred where $\delta_{i, T}$ is the distance between robot $i$ and the location of task $T$ and the parameter $\rho_{0}$ is a normalizing factor for distance-usually taken to be the radius of the workspace. The parameters $w_{1}, w_{2}$ and $w_{3}$ are relative weighting parameters of resource satisfaction, resource excessiveness and site proximity, respectively with values set according to particular preferences.

### 3.4 Handling Tasks

Each coalition has a task automaton for handling tasks that is coordinated by the coalition leader. The task automaton is designed to have four states: 'idle', 'handling', 'succoring' and 'waiting'. These states are selected to reflect logical modes of operation. Normally, the coalition is in idle state which indicates that the coalition is not associated with or engaged in a task and thus is ready for new tasks. The coalition goes into the handling state when it becomes engaged in a task and has the sufficient resources for this task. The coalition goes into the waiting state if it has encountered a task, but does not have the sufficient resources. Finally, the succoring state indicates that a coalition has been assigned a task and is moving to the task site. Given a certain state, the state transitions occur considering sufficiency of resources, task site and time-out. The corresponding automaton is as shown in Fig. 1 with five rules as follows:
Rule 1: If the coalition is idle, has enough resources for this task-namely $\forall \tau_{j}, j=$ $1, \ldots, N_{r} R_{c}(j) \geq \tau_{j}$ and is at the task site, it goes into the handling state.

Fig. 1 Task automaton of a coalition


Rule 2: In the handling state, first, if the coalition has surplus of resources-namely $\exists j$ such that $R_{c}(j)-\tau_{j}>0$, then it splits as much as possible in order to maximize coalition value $v\left(C_{c}, T\right)$. If the leader is taken out, the coalition then chooses the next leader. The result is reported to the task coordinator-where the robots that leave the coalition go into the idle state. When the task is completed, it reports task completion to the task coordinator and goes back to the idle state.
Rule 3: If the coalition is idle, but does not have enough resources, then it reports the task to the task coordinator and goes into the waiting state where it remains until it hears back or time-out occurs. In case it is given sufficient resources (additional members), then it goes either into the succoring state or the handling state depending on whether all the members at the task site or not.
Rule 4: If the coalition is idle and is assigned a task, but is not at the task site, it then goes into the succoring state where it starts moving to the task site. Upon all reaching the task site, the state changes to handling.
Rule 5: If the coalition is not idle when it encounters a task, the coalition leader informs the coordinator of this task.

## 4 Task Coordinator

The task coordinator ${ }^{3}$ is responsible for forming the robot coalitions capable of performing encountered tasks. The coordinator maintains a list of reported tasks which are waiting (either in the coalition or in the coordinator). Let this list be

[^14]denoted by $\mathcal{T}=\left[T^{1}, \ldots, T^{n_{T}}\right]$ where $n_{T}$ is their total number. This list expands as new tasks are reported and shrinks as tasks get assigned or timed-out.

The set of coalitions is defined by a time-varying set $C(t)=C^{+}(t) \cup C^{\prime}(t)$ where $C^{+}(t)$ denotes the coalitions (consisting of either a single robot or multiple robots) that are currently engaged in a task while $C^{\prime}(t)$ denotes the coalitions that are idle or waiting comprised of member robots $\mathcal{P}^{\prime} \subseteq \mathcal{P}$. Periodically, the task coordinator considers the current list of pending tasks $\mathcal{T}$, updates the set of coalitions $C^{\prime}(t)$ in order to assign coalitions to these tasks and informs the robots accordingly. Any family of $C^{\prime}=\left\{C_{1}, \ldots, C_{n_{C}}\right\}$ of mutually disjoint coalitions is referred to as a collection in $\mathcal{P}^{\prime}$. If $\cup_{c=1}^{n} C_{c}=\mathcal{P}^{\prime}$ where $n_{C}$ is the number of coalitions, then $C^{\prime}$ is called a partition on $\mathcal{P}^{\prime}$ [6]. As such, in each update, the task coordinator needs to find a partition $C^{\prime}$ of $\mathcal{P}^{\prime}$ and the assignment of tasks to member coalitions so that the pending tasks can be completed in a maximal manner. Note that depending on the tasks encountered and robots' resources, the newly formed partition $C^{\prime}$ may vary from being identical to being very different as compared to $C^{\prime}(t)$. Of course, it may not be possible to find a coalition for each task or any of the pending tasks given the currently available robots. The simplest approach to this problem is exhaustive search of all the possible partitions. However, this number (the Bell number) is exorbitant—even with a modest robot population size [31].

### 4.1 Coalition Formation Game (CFG)

In the proposed approach, the process of finding such a partition is modeled as a CFG. The coordinator periodically starts a CFG-considering all the pending tasks $\mathcal{T}$. A CFG starts with the current coalition structure as defined by the partition $C^{\prime}(t)$ on $\mathcal{P}^{\prime}$. There are two aspects in defining each game. First, two partitions are compared using a predefined $\triangleright$ comparison relation.

Definition 1 A comparison relation $\triangleright$ is defined for comparing two collections $A$ and $B$ that are partitions of the same set $\mathcal{P}^{\prime}$. If $A \triangleright B$, then the partition $A$ is preferred to partition $B$.

Note that each comparison relation is used only to compare partitions of the same set of players. Partitions of different sets of players are incomparable. As such, different coalitions are allowed to interact-taking the decision to merge or split based on the comparison relation $\triangleright$. Various criteria can be used as comparison relation between partitions [6]. An adequate individual value order that can be used is the Pareto order. The Pareto order is defined as:

$$
A \triangleright B \Leftrightarrow \varphi_{i}(A, T) \geq \varphi_{i}(B, T) \forall i \in \mathcal{P}^{\prime}
$$

with at least one strict inequality ( $>$ ) for one robot $k \in \mathcal{P}^{\prime}$ and where the robot payoff $\varphi_{i}(C, T)$ describes the overall utility a robot $i \in \mathcal{P}^{\prime}$ receives for being in coalition $C_{c} \in C(t)$ that is associated with task $T$. The robot payoff function is defined by the coalition value function as:

$$
\begin{equation*}
\varphi_{i}(C, T)=\varphi_{i}\left(C_{c}, T\right)=v\left(C_{c}, T\right) \tag{2}
\end{equation*}
$$

Secondly, the game evolution is based on two operations-called 'merge' and 'split'-that allow to modify a partition $C$ as follows [38]:

- Merge: If $\cup_{j=1}^{k} C_{j} \triangleright\left\{C_{1}, \ldots, C_{k}\right\}$, then merge $\left\{C_{1}, \ldots, C_{k}\right\}$ as $\cup_{j=1}^{k} C_{j}$-namely $\left\{C_{1}, \ldots, C_{k}\right\} \cup C \rightarrow \cup_{j=1}^{k} C_{j} \cup C$.
- Split: If $\left\{C_{1}, \ldots, C_{k}\right\}$ is a collection such that $\left\{C_{1}, \ldots, C_{k}\right\} \triangleright \cup_{j=1}^{k} C_{j}$, then split $\cup_{j=1}^{k} C_{j}$ as $\left\{C_{1}, \ldots, C_{k}\right\}$-namely $\cup_{j=1}^{k} C_{j} \cup C \rightarrow\left\{C_{1}, \ldots, C_{k}\right\} \cup C$
The coordinator uses merge and split operations on the existing coalitions. With the Pareto order, the task coordinator decides to merge or split coalitions only if at least one coalition is able to strictly improve its individual value through this process without decreasing the other coalitions' value. Therefore, the merge operation by Pareto order is a binding agreement among the robots to operate together if it is beneficial for the tasks.

The task coordinator algorithm is as given in Algorithm 1. The main loop of the algorithm consists of two consecutive loops for merge and split operations in which only the coalitions in idle or waiting state are considered. The merge phase is described in lines $2-12$ of Algorithm 1. Here, the coordinator checks if a task $T^{k}$ is associated with a coalition or not by checking task status $s^{k}$. If $s^{k}=0^{-}$, the coalition that reported it has insufficient resources. The coordinator starts merge operationsusing this coalition. If there is no coalition associated with this task $\left(s^{k}=0^{+}\right)$, it determines the coalition $C_{c}$ with the highest coalition value $v\left(C_{c}, T^{k}\right)$-namely $C_{c}=\arg \max _{C_{c} \in C^{\prime}} v\left(C_{c}, T^{k}\right)$. Then, it starts a merging phase so as to increase the coalition value based on the Pareto order. The merge loop continues as long as there is a change in the partition $C^{\prime}$. After passing the merge loop, in the split loop (lines 13-20 of Algorithm 1), the assigned coalitions with excessive resource for their tasks are split. In the split operation, one of the robots in the coalition is selected based on the Pareto order such that the coalition without this selected robot has higher coalition value. This loop continues as long as there is a change in the partition $C^{\prime}$. Merge-split operations are iteratively applied until all the coalitions associated with all the tasks stabilize. Note that as a result, some tasks may be associated with empty set-which implies that the coordinator cannot find a coalition capable of performing that particular task.

```
Algorithm 1 Task coordinator automaton.
    while change in partition \(C^{\prime}\), repeat do
        while change in partition \(C^{\prime}\), merge do
            for all \(T^{k} \in \mathcal{T} \mid s^{k}=0^{-}\)or \(s^{k}=0^{+}\)do
                    if \(s^{k}=0^{+}\)then
                    Assign \(C_{c}\) with the highest \(v\left(C_{c}, T^{k}\right)\)
                    end if
                    Find a coalition \(C_{d}\) such that \(C_{c} \cup C_{d} \triangleright C_{c}\)
                    if \(C_{d} \notin \emptyset\) then
                        \(C^{\prime}=\left(C^{\prime}-C_{c}\right)-C_{d}, C_{c}=C_{c} \cup C_{d}, C^{\prime}=C^{\prime} \cup C_{c}\)
                    end if
            end for
        end while
        while change in partition \(C^{\prime}\), split do
            for all \(T^{k} \in \mathcal{T} \mid s^{k}=0^{-}\)or \(s^{k}=0^{+}\)do
                    if a coalition \(C_{c}\) is assigned to \(T^{k}\) then
                    Find \(i \in C_{c}\) such that \(C_{c}-\{i\} \triangleright C_{c}\)
                        \(C_{c}=C_{c}-\{i\}, C^{\prime}=C^{\prime} \cup\{i\}\)
                    end if
            end for
        end while
    end while
```


### 4.2 Convergence and Stability

There are two issues regarding the behavior of each CFG-namely whether the game terminates and in case of convergence, the properties of the resulting partition. The convergence of the CFG is ensured by the following theorem [6].

Theorem 1 Suppose that $\triangleright$ is a comparison relation. Every iteration of the merge and split operations terminates.

As each merge-split operation increases the values of the coalitions with an assigned task, the process terminates.

The resulting partition $C^{\prime}=\left\{C_{1}, \ldots, C_{n_{C}}\right\}$ is evaluated with respect to the stability of the coalition structure. Stability captures the idea that no robot or group of robots (as defined) has an incentive to change the existing coalition structure [38]. Thus, it depends on the type of coalition membership changes allowed. Allowable membership changes are defined by a defection function $\mathcal{D}$ that associates with each partition $C^{\prime}$ of $\mathcal{P}^{\prime}$ a group of collections in $\mathcal{P}^{\prime}$ such that robots can leave the partition $C^{\prime}$ by forming new and separate group of robots $\cup_{j=1}^{l} P_{l}$ divided according to one $P=\left\{P_{1}, \ldots, P_{l}\right\}$ of these collections. As such, different stability notions are obtained by considering different defection functions.

A partition $C^{\prime}=\left\{C_{1}, \ldots, C_{l}\right\}$ of $\mathcal{P}^{\prime}$ is $\mathcal{D}$-stable if no group of robots is interested in leaving $C^{\prime}$ when the robots who leave can only form the collections allowed by $\mathcal{D}\left(C^{\prime}\right)$ [6]. Mathematically, it is defined using the partition comparison relation $\triangleright$ as:

Definition $2 \mathcal{D}$-stability: A partition $C^{\prime}$ is called $\mathcal{D}$-stable if $\forall P \in \mathcal{D}\left(C^{\prime}\right)$ such that $P\left[C^{\prime}\right] \neq P, P\left[C^{\prime}\right] \triangleright P$ where $P\left[C^{\prime}\right]$ denotes the collection $P$ in the frame of $C^{\prime}$ defined as $P\left[C^{\prime}\right]=\left\{C_{1} \cap \bigcup P, \ldots, C_{n_{C}} \cap \bigcup P\right\} \backslash\{\emptyset\}$.

The most general case is with a defection function $\mathcal{D}_{c}$ that maps each partition $C^{\prime}$ to the family $\mathcal{D}_{c}\left(C^{\prime}\right)$ of all collections in $\mathcal{P}^{\prime}$. As such, any group of robots can leave $C^{\prime}$ and create an arbitrary collection in $\mathcal{P}^{\prime}$. However, $\mathcal{D}_{c}$-stability is hard to attain as it requires the value functions to be superadditive-a condition that will not hold in many applications. An alternative definition is based on $C^{\prime}$-homogeneity. A partition $Q=\left\{Q_{1}, \ldots, Q_{l}\right\}$ is $C^{\prime}$-homogeneous if for each $j \in\{1, \ldots, l\}$, there exists $i \in$ $\left\{1, \ldots, n_{C}\right\}$ such that either $Q_{j} \subseteq C_{i}$ or $C_{i} \subseteq Q_{j}$. Any $C^{\prime}$-homogeneous partition arises from $C^{\prime}$ by allowing each coalition either to split into smaller coalitions or to merge with other coalitions. With this definition, the defection function $\mathcal{D}_{h p}$ is defined such that for each partition $C^{\prime}, \mathcal{D}_{h p}\left(C^{\prime}\right)$ is the family of all $C^{\prime}$-homogeneous partitions in $\mathcal{P}^{\prime}$. Theorem 2 as presented in [38] admits the following characterization of $\mathcal{D}_{h p}$-stability:

Theorem 2 ([38]) A partition $C^{\prime}=\left\{C_{1}, \ldots, C_{n_{C}}\right\}$ of $\mathcal{P}^{\prime}$ is $\mathcal{D}_{h p}$-stable if and only if the following two conditions are satisfied:

1. No coalition has an incentive to split-namely $\forall i \in\left\{1, \ldots, n_{C}\right\}$ and for each partition $\left\{P_{1}, \ldots, P_{l}\right\}$ of coalition $C_{i}, C^{\prime} \triangleright \tilde{C}$ where $\tilde{C}=\left(C^{\prime}-C_{i}\right) \cup\left\{P_{j}\right\}_{j=1}^{l}$
2. No set of coalitions has an incentive to merge—namely $\forall L \subseteq\left\{1, \ldots, n_{C}\right\} C^{\prime} \triangleright \tilde{C}$ where $\tilde{C}=\left(C^{\prime}-\left\{C_{i}\right\}_{i \in L}\right) \cup\left\{\cup_{i \in L} C_{i}\right\}$.

This result implies that robots are allowed to leave the partition $C^{\prime}$ only by means of merges or splittings-albeit with multiple applications. With the value functions as defined by Eqs. 2 and 1, the two conditions can equivalently be expressed as:

1. $\forall i \in\{1, \ldots, k\}$ and for each partition $\left\{P_{1}, \ldots, P_{l}\right\}$ of coalition $C_{i}, v\left(C_{i}\right) \geq$ $\sum_{i=1}^{l} v\left(P_{i}\right)$
2. $\forall L \subseteq\left\{1, \ldots, n_{C}\right\} \sum_{i \in L} v\left(C_{i}\right) \geq v\left(\bigcup_{i \in L} C_{i}\right)$.

An immediate consequence of Theorem 2 is that a partition $C^{\prime}$ is $\mathcal{D}_{h p}$-stable if and only if it is the outcome of the merge and split rules. As such, $C^{\prime}$ will be $\mathcal{D}_{h p}$-stable.

## 5 Simulations

Extensive simulations have been conducted with $p=50$ robots placed in a workspace of radius 100 m . The robots or coalitions-if formed-are assumed to be in a patrolling mission in this workspace. The robots are cylinder shaped with radii 15 cm and can move with maximum speed of $0.3 \mathrm{~m} / \mathrm{s}$. The simulation settings are as given in Table 1. There are $N_{r}=5$ different resources. We assume that each robot is one of 10 types with either all low resources $r_{i}(j) \in[1,5]$ or all high $r_{i}(j) \in[6,10]$. The task locations are generated dynamically via a Poisson process with parameter $\lambda$ tasks per

Table 1 Simulation settings

| Parameter | Value |
| :--- | :--- |
| Mission duration | 60 min |
| Number of robot types | 10 |
| Number of resource types $N_{r}$ | 5 |
| Number of task types | 10 |
| Time-out duration $\Delta t_{o}$ | $\{1,2\}$ minutes |
| Task rate $\lambda$ | $\{5,10,20\}$ tasks per hour |
| Task resource $\tau_{i}$ levels | Low $-[20,25]$ and High $-[45,50]$ units |
| Robot resource $r_{i}(j)$ levels | Low $-[1,5]$ and High $-[6,10]$ units |
| Task duration $\Delta t_{d}$ | $\{2,4\}$ minutes |

Table 2 Sample mission scenario: Robots have low level of resources while tasks also require low level resources
(a) Robots' resources

| Robot | Resources | $r(2)$ | $r(3)$ | $r(4)$ | $r(5)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Type | $r(1)$ | 1 | 3 | 5 | 3 |
| 1 | 1 | 5 | 4 | 4 | 2 |
| 2 | 4 | 3 | 2 | 3 | 3 |
| 3 | 3 | 4 | 3 | 2 | 5 |
| 4 | 5 | 4 | 4 | 1 | 1 |
| 5 | 2 | 3 | 4 | 4 | 4 |
| 6 | 2 | 1 | 4 | 3 | 5 |
| 7 | 4 | 4 | 3 | 4 |  |
| 8 | 3 | 1 | 1 | 3 | 1 |
| 9 | 5 | 4 | 2 | 1 | 4 |
| 10 | 3 |  |  |  |  |

(b)Tasks' resources

| Task | Resources |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Type | $\tau_{1}$ | $\tau_{2}$ | $\tau_{3}$ | $\tau_{4}$ | $\tau_{5}$ |
| 1 | 20 | 21 | 21 | 21 | 25 |
| 2 | 20 | 24 | 21 | 22 | 23 |
| 3 | 22 | 20 | 21 | 21 | 21 |
| 4 | 25 | 21 | 20 | 21 | 25 |
| 5 | 24 | 23 | 24 | 23 | 20 |
| 6 | 24 | 23 | 24 | 25 | 25 |
| 7 | 24 | 23 | 20 | 23 | 23 |
| 8 | 23 | 25 | 23 | 20 | 24 |
| 9 | 22 | 25 | 20 | 23 | 21 |
| 10 | 24 | 22 | 21 | 25 | 23 |

Table 3 Simulation results

|  | $\lambda$ | 5 |  |  |  | 10 |  |  |  | 20 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta t_{o}$ | 1 |  | 2 |  | 1 |  | 2 |  | 1 |  | 2 |  |
| TR-RR | $\Delta t_{d}$ | 2 | 4 | 2 | 4 | 2 | 4 | 2 | 4 | 2 | 4 | 2 | 4 |
| L-L | $\bar{M}_{1}$ | 82.3 | 67.5 | 75.6 | 57.5 | 105.4 | 83.9 | 89.7 | 69.6 | 126.6 | 105.9 | 102.3 | 82.7 |
|  | $\bar{M}_{2}$ | 14.1 | 35.1 | 12.3 | 15.7 | 22.2 | 38.8 | 21.1 | 25.5 | 30.4 | 47.8 | 25.6 | 33.6 |
|  | $\bar{M}_{3}$ | 10.5 | 9.5 | 10.7 | 10.2 | 9.2 | 9.4 | 9.3 | 8.4 | 8.2 | 8.3 | 8.0 | 8.2 |
|  | $\bar{M}_{4}$ | 103.8 | 142.8 | 140.0 | 151.4 | 166.6 | 190.7 | 227.4 | 212.8 | 230.1 | 239.2 | 277.9 | 272.4 |
| L-H | $\bar{M}_{1}$ | 141.5 | 110.3 | 139.5 | 110.0 | 205.0 | 144.3 | 203.4 | 143.7 | 268.4 | 175.8 | 252.8 | 165.5 |
|  | $\bar{M}_{2}$ | 6.2 | 5.6 | 4.2 | 6.2 | 5.7 | 7.1 | 5.9 | 9.0 | 9.9 | 10.7 | 6.1 | 7.8 |
|  | $\bar{M}_{3}$ | 23.6 | 19.2 | 22.2 | 19.7 | 17.7 | 16.7 | 18.1 | 16.8 | 16.3 | 16.0 | 15.6 | 15.7 |
|  | $\bar{M}_{4}$ | 105.5 | 75.5 | 117.1 | 110.0 | 115.3 | 98.5 | 166.3 | 161.8 | 176.2 | 142.2 | 191.1 | 175.0 |
| H-L | $\bar{M}_{1}$ | 68.4 | 58.9 | 56.5 | 47.4 | 90.7 | 75.6 | 72.3 | 64.3 | 117.2 | 123.8 | 93.0 | 89.0 |
|  | $\bar{M}_{2}$ | 45.7 | 59.6 | 34.8 | 51.4 | 58.0 | 64.5 | 44.3 | 56.7 | 62.3 | 78.6 | 50.3 | 68.5 |
|  | $\bar{M}_{3}$ | 11.6 | 11.4 | 10.3 | 9.6 | 9.0 | 8.3 | 8.2 | 8.3 | 6.5 | 8.0 | 6.5 | 7.2 |
|  | $\bar{M}_{4}$ | 178.8 | 181.3 | 230.7 | 230.0 | 244.3 | 218.6 | 274.4 | 277.3 | 273.6 | 300.6 | 307.5 | 325.9 |
| H-H | $\bar{M}_{1}$ | 105.8 | 71.8 | 106.5 | 69.8 | 132.8 | 85.1 | 129.7 | 81.9 | 152.5 | 96.0 | 144.2 | 91.7 |
|  | $\bar{M}_{2}$ | 2.9 | 3.9 | 0.5 | 1.9 | 3.7 | 9.1 | 1.7 | 6.2 | 5.2 | 13.7 | 1.8 | 9.7 |
|  | $\bar{M}_{3}$ | 11.0 | 10.2 | 11.0 | 10.3 | 9.7 | 9.7 | 10.2 | 9.7 | 9.4 | 9.0 | 9.4 | 9.3 |
|  | $\bar{M}_{4}$ | 50.0 | 41.1 | 40.1 | 45.0 | 70.9 | 81.7 | 83.5 | 111.0 | 113.2 | 119.4 | 120.7 | 158.9 |

$T R$ Task resource level, $R R$ Robot resource level, $L$ Low, $H$ High
hour. The average number of tasks increases with increased $\lambda$ value-thus making the overall mission more challenging. There are 10 different type of tasks-where all $\tau_{i}$ are either in the low [20,25] range or high [45, 50]. A sample mission scenario where robots have low resources while tasks encountered also require low resources is shown in Table 2a, b. As such, the coalition populations capable of accomplishing the encountered tasks are expected to vary between 2 and 20 robots. The parameters of the coalition value function are set as $w_{1}=1 / 3, w_{2}=1 / 3$, and $w_{3}=1 / 3$ in order to give equal importance to resource satisfaction, resource excessiveness and site proximity. The coordinator starts a CFG every 10 s . It is assumed that the CFG durations are negligible compared to this.

The missions are repeated 20 times-all starting at random initial locations for each $\lambda \in\{5,10,20\}$, time-out duration $\Delta t_{o} \in\{1,2\}$ and handling duration $\Delta t_{d} \in\{2,4\}$ minutes. Hence, there are all together 240 missions that are conducted. Note that time-out periods with 1 or 2 min imply relatively fast response times for successful task completion. Statistical results are as shown in Table 3. The results of a mission are analyzed with respect to four performance measures:

- $M_{1}$-The number of completed tasks.
- $M_{2}$-The percentage of timed-out tasks:
- $M_{3}$-Average number of coalitions.
- $M_{4}$-The number of times the coordinator makes coalition assignments.

First, it is observed that the number of completed tasks $M_{1}$ varies roughly between 47 and 268 depending on $\Delta t_{o}, \Delta t_{d}, \lambda$ and the level of resources as the percentage of timed-out tasks $M_{2}$ varies between 0.5 to $78.6 \%$. With high $\Delta t_{o}$, low $\Delta t_{d}$ and low $\lambda$ values, the coalitions are able to complete many tasks they encounter. In contrast, with low $\Delta t_{o}$, high $\Delta t_{d}$ and high $\lambda$ values, the tasks are likely to time out. Hence, with the increase in time-out durations, the number of handled tasks increases. Average number of coalitions decreases with the increase in $\lambda$. This is because with the low $\lambda$ values, there are less encountered tasks, so the need for coalition merging is lower. It is interesting to observe that while the maximum of $M_{4}$ is 360 with the coordinator checking for waiting coalitions every 10 s , in practice, $M_{4}$ turns out to be much lower. With lower $\lambda$, the coalitions are able to handle their tasks without informing the coordinator. The computational complexity of the coordinator's decision making is studied by computing the average iteration numbers of the CFGs in Table 4. It is

Table 4 Average number of iterations (sum of merge and split iterations)

|  | $\lambda$ | 5 |  |  |  | 10 |  |  |  | 20 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta t_{o}$ | 1 |  | 2 |  | 1 |  | 2 |  | 1 |  | 2 |  |
|  | $\Delta t_{d}$ | 2 | 4 | 2 | 4 | 2 | 4 | 2 | 4 | 2 | 4 | 2 | 4 |
| TR-RR | L-L | 7 | 4 | 6 | 4 | 5 | 4 | 5 | 4 | 5 | 4 | 5 | 3 |
|  | L-H | 8 | 7 | 7 | 5 | 7 | 6 | 5 | 4 | 5 | 5 | 5 | 4 |
|  | H-L | 4 | 3 | 4 | 3 | 4 | 3 | 4 | 3 | 3 | 3 | 3 | 3 |
|  | H-H | 9 | 8 | 11 | 9 | 8 | 5 | 7 | 5 | 6 |  | 6 | 4 |

$T R$ Task resource level, $R R$ Robot resource level, $L$ Low, $H$ High
Table 5 Effects of weighting parameters

| TR-RR | L-L |  |  |  | L-H |  |  |  | H-L |  |  |  | H-H |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\bar{M}_{1}$ | $\bar{M}_{2}$ | $\bar{M}_{3}$ | $\bar{M}_{4}$ | $\bar{M}_{1}$ | $\bar{M}_{2}$ | $\bar{M}_{3}$ | $\bar{M}_{4}$ | $\bar{M}_{1}$ | $\bar{M}_{2}$ | $\bar{M}_{3}$ | $\bar{M}_{4}$ | $\bar{M}_{1}$ | $\bar{M}_{2}$ | $\bar{M}_{3}$ | $\bar{M}_{4}$ |
| $w^{1}$ | 102.9 | 22.0 | 9.6 | 167.8 | 208.5 | 7.4 | 17.9 | 132.2 | 91.2 | 58.5 | 9.2 | 247.2 | 130.5 | 2.9 | 9.7 | 64.0 |
| $w^{2}$ | 100.7 | 14.6 | 9.6 | 140.8 | 204.3 | 0.4 | 17.0 | 66.8 | 95.3 | 58.5 | 9.7 | 252.9 | 131.1 | 3.2 | 9.6 | 67.3 |
| $w^{3}$ | 117.3 | 34.6 | 8.9 | 216.7 | 219.8 | 15.3 | 17.9 | 187.7 | 91.3 | 55.4 | 8.6 | 235.0 | 135.6 | 5.6 | 9.9 | 82.2 |
| $w^{4}$ | 111.1 | 25.9 | 9.5 | 189.3 | 212.9 | 9.0 | 17.7 | 142.8 | 91.3 | 57.9 | 8.5 | 235.5 | 132.3 | 3.6 | 9.9 | 70.5 |

$T R$ Task resource level, $R R$ Robot resource level, $L$ Low, $H$ High
observed that the games converge after a small number of iterations, which implies that game durations are negligible-as assumed.

We also investigate the effects of the weighting parameters. We consider four alternative sets $w^{1}, w^{2}, w^{3}$ and $w^{4}$ with parameter values set according to relative preference of resource satisfaction, resource excessiveness and site proximity. The set $w^{1}$ weighs each equally with $w_{1}=w_{2}=w_{3}=1 / 3$. In the set $w^{2}$, resource satisfaction is relatively more important with $w_{1}=2 / 3, w_{2}=w_{3}=1 / 3$. Resource excessiveness has a higher weight in the set $w^{3}$ with $w_{2}=2 / 3$ and $w_{1}=w_{3}=1 / 3$. Finally, in the set $w^{4}$, site proximity has more priority with $w_{3}=2 / 3$ and $w_{1}=$ $w_{2}=1 / 3$. In these simulations, $\lambda, \Delta t_{o}$, and $\Delta t_{d}$ are set to $\lambda=10, \Delta t_{o}=1 \mathrm{~min}$ and $\Delta t_{d}=2 \mathrm{~min}$ respectively. Statistical results are as shown in Table 5. The equal weighting of the parameters gives the lowest value of time-out percentage $M_{2}$ when both the levels of the task resource and robot resources are high. When resource satisfaction is of higher priority, the time-out percentages decrease considerably when the level of the task resource is low. If resource excessiveness is of higher consideration, the time-out percentage is the lowest when the level of the task resource is low and the level of the robot resources is high. In summary, task performance measures can be programmed according to the relative weighting preferences of these three considerations.

## 6 Conclusion

This paper considers dynamic multirobot tasks requiring a set of resources. As the formation of robot teams endowed with sufficient resources is essential, the focus is on effective coalition formation. In the proposed approach, a task coordinator determines the coalitions capable of accomplishing the reported and pending tasks. The novelty of this approach is that the process of finding optimal coalitions is modeled as a coalition formation game where groups of robots are evaluated together in regards to each task's required resources and cost of forming a coalition. The evaluation considers resource satisfaction, resource excessiveness and site proximity with weighting parameters that encode relative preferences. As new tasks are encountered, coalitions merge and split so that the resulting coalitions are capable of doing these tasks. As such, the resulting coalitions are $\mathcal{D}_{h p}$-stable, which implies that no group of robots has a viable alternative to staying within their assigned coalition. Since the number of iterations for finding a suitable partition is considerably low, the proposed approach can be applied on the real-time robotic applications. Currently, we are working on implementing this approach on a heterogeneous team of mobile robots for multirobot information gathering in patrolling missions.
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# Active Control Strategies for Discovering and Localizing Devices with Range-Only Sensors 

Benjamin Charrow, Nathan Michael and Vijay Kumar


#### Abstract

This paper addresses the problem of actively controlling robotic teams with range-only sensors to (a) discover and (b) localize an unknown number of devices. We develop separate information based objectives to achieve both goals, and examine ways of combining them into a unified approach. Despite the computational complexity of calculating these policies for multiple robots over long time horizons, a series of approximations enable all calculations to be performed in polynomial time. We demonstrate the tangible benefits of our approaches through a series of simulations in complex indoor environments.


## 1 Introduction

In the near future, automated buildings will use a large numbers of devices for a variety of services including power and water monitoring, building security, and indoor localization for smart phones [1]. Effectively using and maintaining this many devices will require knowing where each of them is located. A cost-effective way of getting this information would be to equip each device with RF or audio based rangeonly sensors [2, 3]. This approach could even work when sensors are embedded in a building's walls [4]. However, range-only sensors only provide limited information about a device's location and having humans localize all devices would be a time consuming and error prone task. Motivated by these facts, we develop an automated solution in which a team of mobile robots localizes a large and unknown number of static (i.e., non-moving) devices.

[^15]Fig. 1 Problem overview. A robotic team must discover and localize an unknown number of devices (shown as beacons) using range-only sensors. The team must consider multiple trajectories (black arrows) and the finite range of their sensors (orange circles)


There are three major components to this problem: (1) estimating the location of discovered devices (2) estimating where undiscovered devices might be, and (3) controlling the team to reduce the uncertainty of both estimates until the team is confident that every device has been discovered and localized. Figure 1 illustrates the complexity of these goals, and shows why the team must account for the limited information their sensors provide, as well as their limited mobility in office environments.

Control policies that maximize mutual information to reduce the uncertainty of estimates have been successfully applied in robotics when the variables of interest are known a priori. Hollinger and Sukhatme [5] develop a sampling based strategy for maximizing a variety of information metrics with strong asymptotic optimality guarantees. Singh et al. [6] and Binney et al. [7] develop offline planning algorithms that maximize mutual information for environmental monitoring. Hoffman and Tomlin [8] localize a single static device using a team of robots by maximizing mutual information with a particle filter. Vander Hook et al. [9] develop a greedy algorithm to localize a discovered device with a single bearing-only sensor, and provides a lower bound on the time for any active control policy to localize it. In contrast to these works, we develop online algorithms that reduce the uncertainty of position estimates of devices and seek to discover all of them.

Research on multi-target tracking using binary measurement models also relates to our approach. Dames and Kumar [10] consider a similar scenario, but assume measurements have an unknown association requiring their control law to only consider whether or not any measurement to any target will be received. Carpin et al. [11] use a variable resolution binary filter to discover targets throughout an environment and maximize mutual information to control an individual robot. Pursuit-evasion games where a team must find or maintain visibility to targets [12] are also quite relevant. While we model range-only sensors as binary when trying to discover devices, the team must consider the geometric information range-only sensors provide in order to accurately localize them.

The primary contribution of this paper is an approach for controlling a multi-robot team to concurrently discover and localize an unknown number of devices using noisy range-only sensors. This approach is based on a unified objective function that connects actions the team makes to how the uncertainty of their estimates will
be reduced. To start, in Sect. 2 we present a generic algorithm for reducing the uncertainty of an estimate by maximizing mutual information. We then separately address the problems of actively localizing discovered devices (Sect.3) and actively discovering devices (Sect.4). In Sect. 5 we discuss how the team can simultaneously localize and discover devices by creating a unified objective function that can be used in the algorithm in Sect. 2. We evaluate the performance of our approach in Sect. 6 through a series of simulations and demonstrate that it outperforms two baseline strategies with teams of up to 8 robots.

## 2 Preliminaries

### 2.1 Assumptions

In the problem we are considering a robotic team must localize all devices within one floor of a modern building. We assume the building has a wireless network that allows high bandwidth communication throughout the team at all times. This enables us to adopt centralized estimation and control strategies where all measurements are aggregated at a single robot who sends commands to the rest of the team. In situations where the building's network is only available in certain places, we could use the approach proposed by Dames and Kumar [10]. We also assume that robot's are equipped with a map of the environment and are capable of localizing themselves which is reasonable for an indoor office environments. While planning, we do not account for uncertainty in the team's position. We expect that incorporating this uncertainty would not significantly affect the selected control actions as range-only sensors typically have errors of a few meters [13] whereas robot localization solutions are substantially more accurate. We further assume that each measurement has a unique identifier (e.g., MAC address), which is typically the case for range-only sensors that are designed for localization [2-4, 14].

Because we use a probabilistic approach, we assume that devices' individual positions are independent of each other, that measurements arrive at discrete time steps, and that multiple measurements to a device are conditionally independent given the device's location [15].

### 2.2 Adaptive Sequential Information Planning

We are interested in a general control policy for a team of robots which maximizes mutual information over a finite time horizon. This is difficult for two reasons. First, the number of potential trajectories the team can follow grows exponentially in the team's size. Second, it is unclear how to select an appropriate time horizon over which to plan. To address these issues we develop "Adaptive Sequential Information

```
Algorithm 1 Adaptive Sequential Information Planning (ASIP)
    Iteration \(=0 / /\) Iteration counter
    repeat
        Iteration \(=\) Iteration +1
        \(\tau=t+1: t+(T \cdot\) Iteration \() / /\) Adapt end time of plan
        \(\mathcal{C}^{*}=\{ \} / /\) Best team trajectory, \(\mathcal{C}[r]\) is trajectory of robot \(r\)
        Info* \(=0.0 / /\) Information resulting from current \(\mathcal{C}^{*}\)
        for each robot \(r=1: R\) do
            \(\mathcal{P}=\) Plan trajectories robot \(i\) can follow over \(\boldsymbol{\tau}\)
            \(\mathcal{C}=\mathcal{C}^{*} \times \mathcal{P} / /\) Trajectories for robots 1:r; trajectories of \(1: r-1\) are fixed
            Info, \(c_{\tau}^{r *}=\max _{c_{\tau} \in \mathcal{C}} \operatorname{MI}\left[\mathcal{X}_{\tau}, \mathcal{Z}_{\tau}\left(c_{\tau}\right)\right] / / r\) 's best action given previous actions
            if Info - Info* \(>\) MinRobotInfo then
                \(\mathcal{C}^{*}[r]=c_{\tau}^{r *}\), Info \(^{*}=\) Info
            else
                \(\mathcal{C}^{*}[r]=\emptyset / / r\) should do nothing; it can't further reduce uncertainty of \(\mathcal{X}_{\tau}\)
            end if
        end for
        until Info* \(>\) MinTotalInfo or Iteration \(>\) MaxIteration
```

Planning" (ASIP, Algorithm 1) an algorithm that efficiently selects actions and adapts the time horizon over which it plans.

Before describing ASIP in detail, we formalize a basic approach on which it builds. Assume the team is trying to estimate some unknown quantity $\mathcal{X}$. At time $t$, the team plans how it will move over the time interval $\tau \triangleq t+1: t+T$ by considering a set of trajectories $\mathcal{C}$ that they can follow. A trajectory for an individual robot is a discrete sequence of poses $c_{\tau}=\left[c_{t+1}, \ldots, c_{t+T}\right]$ where $c_{k}^{r}$ is the 2 D pose of robot $r$ at time $k$. The team's trajectories, $\mathcal{C}$, is the Cartesian product of each robot's individual trajectories. As the team moves they will receive a random vector of measurements $\mathcal{Z}_{\tau}\left(c_{\tau}\right)=\left[\mathcal{Z}_{t+1}\left(c_{t+1}\right), \ldots, \mathcal{Z}_{t+T}\left(c_{t+T}\right)\right]$, that each depend on the team's location at that point in time. Our objective is to select the trajectory $c_{\tau} \in \mathcal{C}$ that maximizes $\operatorname{MI}\left[\mathcal{X}, \mathcal{Z}_{\tau}\left(c_{\tau}\right)\right]$, the mutual information between the device's estimate and future measurements the team makes.

A major computational challenge of the basic approach is that the number of trajectories for the team, $|\mathcal{C}|$, grows exponentially in the team's size. To address this issue, ASIP sequentially optimizes mutual information over individual robot's trajectories given the trajectories of preceding robots. This approach is similar to the "Sequential Information Planning" algorithm of Singh et al. [6]. For each robot $r$, ASIP generates the trajectories it can follow (Algorithm 1, Line 8) and combines them with trajectories the preceding robots have already selected (Line 9). This gives a set of trajectories for robots 1 to $r$, but only robot $r$ 's trajectory changes: all others are fixed. ASIP then optimizes mutual information over this set of trajectories (Line 10), and repeats until all robots have been considered. The advantage of this approach is that robots still account for each others' movements but mutual information is only calculated $O(R C)$ times, where $R$ is the number of robots and $C$ is the number of trajectories per robot.

Another shortcoming of the basic approach is that it is difficult to determine the time horizon, $\tau$, that the team plans over. If it is too short, the team may get trapped in low information regions, but making it too long will significantly affect computation time. To balance these issues, ASIP adapts the horizon over which it plans. It does this by requiring the team to decrease the uncertainty of their estimates by a sufficient amount (MinTotalInfo on Line 17). If the team is unable to achieve this gain, it increases the time horizon of the plan (Line 4). It is possible that there are no further actions the team can take to reduce the uncertainty of their estimate. By including a maximum time horizon over which the team can plan (MaxIteration on Line 17), ASIP ensures the team will eventually terminate.

Finally, because the team may be spread out over the environment, only some members of the team may be able to decrease the uncertainty of the estimates over the given horizon. ASIP identifies these robots by examining the change in mutual information given a robot's action (MinRobotInfo on Line 11). Robots that do not reduce the uncertainty are not commanded anywhere (Line 14) freeing them for other tasks. We discuss strategies for what to do with these robots when we discuss how to simultaneously localize and discover devices in Sect. 5.

## 3 Actively Localizing Discovered Devices

This section describes a strategy for actively localizing a known number of devices with prior estimates using range-only sensors. In previous work, we presented a similar approach for localizing individual devices [13, 16]. In comparison, here we model the finite range of the sensors.

### 3.1 Estimating Devices’ Locations

Because devices are independent of each other and measurements have a known data association, we estimate the position of $D$ different devices using separate particle filters. Each filter uses a measurement model that accounts for noisy range measurements, as well as the probability of a measurement being received.

Formally, the distribution over device $d$ 's 2D position at time $t$ is approximated as $p\left(x^{d} \mid z_{1: t}\right)=\sum_{i=1}^{N} w_{i} \delta\left(x^{d}-\tilde{x}^{d}\right)$ where $\delta(\cdot)$ is the Dirac delta function, $\tilde{x}_{i}^{d}$ is the 2 D position of the $i$ th particle, $w_{i}$ is its weight, and $z_{1: t}$ are measurements the team has made from time 1 to $t$ [15]. Devices are static, so we omit a time subscript for them, but we do use a zero mean 2D Gaussian with a small fixed covariance for the process model of the filter to avoid particle degeneracy problems.

At time $t$ the team receives a random vector of measurements $z_{t}$, where $z_{t}^{d, r}$ is the 1 -dimensional range measurement robot $r$ makes to device $d$. If the distance from a robot to a device is within the maximum range of the sensor, $z_{\max }$, we assume that
with probability $\gamma$ the robot receives a measurement of the true distance perturbed by Gaussian noise. With probability $1-\gamma$, the robot does not detect the device, and gets a measurement of $z_{\max }$. Defining the true distance as $s=\left\|x^{d}-c_{t}^{r}\right\|$, the measurement model can be expressed as:

$$
p\left(z_{t}^{d, r}=z \mid x^{d}\right)= \begin{cases}\gamma \mathcal{N}\left(z-s, \sigma^{2}\right)+(1-\gamma) \mathcal{N}\left(z-z_{\max }, \sigma_{\max }^{2}\right) & s<z_{\max }  \tag{1}\\ \mathcal{N}\left(z-z_{\max }, \sigma_{\max }^{2}\right) & \text { otherwise }\end{cases}
$$

where $\sigma^{2}$ is the variance of the sensor and $\mathcal{N}\left(x-\mu, \sigma^{2}\right)$ is the likelihood of $x$ with a Gaussian whose mean is $\mu$ with covariance $\sigma^{2}$.

Real world sensors may return an error when they fail to measure the distance to a device instead of $z_{\max }$. To compensate for this behavior, a robot can incorporate a "virtual" measurement of $z_{\text {max }}$ for each measurement error. Additionally, when a sensor fails to make a measurement, it will not be perturbed by noise; $\sigma_{\text {max }}^{2}$ should be 0 , resulting in Dirac-deltas in (1) that are centered on $z_{\max }$. However, this measurement model would be difficult to work with analytically (e.g., the entropy would become $-\infty$ ). We have also encountered difficulties using small values for $\sigma_{\max }^{2}$, as this results in a rapid change in variance of particles that are close to $z_{\text {max }}$. Consequently, we set $\sigma_{\max }^{2}=\sigma^{2}$, which is a reasonable model: when a measurement of $z_{\text {max }}$ is incorporated into the filter, particles that are less than $z_{\max }$ away from the robot will decrease become less likely, while those that are farther away will become more likely.

### 3.2 Calculating Mutual Information

To evaluate mutual information between the expected future location of discovered devices and measurements the team will make, we use the particle representation of the device's position, $p\left(x \mid z_{1: t}\right)$ and the range-only measurement model (1), to calculate the distribution over expected future measurements, $p\left(z_{\tau}\right)$. This approach, which is covered in more detail in [8] or [16], results in a computationally intractable problem that we address through a series of approximations.

The expression for mutual information between all devices and measurements for a given team trajectory is:

$$
\begin{equation*}
\operatorname{MI}\left[x, z_{\tau}\left(c_{\tau}\right)\right]=\sum_{d=1}^{D} \operatorname{MI}\left[x^{d} ; z_{\tau}^{d}\right]=\sum_{d=1}^{D} \mathrm{H}\left[z_{\tau}^{d}\right]-\mathrm{H}\left[z_{\tau}^{d} \mid x^{d}\right] \tag{2}
\end{equation*}
$$

$\mathrm{H}\left[z_{\tau}^{d}\right]$ is the differential entropy of the measurements to device $d$, which is a way of quantifying their uncertainty, and $\mathrm{H}\left[z_{\tau}^{d} \mid x^{d}\right]$ is the conditional differential entropy, which quantifies the uncertainty of measurements given the device's true location.

We drop the measurements dependence on the team's trajectory, $c_{\tau}$ for brevity. The expression is a sum over devices because devices and their associated measurements are pairwise independent, $p\left(x, z_{\tau}\left(c_{\tau}\right)\right)=\prod_{d} p\left(x^{d}, z_{\tau}^{d}\right)$ [17].

Calculating the entropy, $\mathrm{H}\left[z_{\tau}^{d}\right]$, is difficult because the distribution over future measurements to device $d$ is a Gaussian mixture model (GMM): $p\left(z_{\tau}^{d}\right)=\sum_{i=1}^{N} w_{i}$ $\prod_{j=t+1}^{t+T} \prod_{r=1}^{R} p\left(z_{j}^{d, r} \mid x^{d}=\tilde{x}_{i}^{d}\right)$ where $w_{i}$ is the weight of the $i$ th particle in $p\left(x^{d}\right)$, $\tilde{x}_{i}^{d}$ is its location, $N$ is the number of particles, $R$ is the number of robots, and $T$ is the time horizon of the plan (Sects. 2.2 and 3.1). Unfortunately, $p\left(z_{j}^{d, r} \mid x^{d}\right)$ is also a GMM when the robot is in range of the device (1). Consequently, $p\left(z_{\tau}^{d}\right)$ can be the sum of products of GMMs, resulting in a GMM with a number of components that is exponential in $R T$. We avoid this computational issue by approximating (1) with the most likely component (i.e., the one with maximum weight) when calculating entropy, making the number of components equal to $R T$. This is reasonable when the probability of detection is high, which is typically the case for range-only sensors. Despite this simplification, $p\left(z_{\tau}^{d}\right)$ is still a GMM, whose entropy cannot be evaluated analytically. We approximate it using the 2nd order Taylor-series approximation developed by Huber et al. [18]. This approach has a time complexity of $O\left(N^{2} R T\right)$.

Using the conditional independence assumption, the conditional entropy is $\mathrm{H}\left[z_{\tau}^{d} \mid x^{d}\right]=\sum_{i=1}^{N} w_{i} \sum_{j=t+1}^{t+T} \sum_{r=1}^{R} \mathrm{H}\left[z_{j}^{d, r} \mid x^{d}=\tilde{x}_{i}^{d}\right]$. Re-applying the maximum likelihood estimate for detection, each term is the entropy of a 1-dimensional Gaussian, which can be evaluated in constant time [17].

## 4 Discovering All Devices

In this section we present a method for actively controlling the team to discover all devices. We achieve this by estimating the probability of an undiscovered device being present at any point in the environment, and formulate another information based control law to reduce the uncertainty of this estimate.

### 4.1 Estimating Locations of Undiscovered Devices

We form a probabilistic estimate of any undiscovered device existing at different locations in the environment using a 2D occupancy grid. The grid, $g$, is made up of a set of $G$ different cells $\left\{g^{1}, \ldots, g^{G}\right\}$, which are created by uniformly discretizing the environment at a fixed resolution. Each cell is associated with a Bernoulli random variable that represents the probability of any undiscovered device existing at that point in the environment (i.e., $g^{i}=1$ means an undiscovered device is present at cell $g^{i}$ ). Like occupancy grids that are used in mapping [15], because device's locations are independent of each other, we also assume the probability of undiscovered devices
being in different cells are independent of each other: $p(g)=\prod_{i} p\left(g^{i}\right)$. When the team starts, we initialize each cell in the environment with a uniform prior.

We update $p(g)$ using the detection model for the sensors that the team carries. We assume that each robot receives a binary measurement to each cell within the maximum range of its sensor. A reading of 1 corresponds to an undiscovered device being present, while a reading of 0 corresponds to no device being present. Letting $q_{t}^{i, r}$ be the measurement robot $r$ gets to cell $g^{i}$ at time $t$ the measurement model is:

$$
\begin{array}{ll}
p\left(q_{t}^{i, r}=1 \mid g^{i}=1\right)=\gamma & p\left(q_{t}^{i, r}=0 \mid g^{i}=1\right)=1-\gamma \\
p\left(q_{t}^{i, r}=1 \mid g^{i}=0\right)=0 & p\left(q_{t}^{i, r}=0 \mid g^{i}=0\right)=1 \tag{3}
\end{array}
$$

We model the probability of a false positive (i.e., the robot detects a new device is present in a cell when there is no new device at the cell) as 0 because range-only sensors with known association will not return a measurement to a device that does not exist.

Real world range-only sensors will return a set of range measurements to devices that are actually detected. Consequently, if at time $t$ robot $r$ only receives measurements to devices that have been previously observed, we treat that as a measurement of $q_{t}^{i, r}=0$ for all cells within $z_{\max }$. Alternatively, if robot $r$ detects a new device, we treat that as a measurement of $q_{t}^{i, r}=1$, and immediately initialize a new particle filter to estimate its location.

Using this model with the standard occupancy grid filtering equations it is straightforward to determine the posterior probability of the occupancy grid given all detection measurements the team has made: $p\left(g \mid q_{1: t}\right)$.

### 4.2 Active Device Discovery

To discover all devices, we maximize mutual information between the estimate of undiscovered devices, $g$, and the expected future binary measurements the team will make, $q_{\tau}$. Similar to Sect.3.2, we use a series of approximations to achieve computational tractability.

For these quantities, mutual information can be expressed as:

$$
\begin{equation*}
\operatorname{MI}\left[g, q_{\tau}\right]=\sum_{i=1}^{G} \operatorname{MI}\left[g^{i}, q_{\tau}^{i}\right]=\sum_{i=1}^{G} \mathrm{H}\left[q_{\tau}^{i}\right]-\mathrm{H}\left[q_{\tau}^{i} \mid g^{i}\right] \tag{4}
\end{equation*}
$$

where $q_{\tau}^{i}$ is the set of measurements that the team makes of grid cell $i$ at any point in time along the trajectory. Note that here $g$ and $q_{\tau}$ are both discrete random variables, meaning $\mathrm{H}\left[q_{\tau}^{i}\right]$ is the discrete entropy and $\mathrm{H}\left[q_{\tau}^{i} \mid g\right]^{i}$, as opposed to the differential entropy used to quantify the uncertainty of continuous random variables in Sect.3.2.

Equation (4) is a sum because cells and their associated measurements are independent of other cells and measurements $p\left(g, q_{\tau}\right)=\prod_{i} p\left(g^{i}, q_{\tau}^{i}\right)$.

As before, calculating the entropy, $\mathrm{H}\left[q_{\tau}^{i}\right]=-\sum_{\tilde{q}} p\left(q_{\tau}^{i}=\tilde{q}\right) \log p\left(q_{\tau}^{i}=\tilde{q}\right)$ is computationally difficult. While $p\left(q_{\tau}^{i}=\tilde{q}\right)$ can be evaluated by marginalizing over the state:

$$
\begin{equation*}
p\left(q_{\tau}^{i}=\tilde{q}\right)=p\left(g^{i}=0\right) p\left(q_{\tau}^{i}=\tilde{q} \mid g^{i}=0\right)+p\left(g^{i}=1\right) p\left(q_{\tau}^{i}=\tilde{q} \mid g^{i}=1\right) \tag{5}
\end{equation*}
$$

the sum in the entropy calculation is over all possible instantiations $\tilde{q}$. An individual measurement is binary, so the number of terms grows exponentially in the number of measurements at a cell.

To address this issue, we again approximate entropy. Fortunately, for binary detection measurements, there is relatively little gain in planning to make multiple observations of the same cell. This is because when the probability of detection is reasonably high, even a single observation will substantially reduce the cell's uncertainty. Consequently, we calculate the information gain between all measurements and a cell as the gain from the most informative measurement:

$$
\begin{equation*}
\operatorname{MI}\left[g^{i}, q_{\tau}^{i}\left(c_{\tau}\right)\right] \geq \max _{q \in q_{\tau}^{i}} \operatorname{MI}\left[g^{i}, q\right]=\max _{q \in q_{\tau}^{i}} \mathrm{H}[q]-\mathrm{H}\left[q \mid g^{i}\right] \tag{6}
\end{equation*}
$$

where $q$ is an individual measurement made by one robot at one point in time. The inequality holds because mutual information increases monotonically with additional measurements [17]. Equation (6) can be evaluated in $O(Q R T)$ where $Q$ is the number of cells one robot observes at a single time step.

## 5 Actively Localizing and Discovering All Devices

We propose several different active control strategies for localizing and discovering all devices by using ASIP (Sect.2) with the objectives in Sects. 3 and 4. We also describe two baseline approaches that serve as a useful benchmark for our strategies. For each approach, we are interested in (1) whether all devices will be discovered, (2) whether all devices will be localized, (3) how long it takes to compute plans, and (4) how long it takes to discover and localize all devices. We describe some theoretical properties of points $1-3$ for each algorithm. However, analyzing the completion time is difficult given that the number of devices is unknown and the beliefs of the devices' positions evolve in complex ways as a function of many different parameters of our model. Consequently, we evaluate this aspect through a series of simulations described in Sect. 6.

### 5.1 Proposed Approaches

### 5.1.1 Switching Between Localization and Discovery

One approach to localizing and discovering all devices is to adopt a policy where robots make forward progress on either task: each robot either tries to localize known devices, or discover new ones. At each planning step, the team uses ASIP to maximize the information gained about localized devices using (2). As described in Sect. 2.2, it is possible that only some members of the team will be able to reduce the devices' uncertainty over a given horizon. For robots that cannot help, the team again uses ASIP, but this time maximizes the information gained about undiscovered devices using (4). Table 1 compares the computational complexity of all approaches.

The team stops when information is 0 (MinTotalInfo in Algorithm 1), so this approach will eventually discover all of the devices and localize them to the best of their ability. This is because mutual information is 0 if and only if the two random variables are independent. For the estimate of a device's position, this would mean $p\left(x \mid z_{\tau}, z_{1: t}\right)=p\left(x \mid z_{1: t}\right)$ and for a grid cell this would mean $p\left(g \mid q_{\tau}, q_{1: t}\right)=$ $p\left(g \mid q_{1: t}\right)$; in these cases expected future measurements will not change the estimate. In practice, mutual information will not reach 0 due to the team's noisy estimates. However, we have found that small positive cutoff values (e.g., MinTotalInfo $\approx 0.1$ ) work well.

### 5.1.2 Combining Localization and Discovery

A general approach for devising a unified from control policy form multiple information-theoretic objectives is to normalize them, and introduce a parameter for trading off between the objectives [19]. Specifically, we propose using ASIP with the objectives for localizing and discovering all devices:

$$
\begin{equation*}
I\left(x, z_{\tau}\right)=\alpha \frac{\operatorname{MI}\left[x, z_{\tau}\right]}{\operatorname{max~MI}\left[x, z_{\tau}\right]}+(1-\alpha) \frac{\operatorname{MI}\left[g, q_{\tau}\right]}{\operatorname{max~MI}\left[g, q_{\tau}\right]} \tag{7}
\end{equation*}
$$

Table 1 Computational complexity of selecting a trajectory for the team to follow

| Approach | Complexity |
| :--- | :--- |
| Switching | $O\left(\|\mathcal{P}\|\left(D N^{2} R T+Q R T\right)\right)$ |
| Combined | $O\left(\|\mathcal{P}\|\left(D N^{2} R T+Q R T\right)\right)$ |
| Coverage | $O(\|\mathcal{P}\| Q R T)$ |
| Exhaustive | $O\left(\max \{R, W\}^{4}\right)$ |

$R$ is number of robots, $D$ is number of devices, $N$ is particles per device, $|\mathcal{P}|$ is number of trajectories per robot, $W$ is number of waypoints, $T$ is length of horizon, and $Q$ is number of grid cells within the maximum range of the sensor
where the maximums are taken with respect to all actions the team considers over the current planning horizon and $0 \leq \alpha \leq 1$ is the parameter that weighs the relative importance of the two objectives. The normalization is necessary because the information gains are not directly comparable: the reduction in uncertainty of the devices location (a set of continuous random variables) can be substantially different the reduction in uncertainty of undiscovered devices (a much larger set of Bernoulli variables).

We have encountered two problems combining objectives this way. One is that when one of the terms is small, its impact is substantially elevated by the normalization. To address this issue, we drop a term if the absolute information drops below a small threshold (e.g., 0.1). The other issue is that robots that do not contribute to the change in objective are not given a separate task. Consequently, we modify ASIP so that whenever any member of the team does not improve the objective, the planning horizon is extended. This means the team may plan over longer horizons, but ensures the whole team is used more efficiently.

We consider three different values of $\alpha$. The first is $\alpha=0.1$, which we refer to as "Discovery" because the team primarily seeks to discover unknown devices. The opposite extreme is to heavily favor actions that reduce the uncertainty of discovered device's positions by setting $\alpha=0.9$, which we refer to as "Localization." In between these two extremes is $\alpha=0.5$, which we refer to as "Balanced." Similar to task switching, these approaches will continue making actions that reduce the uncertainty of both estimates. Consequently, they will eventually discover all of the devices that they can and localize them to the best of their ability.

### 5.2 Baseline Approaches

### 5.2.1 Coverage

A coverage based strategy is one that seeks to obtain at least one measurement everywhere in the environment. We formulate this policy by setting $\alpha=0$ in (7). While this approach will discover all devices, it will not necessarily localize all of them given the limited information of range-only measurements.

### 5.2.2 Exhaustive

All of the previous approaches incorporated the uncertainty of discovered or undiscovered devices in some way. A useful comparison is to ignore this uncertainty, and have robots exhaustively gather measurements by visiting every location in the environment. This approach may take longer, but should discover and localize all devices.

There are many different ways to formulate this approach. Here, we manually define a set of $W$ waypoints that any member of the team must visit at least once. Planning paths that minimize the total distance traveled by the entire team is a variant of the multiple traveling salesman problem, and it is unlikely that an exact polynomial time algorithm exists [20]. Instead, we use the nearest neighbor heuristic, and at each planning step assign robots to unvisited waypoints such that the maximum distance any robot travels is minimized. Calculating each assignment can be done in $O\left(\max \{R, W\}^{4}\right)$ time by repeatedly solving linear assignment problems using the Hungarian algorithm [21].

## 6 Evaluation

In this section we evaluate the strategies in Sect. 5 and examine their ability to discover and localize devices. To evaluate an approach, we measure the wall clock timeincluding planning time-that it takes to be confident that all devices are discovered and localized. We define discovery and localization as the bounding of the uncertainty of each estimate. Formally, we define the discovery of all devices as an indicator function that is 1 when the probability of an undiscovered device at any point in the environment is below 0.05 . Similarly, a device is localized when the variance of its $x$ and $y$ position estimate both drop below 0.4 (i.e., $\sigma_{x}^{2} \leq 0.4$ and $\sigma_{y}^{2} \leq 0.4$ ). These metrics enable reasonable comparisons between different strategies. If the team fails to meet either of these requirements, we define the completion time as the point at which the algorithm stops commanding the team.

We use a real time asynchronous simulator based on ROS. All code is written in $\mathrm{C}++$ and runs on an Intel Core i7 processor. To simulate the range sensors, we set a maximum range of $z_{\text {max }}=7.0 \mathrm{~m}$ with a variance of $\sigma^{2}=5.0 \mathrm{~m}^{2}$ and a measurement rate of 5 hz . We use a constant probability of detection, $\gamma=0.9$, though in general it could change as a function of the team's distance to a device or their line of sight conditions. Each member of the team is considered to be a differential drive robot with a maximum linear speed of $0.4 \mathrm{~m} / \mathrm{s}$. We use a resolution of 0.25 m for the occupancy grid used to discover devices. To plan trajectories, we generate paths to destinations that are within 10.0 m of each robot and discard endpoints that are within 1.0 m of each other. We also stop commanding the team when no trajectory under 60 m is above the minimum information threshold.

### 6.1 Corridor Environment

In our first simulation, we examine the ability of the information based strategies to discover devices and determine that they cannot fully localize all of them. To do this, we consider an environment where a single robot is in a narrow corridor


Fig. 2 A single robot (orange arrow) is present in a corridor environment with two devices (black x's). Using the information based strategies, the robot discovers both devices and obtains the best estimate it can for both of them. a Initial estimates. b Final estimates
with two devices. Because the corridor is narrow and the variance of measurements is high, there are two valid hypotheses for one of the devices. Figure 2a shows the initial setup; the orange circle indicates the robot's maximum range and the black x's show the true locations of the devices. Each of the information based strategies moves along the environment, and discovers both devices, with a final result similar to Fig. 2. Particles are shown as teal dots, gray cells represent areas where the probability of an undiscovered device is 0.5 , while clear cells indicate the probability is close to 0 . While the information gain never drops to exactly 0 , in all our simulations it eventually decreased below 0.1 , resulting in every information based strategy successfully terminating. This demonstrates the ability of these strategies to correctly reason about the sensors they carry, and what effect their actions can have on the position estimate of the devices.

### 6.2 Large Office Environment

To more completely evaluate the utility of information based strategies, we conduct a larger scale simulation study in which teams of up to eight robots simultaneously localize 40 different devices spread throughout a complex indoor environment. Due to its interesting structure and widespread use in the robotics community, we conduct this simulation in the Intel Research Lab using an occupancy grid generated by Stachniss [22]. For each strategy, we ran 5 trials with teams of 2, 4, and 8 robots.

Figure 3 shows representative trajectories for each strategy with 2 robots and the location of all 40 devices. The exhaustive strategy visits 71 distinct waypoints in every room of the environment. In contrast, the coverage based strategy has the robots stay in the corridors which is sufficient to observe all of the grid cells. The other strategies follow trajectories in between these two extremes, and generally only enter rooms when devices are present. Note that for the information based approaches, robots


(d) Discovery

393 seconds, all devices localized

(f) Localization

425 seconds, all devices localized

Fig. 3 The proposed approaches (c-f) outperform the baselines (a-b) by localizing all devices faster. Solid lines show the team's path and black x's show device locations. The dashed orange line shows the maximum range of the sensors at the team's starting location (red dot)
naturally spread out, and did not repeatedly get stuck in an area, demonstrating they did not get trapped in local minima and effectively extended their planning horizon when necessary.

In every trial, each approach discovered all devices and obtained enough detection measurements to determine that the probability of an undiscovered being present anywhere in the environment was below 0.05 . Not surprisingly, the coverage approach was the fastest to discover all devices. However, it often failed to localize all of them, in many cases obtaining poor estimates for more than 8 devices. This failure is caused by the coverage strategy not rewarding the team for reducing the uncertainty of the devices position estimates. Localizing a device with range-only sensors requires measurements that are either close to it or at multiple angles relative to it. If these types of measurements are not rewarded, the team will not necessarily obtain them, resulting in devices not being localized. All of the other approaches localized all devices in every trial as they reward measurements that reduce the uncertainty of devices' positions.

Figure 4 shows the completion times of all approaches except coverage. We omit the coverage approach's completion time as it routinely failed to localize all devices. Across all team sizes, the information based approaches generally performed better, and never performed substantially worse, than the exhaustive approach. Overall, the balanced strategy discovered and localized all devices the fastest, with an average improvement of $25 \%$ over exhaustive. We attribute balanced's performance to its tendency to gather every potentially useful measurement when it is in an area, meaning it tends to not revisit areas. In contrast, the task switching and localization approaches prioritize reducing the uncertainty of discovered devices. Consequently, they tend to localize all devices quickly, but not fully reduce the uncertainty of grid cells, meaning they must revisit parts of the environment (e.g., rooms without devices). The discovery approach has the opposite issue: it quickly discovers all devices, but then has to retraverse parts of the environment in order to localize them. For completeness, the coverage approach took 184,170 and 128 s to complete for teams of 2,4 , and 8 robots respectively.

The performance gains in Fig. 4 are substantial given the density of devices throughout the environment. Robots must move to many different areas, resulting in actions closer to that of exhaustive sampling. In environments where the density


Fig. 4 Time to localize all devices. In general, the balanced approach performed the best, outperforming the baseline exhaustive approach by $\approx 25 \%$. a 2 robots, $\mathbf{b} 4$ robots, $\mathbf{c} 8$ robots

Table 2 Average percent of time spent planning per trial

| Robots | Exhaustive <br> $(\%)$ | Switching <br> $(\%)$ | Localization <br> $(\%)$ | Balanced <br> $(\%)$ | Discovery <br> $(\%)$ | Coverage <br> $(\%)$ |
| :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| 2 | 3.5 | 3.2 | 3.8 | 4.7 | 4.4 | 5.2 |
| 4 | 6.7 | 4.7 | 6.5 | 5.8 | 7.2 | 14.2 |
| 8 | 17.8 | 12.4 | 18.5 | 22.6 | 39.0 | 14.0 |

Due to the series of approximations we use, the team's performance is primarily dominated by travel time
of devices was lower, we'd expect the information based strategies to outperform exhaustive sampling even further, given that they reduce to the coverage strategy when all discovered devices are localized.

Table 2 shows the percentage of time that the team spent planning. Overall, the trial time was dominated by traveling places, demonstrating the computational effectiveness of the series of approximations we use.

Finally, the completion times show that adding robots increase performance for all strategies. The information based strategies absolute performance increase over the exhaustive strategy also decreases. This highlights the fact that given unlimited resources, active control strategies offer fewer gains. However, the data in this section shows that with even with moderately sized teams, there is a clear benefit to using informed strategies such as mutual information to select control actions.

## 7 Conclusion

We presented a variety of information based approaches for actively discovering and localizing an unknown number of devices using range-only sensors. Through a series of approximations and a sequential optimization technique, our approaches can be calculated in time that is polynomial in all relevant variables. We compared our approaches to two baseline strategies in a complex indoor environment, and found that their gain in performance was substantial.
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#### Abstract

Identifying collision-free trajectories in environments with dynamic obstacles is a significant challenge. However, many pertinent problems occur in dynamic environments, e.g., flight coordination, satellite navigation, autonomous driving, and household robotics. Stochastic reachable (SR) sets assure collision-free trajectories with a certain likelihood in dynamic environments, but are infeasible for multiple moving obstacles as the computation scales exponentially in the number of Degrees of Freedom (DoF) of the relative robot-obstacle state space. Other methods, such as artificial potential fields (APF), roadmap-based methods, and tree-based techniques can scale well with the number of obstacles. However, these methods usually have low success rates in environments with a large number of obstacles. In this paper, we propose a method to integrate formal SR sets with ad-hoc APFs for multiple moving obstacles. The success rate of this method is $30 \%$ higher than two related methods for moving obstacle avoidance, a roadmap-based technique that uses a SR bias and an APF technique without a SR bias, reaching over $86 \%$ success in an enclosed space with 100 moving obstacles that ricochet off the walls.


[^16]
## 1 Introduction

Motion planning consists of finding a collision-free path from some start position to some goal position. In many applications, e.g., flight coordination, satellite navigation, and automated driving, the motion planning problem can be further complicated by moving obstacles, i.e. obstacles whose position changes over time during the planning process. Successful identification of valid, collision-free paths in environments with moving obstacles requires modification of the static planning problem to continuously re-evaluate plans, thus dynamically identifying valid trajectories given current and predicted obstacle positions.

Common approaches to solving the motion planning problem for dynamic obstacles include APF methods [1-4], tree based planners [5, 6], Probabilistic Roadmap Methods (PRMs) [7-10], and several variants which use heuristics [11, 12]. APF methods create a potential landscape and use gradient descent for navigation, plan locally, and can be dynamically reactive to unexpected obstacles. These methods generate an artificial potential in the robot's workspace, which repels the robot from obstacles and attracts the robot to the goal [13]. APF methods suffer from several well known drawbacks, most notably local minima traps and difficulty with narrow passages. However, recent work has improved upon and even eliminated some of these issues [1, 14]. The work in [4] has extended APFs to moving obstacles by considering the trajectories of the obstacles while computing the APF in a heuristic manner. In this paper, we present a method to generate potential fields that incorporates formal methods.

Stochastic reachability analysis provides offline verification of dynamical systems, to assess whether the state of the system will, with a certain likelihood, remain within a desired subset of the state-space for some finite time, or avoid an undesired subset of the state-space [15]. To solve problems in collision avoidance, the region in the relative state-space which constitutes collision is defined as the set of states the system should avoid [16, 17]. Unfortunately, the computation time for stochastic reachable sets (SR sets) is exponential in the dimension of the continuous state, hence assessment of collision probabilities with many simultaneously moving obstacles is not feasible. However, expensive SR sets can be computed offline and the result queried online. In prior work [7], we integrated SR sets into roadmap methods for dynamic path queries (SR-Query). We demonstrated highly successful path identification in environments with several moving obstacles, as compared to a roadmap-based approach that simply pruned invalid edges during dynamic path queries [10]. However, SR-Query was susceptible to ambushes by moving obstacles, due to limited reactivity and required navigation on the roadmap edges.

The method we propose here uses multiple SR sets, computed pairwise between the robot and each dynamic obstacle, to generate an APF for each obstacle. We then use the likelihood of collision with a given obstacle, computed a priori via the SR sets, to construct the repulsion field around obstacles. The repulsion fields are pre-computed offline and queried during the path planning phase. SR sets provide an accurate depiction of the collision probabilities between a robot and a moving
obstacle. In an environment with multiple obstacles, the intersection of multiple SR sets clearly cannot provide a strict assurance of safety, since the reachable set is computed for one dynamic obstacle in isolation. Despite this limitation, the SR sets provide a more formal foundation for relating the collision probability to the repulsion field than other ad-hoc methods $[4,18,19]$ because $\operatorname{SR}$ sets are computed based on relative robot-obstacle dynamics. While it is possible to use ad-hoc methods to generate a comparable repulsive potential field, the SR computation is a formal tool that more closely ties the repulsive potential field with the relative motion of the obstacles and robot.

Combining formal and ad-hoc methods provides several advantages over existing APF methods. First, the formal SR set provides an accurate representation of the collision probabilities, which is used to produce potential gradients which accurately reflect the collision probability. Second, the computation cost in low dimensionality problems is lower than the roadmap method in [7]. Thus, the robot is more reactive and less prone to being ambushed by fast moving obstacles. Finally, our approach easily accommodates multiple obstacle scenarios, by combining multiple SR sets to generate approximate collision avoidance probabilities with many moving obstacles (which is impossible to compute through a single SR set that accounts for all obstacles simultaneously).

We demonstrate our method computationally on scenarios with up to three hundred stochastic dynamic obstacles. The APF with a SR bias can significantly improve the ability of the potential field landscape to reflect the heading and motion of obstacles. The success rate of our method is $30 \%$ higher than two related methods for moving obstacle avoidance: (1) our roadmap-based technique that uses a SR bias [7], and (2) an APF technique without a SR bias; with over $86 \%$ path success in an environment with 300 moving obstacles that ricochet off the walls. In addition, the common problem of local minima in APF is mitigated by a rapidly changing APF landscape produced by rapidly moving obstacles. Videos of the APF with a SR bias method can be viewed at https://www.cs.unm.edu/amprg/Research/DO/.

While our results demonstrate that the APF-SR method outperforms comparable methods, we note two key limitations. First, the point-mass robot model is a simplification of actual robot motion. However, methods such as $[1,14]$ exist, which extend APF methods to non-point robots. A more realistic robot model can be easily incorporated into the SR set calculation, but with additional computational cost. Second, we note that the SR set must be recalculated. One solution is to maintain a SR set database and to then match obstacle motion to sets as [20] does with funnel libraries. Neither of these limitations are insurmountable, and we maintain that the improved performance of the APF-SR method as compared to other approaches merits its use in many scenarios.

## 2 Related Work

APFs are a common approach to solving the path planning problem due to their simplicity, fast execution time, and applicability to several robotic problems, including unmanned aerial vehicles [2, 3], robot soccer [21], and mobile robots [1, 14, 22, 23]. For example, a recent APF method assigns non uniform repulsive bubbles around moving human obstacles to prevent robots from moving in front of a walking human [4]. Recent work has extended the APF method to account for cases in which the goal is not reachable due to obstacle proximity [1], and navigation in narrow passages is required [14]. Other recent work has focused on modification of the computation of the potential field through Fuzzy [23] and evolutionary [22] APFs. Another branch of work on APFs utilizes the repulsive and attractive concepts of APFs but also integrates another path planning method [24, 25]. For example, [24] uses a user defined costmap to influence node placement in a Rapidly exploring Random Tree (RRT) algorithm. The costmap dictates a repulsiveness or attractiveness factor for every region. Similarly, Navigation Fields [25] assign a gradient which agents follow and is used for crowd modeling.

A Hamilton-Jacobi-Bellman (HJB) formulation [26] allows for both a control input and a disturbance input to model collision-avoidance scenarios [27, 28] for motion planning. The result of these reachability calculations is a maximal set of states within which collision between two objects is guaranteed (in the worst-case scenario), also known as the reachable set. The set which assures collision avoidance is the complement of the reachable set. In [29], reachable sets are calculated to assure a robot safely reaches a target while avoiding a single obstacle, whose motion is chosen to maximize collision, and the robot cannot modify its movements based on subsequent observations. In [30], a similar approach is taken, but reachable sets are computed iteratively so that the robot can modify its actions. In [20], multiple obstacles that act as bounded, worst-case disturbances are avoided online, based on precomputed invariant sets.

An alternative approach is to calculate a SR set that allows for obstacles whose dynamics include stochastic processes. Discrete-time SR generates probabilistic reachable sets [15], based on stochastic system dynamics. In [16], the desired target set is known, but the undesired sets that the robot should avoid are random and must be propagated over time. In [17], a two-player stochastic dynamical game is applied to a target tracking application in which the target acts in opposition to the tracker.

## 3 Preliminaries

### 3.1 Obstacle Dynamics

We consider dynamic obstacles with one of two classes of trajectories with stochastic velocities. Each obstacle is represented as a two-dimensional point mass with state
$\bar{x}^{o}=\left(x^{o}, y^{o}\right)$, that follows a straight-line or approximately constant-arc trajectory with stochastic velocity $w$, a discrete random variable that takes on values in $\mathcal{W}$ with probability distribution $p(w)$. However, more complex dynamics, e.g., ones that switch between straight-line and constant arc movements, can easily be incorporated. The obstacle dynamics discretized via an Euler approximation with time step $\Delta$ are

$$
\begin{align*}
& x_{n+1}^{o}=x_{n}^{o}+\Delta w_{n}  \tag{1}\\
& y_{n+1}^{o}=\alpha \Delta w_{n}
\end{align*}
$$

for straight-line movement, with speed $w \in \mathcal{W}$ and line slope $\alpha \in \mathbb{R}$, and

$$
\begin{align*}
x_{n+1}^{o} & =x_{n}^{o}+\Delta r\left(\cos \left(w_{n}(n+1)\right)-\cos \left(w_{n} n\right)\right)  \tag{2}\\
y_{n+1}^{o} & =y_{n}^{o}+\Delta r\left(\sin \left(w_{n}(n+1)\right)-\sin \left(w_{n} n\right)\right)
\end{align*}
$$

for constant-arc movement, with angular speed $w \in \mathcal{W}$, and radius $r \in \mathbb{R}^{+}$. The dynamics (2) approximate actual arc dynamics to maintain low dimensionality of the relative coordinate frame used in the calculation of the SR set.

The dynamics of both types of obstacle can be generalized to the form $\bar{x}_{n+1}^{o}=$ $\bar{x}_{n}^{o}+\Delta f^{o}\left(w_{n}, n\right)$ with $f$ defined as appropriate by (1) or (2).

### 3.2 Relative Robot-Obstacle Dynamics

We consider two models for the robot: (1) a holonomic point-mass model with state $\bar{x}^{r}=\left(x^{r}, y^{r}\right)$, and (2) a non-holonomic unicycle model with state $\bar{x}^{r}=\left(x^{r}, y^{r}, \theta^{r}\right)$. The holonomic model is defined as

$$
\begin{align*}
& \dot{x}^{r}=u^{x} \\
& \dot{y}^{r}=u^{y} \tag{3}
\end{align*}
$$

with two-dimensional velocity control input $u=\left(u^{x}, u^{y}\right)$. The non-holonomic unicycle model is defined as

$$
\begin{align*}
\dot{x}^{r} & =u^{s} \cos (\theta) \\
\dot{y}^{r} & =u^{s} \sin (\theta)  \tag{4}\\
\dot{\theta}^{r} & =u^{w}
\end{align*}
$$

with two-dimensional control input $u=\left(u^{s}, u^{w}\right)$, such that $u^{s}$ is the speed and $u^{w}$ is the angular velocity of the unicycle. Discretizing the robot dynamics (3) and (4) with time step $\Delta$ results in

$$
\begin{equation*}
\bar{x}_{n+1}^{r}=\bar{x}_{n}^{r}+\Delta u . \tag{5}
\end{equation*}
$$

for the holonomic model and

$$
\begin{align*}
& x_{n+1}^{r}=x_{n}^{r}+\Delta u_{n}^{s} \cos \left(\theta_{n}^{r}\right) \\
& y_{n+1}^{r}=y_{n}^{r}+\Delta u_{n}^{s} \sin \left(\theta_{n}^{r}\right)  \tag{6}\\
& \theta_{n+1}^{r}=\theta_{n}^{r}+\Delta u_{n}^{w}
\end{align*}
$$

for the unicycle model. We can generalize the robot dynamics to $\bar{x}_{n+1}^{r}=\bar{x}_{n}^{r}+$ $\Delta f^{r}\left(u_{n}, \theta_{n}\right)$ where $\theta_{n}=0$ for the holonomic case.

A collision between the robot and the obstacle occurs when $\left|\bar{x}_{n}^{r}-\bar{x}_{n}^{o}\right| \leq \epsilon$ for some $n$ and small $\epsilon$. We construct a relative coordinate space that is fixed to the obstacle, with the relative state defined as $\tilde{x}=\bar{x}^{r}-\bar{x}^{o}$, noting that for the unicycle model, $\tilde{\theta}=\theta$. Hence the dynamics of the robot relative to the obstacle are

$$
\begin{equation*}
\tilde{x}_{n+1}=\tilde{x}_{n}+\Delta f^{r}\left(u_{n}, \theta_{n}\right)-\Delta f^{o}\left(w_{n}, n\right) \tag{7}
\end{equation*}
$$

with $f^{r}(\cdot)$ as in (5) and (6), $f^{o}(\cdot)$ as in (1) and (2), and a collision is defined as

$$
\begin{equation*}
\left|\tilde{x}_{n}\right| \leq \epsilon \tag{8}
\end{equation*}
$$

Equation (7) describes a dynamical system with state $\tilde{x} \in \mathcal{X}$, control input $u \in \mathcal{U}$ that is bounded, and stochastic disturbance $w$. Because $\tilde{x}_{n+1}$ is a function of a random variable, it is also a random variable. Its transitions are governed by a stochastic transition kernel, $\tau\left(\tilde{x}_{n+1} \mid \tilde{x}_{n}, u_{n}, n\right)$, that represents the probability distribution of $\tilde{x}_{n+1}$ conditioned on the known values $\tilde{x}_{n}, u_{n}$ at time step $n$.

### 3.3 SR for Collision Avoidance

We generate collision avoidance probabilities by formulating a SR problem with the avoid set, $\bar{K}$, defined as the set of states in which a collision is said to occur (8). To avoid collision with the obstacle, the robot should remain within $K$, the complement of $\bar{K}$. The probability that the robot remains within $K$ over $N$ time steps, with initial relative position $\tilde{x}_{0}$, can be calculated using dynamic programming [31], introduced for the stochastic reachability problem in [15]. An abbreviated derivation for calculating the SR set follows, with details in [7]. As in [15], the SR set is generated via dynamic programming, iterated backwards in time from time $n=N$ to time $n=0$.

$$
\begin{align*}
V_{N}(\tilde{x}) & =\mathbf{1}_{K}(\tilde{x})  \tag{9}\\
V_{n}(\tilde{x}) & =\mathbf{1}_{K}(\tilde{x}) \int_{\mathcal{X}} V_{n+1}\left(\tilde{x}^{\prime}\right) \tau\left(\tilde{x}^{\prime} \mid \tilde{x}, u, n\right) d \tilde{x}^{\prime}  \tag{10}\\
& =\mathbf{1}_{K}(\tilde{x}) \sum_{w \in \mathcal{W}} V_{n+1}^{*}\left(\tilde{x}+\Delta f^{r}(u, \theta)-\Delta f^{o}(w, n)\right) p(w) . \tag{11}
\end{align*}
$$

The value functions (9)-(11) make use of an indicator function $\mathbf{1}_{K}(x)$ that is equal to 1 if $x \in K$ and equal to 0 otherwise. The value function $V_{0}^{*}\left(\tilde{x}_{0}\right)$ at time $n=0$ describes the probability of avoiding collision over $N$ timesteps when starting in some initial state $\tilde{x}_{0}$. The optimal control input $u$ to avoid collision is determined by evaluating

$$
\begin{equation*}
V_{n}^{*}(\tilde{x})=\max _{u \in \mathcal{U}}\left\{\mathbf{1}_{K}(\tilde{x}) \sum_{w \in \mathcal{W}} V_{n+1}^{*}\left(\tilde{x}+\Delta f^{r}(u, n)-\Delta f^{o}(w, n)\right) p(w)\right\} . \tag{12}
\end{equation*}
$$

Figure 1a shows the SR set for a straight-line obstacle with a point mass holonomic robot. The peaks show a higher probability of collision when the robot is in line with the obstacle's trajectory. Intuitively, the closer the robot is to the obstacle, the higher


Fig. 1 SR sets for the same straight-line obstacles at origin with width and height $=1$. The color represents probability of collision. a SR set with a holonomic robot. b Holonomic robot SR set after convolution with a Gaussian $(\sigma=0.15)$. c SR set with the unicycle robot. d Unicycle robot SR set after convolution with a Gaussian $(\sigma=0.15)$
the probability of collision. On a single core of an Intel 3.40 GHz CORE i7-2600 CPU with 8 GB of RAM, the SR set in Fig. 1a took 1727.25 s to compute, over a horizon of $N=30$ steps, with time step of length $\Delta=1$ and a point mass holonomic robot. We observed convergence in the stochastic reachable sets for $N>5$ since the robot and obstacle traveled sufficiently far apart within this time frame.

With a single obstacle, $V_{0}^{*}\left(\tilde{x}_{0}\right)$ in (12) is the maximum probability of avoiding a collision, and a tight upper bound. For two obstacles with separately calculated avoidance probabilities $V_{0}^{*, 1}\left(\tilde{x}_{0}^{1}\right), V_{0}^{*, 2}\left(\tilde{x}_{0}^{2}\right)$ (with relative position $\tilde{x}_{0}^{i}$ with respect to obstacle $i$ ), the probability of avoiding collision with both obstacles is

$$
\begin{equation*}
\mathbb{P}\left[B_{1} \cap B_{2}\right] \leq \min \left\{V_{0}^{*, 1}\left(\tilde{x}_{0}^{1}\right), V_{0}^{*, 2}\left(\tilde{x}_{0}^{2}\right)\right\} \tag{13}
\end{equation*}
$$

where $B_{i}$ corresponds to the event that the robot avoids collision with obstacle $i$. We therefore examine each collision avoidance probability individually, and the minimum over all obstacle robot pairs is the upper bound to the total collision avoidance probability. While an upper bound provides no guarantee of safety, it can inform which paths are more likely, relative to other paths, to avoid collision. Since our focus is on finding paths with higher success rates, rather than theoretically guaranteed collision-free paths, the upper bound (13) is appropriate. Further discussion and the derivation of (13) is in [7].

## 4 Methods

In this section, we present a novel method for integrating SR sets with APF methods. To generate the obstacle gradients and the gradient to the goal with SR sets we must first modify the SR sets to accommodate APF, incorporate the SR sets into the gradient calculation, and then update the robot's control law.

One hurdle in using SR sets to inform the potential field is the possibility of nonsmoothness in the optimal value for (12). In general, no guarantees of smoothness are possible. In fact, we find a marked discontinuity in the part of the SR set corresponding to a robot located just behind the obstacle (Fig. 1). Since APF methods use a gradient as a warning that the robot is about to collide with an obstacle, we smooth the SR set by convolving the set with a Gaussian with $\mathcal{N}\left(\mu=0, \sigma^{2}\right)$. Figure 1 shows the original SR set (Fig. 1a) and the resulting set after convolution (Fig. 1b). As expected, the discontinuity in Fig. 1a from 0 to 1 at the obstacle boundary is smoothed in Fig. 1b.

The main APF-SR algorithm, Algorithm 1, first updates the obstacle positions via the updateObstacle function (Line 3). Then Algorithm 1 calculates the APF gradient by summing the obstacle gradients, calculated in getAPFGradient, and the goal gradient (Lines 5-11), which is then used by calcControl to construct the control input $u$ (Line 12). Recall the APF gradient is the direction the robot should move in to avoid obstacles and reach the goal. Finally, the control law for the robot is updated with the control input $u$ (Line 13).

```
Algorithm 1 APF-SR
Input: obstacles \(O\) with precomputed smoothed SR sets, robot \(r\)
    for \(t=0 ; t<\operatorname{maxTime} ; t=t+\Delta\) do
        for Obstacle \(o \in O\) do
        updateObstacle \((t, o, o . w, o . p(w))\)
        end for
        AP F Fector \(=(0,0)\)
        for Obstacle \(o \in O\) do
            if \(\operatorname{dist}\left(\bar{x}_{n}^{o}, \bar{x}_{n}^{r}\right)<d_{\text {min }}\) then
            \(A P F_{\text {vector }}=A P F_{\text {vector }}+\) o.get APFGradient \(\left(\bar{x}_{n}^{r}\right)\)
        end if
        end for
        \(A P F_{\text {vector }}=A P F_{v e c t o r}+\) goal-gradient
        \(u=\) calcControl (AP \(F_{\text {vector }}\) )
        \(\bar{x}_{n+1}^{r}=\bar{x}_{n}^{r}+\Delta \cdot f^{r}(u, t)\)
    end for
```

The updateObstacle function (Algorithm 2) uses the same dynamics used to calculate the SR sets. This algorithm updates the obstacle locations. At every sampling instant (time $T$ apart), Algorithm 2 evaluates a speed $w$ of the obstacle, based on the distribution $p(w)$ of possible speeds (Lines 2-9), and updates the obstacle dynamics with this speed (Line 10).

The APF gradient is calculated for all obstacles nearby the robot in the getAPF$\operatorname{Gradient}\left(\bar{x}_{n}^{r}\right)$ function. For every obstacle $o$, if $o$ is within distance $d_{\text {min }}$ query the potential field influence of $o$ on the robot. This gradient is calculated by first finding the smallest neighboring value, $p_{i, j}$, in the SR set from the robot's current relative position. The gradient is then calculated by the 2 nd order central finite difference centered at $p_{i, j}$. The gradient from each obstacle is then summed together to produce a final gradient due to the obstacles. The goal-gradient is a small magnitude vector that constantly points toward the goal. The goal-gradient and the gradient due to the obstacles are summed together to get the final APF gradient, denoted $A P F_{\text {vector }}$.

After the $A P F_{\text {vector }}$ is calculated, the control input $u$ is calculated by the calcControl( $A P F_{\text {vector }}$ ) function. For the holonomic case $u=A P F_{v e c t o r}$. However, for the non-holonomic case a heading and speed must be extracted from the $A P F_{\text {vector }}$ to construct $u=\left(u^{s}, u^{w}\right)$. This is done by first setting $u^{w}$ to the maximum turn rate in the direction of the $A P F_{\text {vector }}$, then setting $u^{s}$ to the maximum speed in the direction of the $A P F_{\text {vector }}$. The maximum speed of the unicycle is the same as the maximum speed used in the SR calculation. Finally, $u$ is used to update the control law for the robot.

```
Algorithm 2 updateObstacle
Input: Time step \(n\), sample interval \(T\). obstacle \(o\), velocities \(w \in \mathcal{W}=\left\{w_{1}, w_{2}, \ldots, w_{n_{W}}\right\}\),
    probabilities \(p(w)\)
    if \(\bmod (n, T / \Delta)==0\) then
        \(s=\operatorname{rand}(0,1)\)
        for index \(=0\); index \(<n_{W} ;\) index++ do
        if \(s \leq p(w)[\) index] then
            o. \(w=w[\) index \(]\)
            break
        end if
    end for
    end if
    \(\bar{x}_{n+1}^{o}=\bar{x}_{n}^{o}+\Delta \cdot f^{o}\left(o . w, t_{n}\right)\)
```


## 5 Experiments

We present three experiments of increasing difficulty. The first experiment (Sect. 5.1), evaluates the APF-SR method on 50 moving obstacles, with two different trajectories (straight-line and constant-arc) and a holonomic point robot. The second experiment (Sect. 5.2), shows the relationship between the number of obstacles, 50-300, and success rate for the proposed method, with a holonomic robot and ricocheting straight-line obstacles. When the ricocheting obstacles reach the environment boundary, they bounce off the wall with simple friction free reflective behavior (and do not leave the planning area). Finally, Sect.5.3 evaluates the APF-SR method with a non-holonomic unicycle robot with 100 ricocheting straight-line obstacles. Note that since the SR calculation is computed once for each type of obstacle and robot dynamics, the offline computation time is not affected by the number of obstacles.

Our APF-SR method is compared to three methods: a simple Gaussian method with $\mathcal{N}\left(0,0.15^{2}\right)$ [32], the same Gaussian method with $\mathcal{N}\left(0,0.45^{2}\right)$, and a roadmap based method (SR-Query) which also uses SR sets [7]. The Gaussian methods wrap a Gaussian potential field around the moving obstacle. The two Gaussian methods demonstrate that increasing the standard deviation can increase the success of the Gaussian method, but at the expense of making some paths infeasible due to the large repulsion area. The final method, SR-Query, builds a roadmap in the workspace by sampling valid configurations (nodes) and connecting these nodes with valid transitions (edges) thus constructing a graph. The SR-Query method updates the edge weights by querying the SR set of each moving obstacle which overlap with the roadmap. The edge is then assigned the worst probability of collision and a graph search algorithm is used to find the path with the lowest probability of collision. The robot travels along the edges and can only replan when it reaches a node. For the comparisons shown, the SR-Query uses a roadmap created by a uniform cell decomposition in the workspace, with 500 nodes and edges between all 8 cell neighbors.

For the APF-SR experiments, the SR set was convolved with a Gaussian with $\sigma=0.15$. The $\sigma$ of the smoothing Gaussian has the same value as the smaller Gaussian comparison method (Gaussian $\sigma=0.15$ ) to eliminate the smoothing done to the SR set as possible bias for APF-SR's success. The value $\sigma=0.15$ worked well since larger values destroyed the shape of the SR set and smaller values did not provide enough smoothing. The value was chosen empirically by comparing $\sigma=0.05, \sigma=0.45$ and $\sigma=0.15$.

To generate the SR sets, the obstacles must have a known probabilistic velocity distribution. For all the experiments, the straight-line obstacles have stochastic velocities, $w=\{0.1,0.2,0.5,0.7\}$, with corresponding probabilities $p(w)=$ $\{0.3,0.2,0.3,0.3\}$. Experiments with obstacles traveling along constant-arc trajectories have $w=\left\{\frac{0.4}{20 \pi}, \frac{0.6}{20 \pi}, \frac{0.9}{20 \pi}, \frac{1.2}{20 \pi}\right\}$ and $p(w)=\{0.2,0.2,0.3,0.3\}$ with radii 30 , 40 and 50.

In Sects. 5.1 and 5.2, the robot is holonomic with a maximum velocity of 0.36 units per second. In Sect.5.3, the robot is a unicycle with a maximum velocity of $0.36 \mathrm{~m} / \mathrm{s}$ and maximum turn rate of $\frac{\pi}{5} \mathrm{rad} / \mathrm{s}$. The other critical parameters are $d_{\text {min }}=3 \mathrm{~m}$, the goal-gradient is a vector with magnitude 0.1 in the direction of the goal, the robot makes a decision and moves every $\Delta=0.01 \mathrm{~s}$, and the obstacle sampling interval is $T=1 \mathrm{~s}$.

### 5.1 Comparison of Holonomic Robot with Line and Arc Obstacles

The environmental setup is constant between all three methods. However, because the obstacles have stochastic velocity, multiple trials (100) are conducted and mean results presented. Each method is run with the same random seed. In these experiments, there are 25 constant-line obstacles and 25 constant-arc obstacles with stochastic velocities. Figure 2a shows the initial locations of the obstacles, as well as the start location (S) and goal location (G) of the robot.

Figure 2 b shows the percentage of trials which reach the goal without collision. The APF-SR method has the highest success rate ( $95 \%$ ); much higher than the next highest success rate ( $75 \%$ ) via the Gaussian method with $\sigma=0.45$. Hence, incorporating the formal SR set methods into the ad-hoc APF method provides a significant advantage. This advantage originates from the fact that the APF-SR method provides information about an obstacle's dynamics, enabling the robot to avoid an obstacle's path while maneuvering around all obstacles.

Of further interest is that the SR-Query method only achieves a $74 \%$ success rate in this experiment. This is because the robot using the SR-Query method is ambushed by obstacles while traversing an edge in the roadmap [7]. Recall that the SR-Query method only makes path planning decisions at nodes and is therefore vulnerable while traversing edges. However, the proposed APF-SR method does not suffer from this particular problem, making the proposed method more reactive to


Fig. 250 Obstacle Comparison: a The environment at $t=0$. The obstacles start outside the environment boundaries and move towards the robot. b Percentage of trials which reach the goal without collision. c Distance from the nearest obstacle over the coarse of the trial. d Example of the paths for a single stochastic trial. The start is marked with a S and the goal with a G . Gaussian methods do not reach to goal due to a collision
the moving obstacles. The APF-SR method makes path planning decisions at every timestep, while the SR-Query method only replans at nodes in the roadmap [7].

Figure 2c evaluates a second metric, clearance, which we define as the distance from the robot to the nearest obstacle averaged over all trials. The paths are normalized for comparison. The clearance of the APF-SR method is comparable to the clearance of the other methods. However, the shape of the potential field provides a more informed path through the obstacles. Figure 2d shows the difference in example paths for the four methods. The difference in the decisions can be seen in the yellow circle where the two Gaussian methods collide and stop. The Gaussian $\sigma=0.15$ method makes a slight turn to avoid the obstacle and is then hit. While the Gaussian $\sigma=0.45$ method makes a slightly more pronounced turn, it is still hit. However, the APF-SR method makes a much steeper turn due to the shape of the potential field, successfully avoids the moving obstacle, and reaches the goal.

### 5.2 Holonomic Robot with Ricocheting Line Obstacles

We compare the Gaussian method and the APF-SR method in challenging environments with 100 straight-line obstacles. Unlike in the previous experiment, the straight-line obstacles may ricochet off the walls defined in the 50 by 50 environment. This increases the difficulty of the problem as all obstacles are always present in the planning region. Figures 2 a and 3 a show the difference between the 50 obstacle and 100 obstacle experimental environments.

Figure 3b shows that the APF-SR method has a success rate of $86 \%$, while the Gaussians have a success rate of at most $56 \%$, for 100 obstacles. As expected, the success rate is lower than in the 50 obstacle experiment.

Since the clearances shown in Fig. 3c for each of the three methods are comparable, the shape of the APF allows the robot to take more informed paths through the


Fig. 3 50-300 Ricocheting Obstacles: a The 100 Obstacle environment at time $t=0$.b Success rate with increasing number of obstacles. c Distance from the nearest obstacle normalized over the path ( 100 Obstacles). d Example of the paths for a single stochastic obstacle run. The start is marked with ' $S$ ' and the goal with ' $G$ '. Gaussian-method paths do not reach to goal due to a collision


Fig. 4100 Obstacles with Unicycle Robot: a Percentage of trials which reach the goal without collision. b Distance from the nearest obstacle normalized over the path. c Paths example. The start is marked with a $S$ and the goal with a G. The paths for the Gaussian methods do not reach to goal due to a collision
obstacles. Figure 3d shows the path differences, particularly evident inside the yellow circle, where the three methods follow very different paths. The APF-SR method takes the most evasive action and successfully avoids collision, whereas the other two methods fail.

As the number of obstacles increases from 50 to 300 (Fig. 3b), the success rate decreases, as expected. However, the APF-SR method decreases at a slower rate and still has approximately $75 \%$ success rate with 200 obstacles, whereas the Gaussian methods have less than 25 \% success rate. By incorporating the SR sets, the APF-SR method can better avoid large numbers of obstacles. Further, the online execution of the APF-SR method is fast, scaling linearly with the number of obstacles. On a single core of an Intel 3.40 GHz CORE i7-2600 CPU with 8 GB of RAM, execution time is 0.0168 ms per step for the 50 obstacle environment, and 0.0247 ms per step for the 100 obstacle environment.

### 5.3 Non-holonomic Unicycle

In this experiment, the robot is modeled as a non-holonomic unicycle (4) and the obstacles follow straight-line trajectories. The robot can only turn at a rate of $\frac{\pi}{5} \mathrm{rad} / \mathrm{s}$, which makes the problem more difficult than the holonomic case. We also note that this problem cannot be solved with the SR-Query method presented in [7] without path modification for the non-holonomic constraints.

Figure 4a compares the APF-SR method and the Gaussian methods. The APF-SR method performs approximately $50 \%$ better than the next highest Gaussian method. Thus, the SR set allows the APF-SR method to make significantly better path planning decisions.

Figure 4 b shows that clearance is comparable across all methods, indicating that the APF-SR method's repulsion fields produce more informed paths. Figure 4c shows an example of these paths for a single run. These paths differ more than the paths in the previous experiments. This is due to the limited ability of the robot to turn, and thus early differences in decisions result in large path differences later. For example, in the yellow circle in Fig. 4c, the APF-SR method diverges from the Gaussian method early on due to the shape of the potential field constructed with the SR sets. These paths are more erratic than the holonomic robot's paths because the robot's turning ability is limited and hence the robot must take more dramatic evasive motions to avoid the obstacles. The sharp direction changes are due to the unicycle changing velocity from positive to negative (or vice versa), which creates a sharp reversal.

## 6 Conclusion

The incorporation of the formal SR sets into the ad-hoc APF method provides the APF with a more accurate representation of the relative robot-obstacle dynamics, which leads to an increased success rate during path planning. The APF-SR method has a success rate at least $30 \%$ higher than other methods used for comparison. We also showed that this gain was due not to increased clearance from the obstacles, but rather to more informed path planning. The SR set informs the APF-SR algorithm of the direction and velocity of the obstacle, which is used to generate a repulsive potential that reflects the probability of collision. Hence the APF-SR algorithm can make informed planning decisions in the presence of multiple moving obstacles.

Acknowledgments Chiang, Lesser, and Oishi are supported in part by National Science Foundation (NSF) Career Award CMMI-1254990 and NSF Award CPS-1329878. Tapia and Malone are supported in part by the National Institutes of Health (NIH) Grant P20GM110907 to the Center for Evolutionary and Theoretical Immunology.

## References

1. Ge, S.S., Cui, Y.J.: New potential functions for mobile robot path planning. IEEE Trans. Robot. Autom. 16(5), 615-620 (2000)
2. Cetin, O., Kurnaz, S., Kaynak, O., Temeltas, H.: Potential field-based navigation task for autonomous flight control of unmanned aerial vehicles. Int. J. Autom. Control 5(1), 1-21 (2011)
3. Khuswendi, T., Hindersah, H., Adiprawita, W.: UAV path planning using potential field and modified receding horizon a* 3d algorithm. In: International Conference on Electrical Engineering and Informatics (ICEEI), pp. 1-6 (2011)
4. Lam, C.P., Chou, C.T., Chiang, K.H., Fu, L.C.: Human-centered robot navigation towards a harmoniously human-robot coexisting environment. IEEE Trans. Robot. 27(1), 99-112 (2011)
5. Lee, H.C., Yaniss, T., Lee, B.H.: Grafting: a path replanning technique for rapidly-exploring random trees in dynamic environments. Adv. Robot. 26(18), 2145-2168 (2012)
6. Narayanan, V., Phillips, M., Likhachev, M.: Anytime safe interval path planning for dynamic environments. In: Proceedings of IEEE International Conference on Intelligent Robots and Systems (IROS), pp. 4708-4715 (2012)
7. Malone, N., Lesser, K., Oishi, M., Tapia, L.: Stochastic reachability based motion planning for multiple moving obstacle avoidance. In: Hybrid Systems: Computation and Control, HSCC, pp. 51-60 (2014)
8. Van Den Berg, J., Ferguson, D., Kuffner, J.: Anytime path planning and replanning in dynamic environments. In: Proceedings IEEE International Conference on Robotics and Automation (ICRA), pp. 2366-2371 (2006)
9. Rodriguez, S., Lien, J.M., Amato, N.M.: A framework for planning motion in environments with moving obstacles. In: Proceedings IEEE International Conference on Intelligent Robots and Systems (IROS) (2007)
10. Jaillet, L., Simeon, T.: A PRM-based motion planner for dynamically changing environments. In: Proceedings of IEEE International Conference on Intelligent Robots and Systems (IROS) (2004)
11. Al-Hmouz, R., Gulrez, T., Al-Jumaily, A.: Probabilistic road maps with obstacle avoidance in cluttered dynamic environment. In: IEEE Intelligent Sensors, Sensor Networks and Information Processing Conference, pp. 241-245 (2004)
12. Bohlin, R., Kavraki, L.E.: Path planning using Lazy PRM. In: Proceedings of IEEE International Conference on Robotics and Automation (ICRA), pp. 521-528 (2000)
13. Khatib, O.: Real-time obstacle avoidance for manipulators and mobile robots. Int. J. Robot. Res. 5(1), 90-98 (1986)
14. Dolgov, D., Thrun, S., Montemerlo, M., Diebel, J.: Path planning for autonomous vehicles in unknown semi-structured environments. Int. J. Robot. Res. 29(5), 485-501 (2010)
15. Abate, A., Prandini, M., Lygeros, J., Sastry, S.: Probabilistic reachability and safety for controlled discrete time stochastic hybrid systems. Automatica 44, 2724-2734 (2008)
16. Summers, S., Kamgarpour, M., Lygeros, J., Tomlin, C.: A stochastic reach-avoid problem with random obstacles. In: Proceedings of International Conference Hybrid Systems: Computation and Control (HSCC), pp. 251-260 (2011)
17. Kamgarpour, M., Ding, J., Summers, S., Abate, A., Lygeros, J., Tomlin, C.: Discrete time stochastic hybrid dynamical games: verification and controller synthesis. In: IEEE Conference on Decision and Control, pp. 6122-6127 (2011)
18. Valavanis, K.P., Hebert, T., Kolluru, R., Tsourveloudis, N.: Mobile robot navigation in 2-d dynamic environments using an electrostatic potential field. IEEE Trans. Sys., Man, Cybern. 30(2), 187-196 (2000)
19. Ge, S.S., Cui, Y.J.: Dynamic motion planning for mobile robots using potential field method. Autom. Robots 13(3), 207-222 (2002)
20. Majumdar, A., Tedrake, R.: Robust online motion planning with regions of finite time invariance. In: Algorithmic Foundations of Robotics, pp. 543-558. Springer (2013)
21. Weijun, S., Rui, M., Chongchong, Y.: A study on soccer robot path planning with fuzzy artificial potential field. In: International Conference on Computing, Control and Industrial Engineering, vol. 1, June 2010, pp. 386-390
22. Vadakkepat, P., Tan, K.C., Ming-Liang, W.: Evolutionary artificial potential fields and their application in real time robot path planning. In: IEEE Congress on Evolutionary Computation, vol. 1, pp. 256-263 (2000)
23. Song, Q., Liu, L.: Mobile robot path planning based on dynamic fuzzy artificial potential field method. Int. J. Hybrid Inf. Technol. 5(4), 85-94 (2012)
24. Jaillet, L., Cortés, J., Siméon, T.: Sampling-based path planning on configuration-space costmaps. IEEE Trans. Robot. 26(4), 635-646 (2010)
25. Patil, S., Van Den Berg, J., Curtis, S., Lin, M.C., Manocha, D.: Directing crowd simulations using navigation fields. Trans. Vis. Comput. Graph. 17(2), 244-254 (2011)
26. Mitchell, I., Bayen, A., Tomlin, C.: A time-dependent Hamilton-Jacobi formulation of reachable sets for continuous dynamic games. Trans. Autom. Control 50(7), 947-957 (2005)
27. Margellos, K., Lygeros, J.: Hamilton-Jacobi formulation for reach-avoid problems with an application to air traffic management. American Control Conference, pp. 3045-3050 (2010)
28. Gillula, J.H., Hoffmann, G.M., Haomiao, H., Vitus, M.P., Tomlin, C.J.: Applications of hybrid reachability analysis to robotic aerial vehicles. Int. J. Robot. Res. (2011) 335-354
29. Takei, R., Huang, H., Ding, J., Tomlin, C.: Time-optimal multi-stage motion planning with guaranteed collision avoidance via an open-loop game formulation. In: Proceedings of IEEE International Conference on Robotics and Automation (ICRA), pp. 323-329 (2012)
30. Ding, J., Li, E., Huang, H., Tomlin, C.: Reachability-based synthesis of feedback policies for motion planning under bounded disturbances. In: Proceedings of IEEE International Conference on Robotics and Automation (ICRA), pp. 2160-2165 (2011)
31. Bertsekas, D.P.: Dynamic Programming and Optimal Control. Athena Sci. 1 (2005)
32. Massari, M., Giardini, G., Bernelli-Zazzera, F.: Autonomous navigation system for planetary exploration rover based on artificial potential fields. In: Dynamics and Control of Systems and Structures in Space (DCSSS), pp. 153-162 (2004)

# Distributed Range-Based Relative Localization of Robot Swarms 
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#### Abstract

This paper studies the problem of having mobile robots in a multi-robot system maintain an estimate of the relative position and relative orientation of nearby robots in the environment. This problem is studied in the context of large swarms of simple robots which are capable of measuring only the distance to near-by robots. We compare two distributed localization algorithms with different trade-offs between their computational complexity and their coordination requirements. The first algorithm does not require the robots to coordinate their motion. It relies on a non-linear least squares based strategy to allow robots to compute the relative pose of nearby robots. The second algorithm borrows tools from distributed computing theory to coordinate which robots must remain stationary and which robots are allowed to move. This coordination allows the robots to use standard trilateration techniques to compute the relative pose of near-by robots. Both algorithms are analyzed theoretically and validated through simulations.


## 1 Introduction

Most tasks which can be performed effectively by a group of robots require the robots to have some information about the relative positions and orientations of other nearby robots. For example in flocking [1] robots use the relative orientation of its neighbors to control their own heading and the relative position of its neighbors to ensure collision avoidance and group cohesion, in formation control [2] robots control their own position as a function of the relative position of their neighbors to reach a desired configuration, and in mapping [3] robots use the relative position and relative orientation of their neighbors to interpret and fuse the information collected by other robots. However, most of the existing work on localization requires landmarks with known positions on the environment, addresses localization of a single robot, requires complex computations, or relies on expensive sensors. Many environments of interest

[^17]prevent the use of landmarks, and in swarm platforms, computation is limited and large or costly sensors are not available.

We study the problem of having each robot in a multi-robot system compute the relative pose (position and orientation) of close-by robots relying only on distance estimates to close-by robots. This paper studies and compares algorithms which are appropriate for large populations of cheap and simple robots. The algorithms described in this paper are fully distributed, and the computations performed at each robot rely only on information available in its local neighborhood. This problem is ongoing, since for any mobile robot, the set of close-by robots and their relative pose changes throughout the execution.

We consider a general problem formulation which does not require explicit control over the motions performed by the robots. Specifically, the first algorithm we consider places no restrictions on the motion whatsoever. The second algorithm coordinates which robots are stationary and which robots are mobile, rotating robots between these roles in a fair and distributed fashion. This allows composing solutions to this problem with motion-control algorithms and implement different higher-level behaviors. Furthermore, we study this problem in a robot swarm setting, which imposes stringent sensor and computational restrictions on the solutions.

In a typical swarm platform, the communication, computation and sensing capabilities of individual robots are fairly limited. The communication limitations of the individual robots in a swarm platform rule out any strategy that requires collecting large amounts of data at hub locations, and yet, the simplicity of the individual robots demand some form of cooperation. Moreover, the computational constraints of individual robots exclude the possibility of storing and updating complex models of the world or other robots.

Therefore, to fully exploit the potential of a robot swarm platform, it is paramount to use decentralized strategies that allow individual robots to coordinate locally to complete global tasks. This is akin to the behavior observed in swarms of insects, which collectively perform a number of complex tasks which are unsurmountable by a single individual, all while relying on fairly primitive forms of local communication.

### 1.1 Related Work

For the most part, existing work on multi-robot localization requires either stationary landmarks in the environment or the ability for the robots to measure something other than just the distance to their neighbors. More importantly, most of the existing localization algorithms are tailored for small groups of capable robots, and place an emphasis on detailed error models to prevent drift over time. We briefly describe some of the more relevant works in the paragraphs below. In contrast, this paper addresses the problem of providing relative localization service for large groups of very simple robots which can only sense the distance of close-by robots. In this setting drift of the estimates is less of a concern, since the information is meant to be used for simple position control, and not to perform path integration over longer
time intervals. Concretely our goal is to allow robots to approximate the relative pose of their neighbors using only a couple of communication rounds and performing as little computation as possible.

The problem of localization using distance-only sensors has received a lot of attention, most of it focusing on landmark- or anchor-based localization. Using only connectivity information to stationary landmarks with known positions [4], it is possible to approximate the position of mobile nodes. When distance measurements to the landmarks with known positions are available (for example, via ultrasound) the Cricket Location-Support System is able to localize mobile nodes within predefined regions, and extending a similar setup it has been show how to obtain finer grained position information [5]. The more general case of fixed stationary landmarks with unknown initial positions has also been considered in the literature [6, 7].

The robust quadrilaterals algorithm [8], which is based on rigidity theory, is one of the few landmark-free localization methods that relies only on distance sensing between robots, and is the closest in spirit to the present work. However, the robust quadrilaterals algorithm was designed primarily for static sensor networks and cannot recover the relative orientation of the robots. More recently, global optimal solutions to this problem have also been proposed [9] which formulate localization as a weighted least squares estimation problem, and present algorithms in the same spirit to the first algorithm described in this paper.

There is also a large body of work on the problem of cooperative localization. One of the earliest works on cooperative localization [10] required bearing and (optionally) range-sensors and advocated for an approach where robots are divided into a group that is allowed to move and use odometry, and another group which plays the role of stationary landmarks. The work in [11] described a similar approach using range-sensors but requiring global all-to-all communication and sensing towards the landmarks. Both of these approaches neglect the distributed coordination problem of selecting which robots play the role of stationary beacons and which robots are allowed to move.

In the context of simultaneous localization and mapping, a Monte-Carlo Localization (MCL) approach shown to boost the accuracy of localization through cooperation of two or more robots [12]. Extended Kalman-Filters (EKF) have also been used with a similar effect [13]. Both of these works considered robots that have sensors capable of measuring the angle and distance to other robots, as well as sensors to sense the environment.

The MCL and EKF approaches have been subsequently extended and improved in recent works. For example [14] extended the EKF approach described in [13] to consider weaker forms of sensors, including distance-only sensing, and [15] described how to reduce the amount of state and communication required. The computational complexity of the EKF was further reduced in [16], and a communication-bandwidth aware solution was described in [17]. Similarly novel techniques to reduce the computational costs of the MCL approach have been proposed, for example [18] described a clustering technique to minimize the amount of state and communication required.

## 2 System Model

Let $V$ be a collection of robots deployed in a planar environment. The pose (aka kinematic state) of robot $u \in V$ at time $t \in \mathbb{R}^{+}$is described by a tuple $\operatorname{pose}_{u_{t}}=$ $\left\langle p_{u_{t}}, \phi_{u_{t}}\right\rangle$ where $p_{u_{t}} \in \mathbb{R}^{2}$ represents the position of robot $u$ at time $t$, and $\phi_{v_{t}} \in$ $[0,2 \pi)$ represents the orientation of robot $u$ at time $t$. Robots do not know their position or orientation.

Each robot has its own local coordinate system which changes as a function of its pose. Specifically, at time $t$ the local coordinate system of robot $u$ has the origin at its own position $p_{u_{t}}$ and has the $x$-axis aligned with its own orientation $\phi_{u_{t}}$. All sensing at a robot is recorded in its local coordinate system (cf. Fig. 1).

For $\theta \in[0,2 \pi)$ let $R_{\theta}$ and $\psi(\theta)$ denote rotation matrix of $\theta$ and a unit vector of angle $\theta$. The position of robot $w$ at time $t^{\prime}$ in the local coordinate system of robot $u$ at time $t$ is defined as $\left.p_{w_{t^{\prime}}}\right|_{u_{t}}=R_{-\phi_{u_{t}}}\left(p_{w_{t^{\prime}}}-p_{u_{t}}\right)=\left\|p_{w_{t^{\prime}}}-p_{u_{t}}\right\| \psi\left(\theta_{w_{t^{\prime}}} \mid u_{t}\right)$, and the orientation of robot $w$ at time $t^{\prime}$ in the local coordinate system of robot $u$ at time $t$ is defined as $\phi_{w_{t^{\prime}}} \mid u_{t}=\phi_{w_{t^{\prime}}}-\phi_{u_{t}}$. Hence the pose of robot $w$ at time $t^{\prime}$ in the local coordinate system of robot $u$ at time $t$ is described by the tuple pose $\left._{w_{t^{\prime}}}\right|_{u_{t}}=$ $\left\langle p_{w_{t^{\prime}}}\right| u_{t}, \phi_{w_{t^{\prime}}}\left|u_{t}\right\rangle$.

The communication graph at time $t$ is a directed graph $G_{t}=\left(V, E_{t}\right)$, where $E_{t} \subseteq V \times V$ as a set of directed edges such that $(u, v) \in E_{t}$ if and only if a message sent by robot $u$ at time $t$ is received by robot $v$. The neighbors of robot $u$ at time $t$ are the set of robots from which $u$ can receive a message at time $t$, denoted by $N_{u_{t}}=\left\{v \mid(v, u) \in E_{t}\right\}$.

For simplicity and ease of exposition, it is assumed that computation, communication and sensing proceeds in synchronous lock-step rounds $\{1,2, \ldots\}$. In practice synchronizers [19] can be used to simulate perfect synchrony in any partially synchronous system. If robot $u$ receives a message from robot $w$ at round $i$ then robot $u$ can identify the message originated from $w$, and estimate the distance $\left\|p_{v_{i}}-p_{w_{i}}\right\|=d_{i}(u, w) .{ }^{1}$

Robots are capable of using odometry to estimate their pose change between rounds in their own local coordinate system. Specifically at round $j$ a robot $u \in V$ can estimate its translation change $\left.p_{u_{i}}\right|_{u_{j}}$ with respect to round $i<j$ and its orientation change $\left.\phi_{u_{i}}\right|_{u_{j}}$ with respect to round $i<j$. It is assumed that odometry estimates are reliable over intervals of two or three rounds (i.e. $i>=j-3$ ), but suffer from drift over longer time intervals.

### 2.1 Problem Formulation

Formally, the problem statement requires that at every round $i$, each robot $u$ computes the relative pose pose $\left.e_{w_{i}}\right|_{u_{i}}$ of every neighboring robot $w \in N_{u_{i}}$. Robots can only

[^18]Fig. 1 In a global coordinate system $u$ is pointing right and $w$ is pointing down. In robot $u$ 's local coordinate system robot $p_{w_{t}}$ is in front of robot $p_{u_{t}}$, and in robot $w$ 's local coordinate system robot $p_{u_{t}}$ is to the right of robot $p_{w_{t}}$

perceive each other through distance sensing. For a robot $u$ to compute the pose of a neighboring robot $w$ at a particular round, it must rely on the distance measurements and communication graph in the previous rounds, as well as the odometry estimates of $u$ and $w$ in previous rounds.

The algorithms considered do not require controlling the motion performed by each robot; the first algorithm imposes no constraints, and the second algorithm requires only to coordinate when robots can move, but not the motion they execute. This allows these algorithms to be run concurrently with any motion control algorithm. Moreover, the algorithms are tailored for large swarms of simple robots, and as such the size of the messages or the computation requirements do not depend on global parameters such as the size or diameter of the network.

## 3 Localization Without Coordination

This section describes a distributed localization algorithm that requires no motion coordination between robots and uses minimal communication. Each robot localizes its neighbors by finding the solution to a system of non-linear equations. For simplicity, this section assumes that distance sensing and odometry estimation is perfect (e.g. noiseless); a similar treatment is possible if considering zero-mean Gaussian noise. Section 5 describes how the results presented here can be easily extended to handle noisy measurements.

Consider any pair of robots $a$ and $b$ for a contiguous interval of rounds $I \subset \mathbb{N}$. To simplify notation let $p_{a_{j} \rightarrow b_{k}}=p_{b_{k}}-p_{a_{j}}$ denote the vector, in the global coordinate system, that starts at $p_{a_{j}}$ and ends at $p_{b_{k}}$.

Observing Fig. 2 it is easy to see that starting at $p_{a_{i}}$ (and in general starting at any $p_{a_{j}}$ for some $j<k$ ) there are at least two ways to arrive to $p_{b_{k}}$. For instance, by first traversing a dotted line and then a solid line or vice versa. Indeed, this holds since by definition for all $j \leq k$ we have:

$$
\begin{equation*}
p_{a_{j} \rightarrow a_{k}}+p_{a_{k} \rightarrow b_{k}}=p_{a_{j} \rightarrow b_{k}}=p_{a_{j} \rightarrow b_{j}}+p_{b_{j} \rightarrow b_{k}} . \tag{1}
\end{equation*}
$$



Fig. 2 Robot $a$ and $b$ in rounds $I=\{i, \ldots, k\}$

For $j=k$ equation (1) is vacuously true and for $j<k$ it represents a constraint on the relative pose of robots $a$ and $b$ in terms of quantities that individual robots can either sense or compute. Next, we massage the previous equation to represent a constraint on the relative pose in terms of known quantities.

$$
\begin{align*}
p_{a_{j} \rightarrow a_{k}}-p_{b_{j} \rightarrow b_{k}}+p_{a_{k} \rightarrow b_{k}} & =p_{a_{j} \rightarrow b_{j}} \\
-\left.R_{\phi_{a_{k}}} p_{a_{j}}\right|_{a_{k}}+\left.R_{\phi_{b_{k}}} p_{b_{j}}\right|_{b_{k}}+\left.R_{\phi_{a_{k}}} p_{b_{k}}\right|_{a_{k}} & =\left.R_{\phi_{a_{j}}} p_{b_{j}}\right|_{a_{j}} \\
\left.p_{a_{j}}\right|_{a_{k}}+\left.R_{\phi_{b_{k}} \mid a_{k}} p_{b_{j}}\right|_{b_{k}}+\left.p_{b_{k}}\right|_{a_{k}} & =\left.R_{\phi_{a_{j}}-\phi_{a_{k}}} p_{b_{j}}\right|_{a_{j}} \\
\left\|\left.p_{a_{j}}\right|_{a_{k}}+\left.R_{\phi_{b_{k}} \mid a_{k}} p_{b_{j}}\right|_{b_{k}}+\left.p_{b_{k}}\right|_{a_{k}}\right\| & =\left\|p_{b_{j}} \mid a_{j}\right\| \\
\left\|-\left.p_{a_{j}}\right|_{a_{k}}+\left.R_{\phi_{b_{k}} \mid a_{k}} p_{b_{j}}\right|_{b_{k}}+d_{k}(a, b) \psi\left(\theta_{b_{k}} \mid a_{k}\right)\right\| & =d_{j}(a, b) \tag{2}
\end{align*}
$$

Dissecting equation (2); $d_{j}(a, b)$ and $d_{k}(a, b)$ are known and correspond to the estimated distance between robot $a$ and $b$ at round $j$ and $k$ respectively; $\left.p_{a_{j}}\right|_{a_{k}}$ and $p_{b_{j}} \mid b_{k}$, are also known, and correspond to the odometry estimates from round $j$ to round $k$ taken by robot $a$ and $b$ respectively; finally $\left.\phi_{b_{k}}\right|_{a_{k}}$ and $\left.\theta_{b_{k}}\right|_{a_{k}}$ are both unknown and correspond to the relative position and orientation of robot $b$ at round $k$ in the local coordinate system of robot $a$ at round $k$.

Considering equation (2) over a series of rounds yields a non-linear system that, if well-behaved, allows a robot to estimate the relative pose of another. To avoid an undetermined system we require at least two equations, since there are two unknowns.

In practice we observed that even when the measurements are noisy, the additional information provided by the overconstrained system does not provide improvements to merit the additional computational cost, even when the measurements are noisy.

The following distributed algorithm leverages the constraints captured by a system of $\delta \geq 2$ equations to allow every robot to compute the relative pose of its neighbors.

```
Algorithm 1 Localization without Coordination
    for each robot \(u \in V\) and every round \(k \in\{1, \ldots\}\) do
        broadcast \(\left\langle\left. p_{u_{k-1}}\right|_{u_{k}},\left.\phi_{u_{k-1}}\right|_{u_{k}}\right\rangle\)
        receive \(\left\langle\left. p_{w_{k-1}}\right|_{w_{k}}, \phi_{w_{k-1}} \mid w_{k}\right\rangle\) for \(w \in N_{u_{k}}\)
        \(I=\{k-\delta, k\}\)
        for each \(w \in \bigcap_{j \in I} N_{u_{j}}\) do
            integrate odometry \(\left.p_{u_{j}}\right|_{u_{k}},\left.\phi_{u_{j}}\right|_{u_{k}}\) for \(j \in I\)
            find \(\left.\hat{\theta}_{w_{k}}\right|_{u_{k}},\left.\hat{\phi}_{w_{k}}\right|_{u_{k}}\) such that (2) holds \(\forall j \in I\)
            \(\left.\operatorname{pose}_{w_{k}}\right|_{u_{k}} \leftarrow\left\langle d_{k}(u, w) \psi\left(\left.\hat{\theta}_{w_{k}}\right|_{u_{k}}\right),\left.\hat{\phi}_{w_{k}}\right|_{u_{k}}\right\rangle\)
```

At each round of Algorithm 1 every robot sends a constant amount of information (its odometry measurements for that round) and therefore its message complexity is $O(1)$. The computational complexity of Algorithm 1 is dominated by solving the system of non-linear equations (line 7), which can be done by numerical methods [21] in $O\left(\varepsilon^{-2}\right)$ where $\varepsilon$ is the desired accuracy.

Regardless of the choice of $\delta$ there are motion patterns for which any algorithm that does not enforce a very strict motion coordination (which includes Algorithm 1, which enforces no motion coordination) cannot recover the relative pose of neighboring robots. These motions are referred to as degenerate, and are described next (see Fig. 3). First, if during $\delta$ rounds two robots follow a linear trajectory, then the relative



Fig. 3 Due to generate motions yellow (light gray) robot cannot fully resolve the relative position of green (dark gray) robot. a Flip ambiguity. b Rotation ambiguity
pose between these robots can only be recovered up to a flip ambiguity. Second, if during $\delta$ rounds one robot follows a displaced version of the trajectory followed by another robot, then it is possible to infer the relative orientation of the robots, but a rotation ambiguity prevents the recovery of the relative position. A degenerate motion can be a flip ambiguity, a rotation ambiguity, or a combination of both (cf. Fig. 3).

Fortunately degenerate motions are rare. More precisely degenerate motions are a set of measure zero (for example, this implies that if the motions are random, then with probability 1 they are not degenerate). This can be shown to be a consequence of the generic rigidity of a triangular prism in Euclidean 2-space, see [22] for a thorough treatment of rigidity. The next theorem formalizes the properties of the algorithm (all proofs were omitted due to lack of space).

Theorem 1 If at round $i$, robots $u$ and $w$ have been neighbors for a contiguous interval of $\delta$ or more rounds, and perform non-degenerate motions, then at round $i$ Algorithm 1 computes pose $\left.{ }_{w_{i}}\right|_{u_{i}}$ at $u$ and $\left.\operatorname{pose}_{u_{i}}\right|_{w_{i}}$ at $w$.

## 4 Localization with Coordination

This section describes a distributed localization algorithm that uses a simple stop/move motion coordinate scheme, and requires communication proportional to the number of neighbors. Using the aforementioned motion coordination scheme allows robots to compute the relative pose of neighboring robots through trilateration.

By collecting multiple distance estimates a moving robot can use trilateration to compute the relative position of a stationary robot; as before standard techniques can be used to extend this to the case of zero-mean noise, briefly detailed in Sect. 5. Two such distance estimates already suffice to allow the moving robot to compute the relative position of a stationary robot up to a flip ambiguity (i.e., a reflection along the line that passes through the coordinates at which the measurements were taken).

Consider two neighboring robots $u$ and $w$ where from round $k-1$ to round $k$ robot $u$ moves while robot $w$ remains stationary (see Fig. 4). Robot $u$ can compute the relative position $\left.p_{w_{k}}\right|_{u_{k}}$ of robot $w$ at round $k$ up to a flip ambiguity, relying only on the distance measurements to robot $w$ at round $k-1$ and round $k$, and its own odometry for round $k$. Specifically the cosine law yields the following.

$$
\begin{align*}
\ell_{u_{k}} & =\left\|p_{u_{k-1}}| |_{u_{k}}\right\| \quad \alpha_{u_{k}}=\measuredangle\left(p_{u_{k-1}} \mid u_{k}\right) \\
\left.\beta_{w_{k}}\right|_{u_{k}} & =\cos ^{-1}\left(\frac{\ell_{u_{k}}^{2}+d_{k}^{2}(u, w)-d_{k-1}^{2}(u, w)}{2 \ell_{u_{k}} d_{k}(u, w)}\right)  \tag{3}\\
\left.\gamma_{w_{k}}\right|_{u_{k}} & =\cos ^{-1}\left(\frac{d_{k}^{2}(u, w)+d_{k-1}^{2}(u, w)-\ell_{u_{k}}^{2}}{2 d_{k}(u, w) d_{k-1}(u, w)}\right)  \tag{4}\\
\left.\theta_{w_{k}}\right|_{u_{k}} & =\left.\alpha_{u_{k}} \mp \beta_{w_{k}}\right|_{u_{k}} \tag{5}
\end{align*}
$$



Fig. 4 Moving robot (green/dark gray) uses trilateration to compute the relative position of stationary robot (yellow/light gray) up to a flip ambiguity

$$
\begin{equation*}
\left.\theta_{u_{k}}\right|_{w_{k}}=\left.\theta_{u_{k-1}}\right|_{w_{k}} \pm\left.\gamma_{w_{k}}\right|_{u_{k}} \tag{6}
\end{equation*}
$$

In order for robot $u$ to fully determine the relative pose of robot $w$ at round $k$ (ignoring the flip ambiguity) it remains only to compute $\left.\phi_{w_{k}}\right|_{u_{k}}$. Observe that given knowledge of $\left.\theta_{u_{k-1}}\right|_{w_{k}}$, robot $u$ can leverage Eq. 6 to compute $\left.\theta_{u_{k}}\right|_{w_{k}}$ using the correction term $\left.\gamma_{w_{k}}\right|_{u_{k}}$ computed through the cosine law. The following identity can be leveraged to easily recover $\left.\phi_{w_{k}}\right|_{u_{k}}$ using $\left.\theta_{u_{k}}\right|_{w_{k}}$ and $\theta_{w_{k}} \mid u_{u_{k}}$.

$$
\begin{equation*}
\left.\phi_{u_{k}}\right|_{w_{k}}=\left.\theta_{w_{k}}\right|_{u_{k}}-\left.\theta_{u_{k}}\right|_{w_{k}}+\pi(\bmod 2 \pi) \tag{7}
\end{equation*}
$$

Summing up, if robot $u$ moves from round $k-1$ to round $k$ while robot $w$ remains stationary, then using $d_{k-1}(u, w), d_{k}(u, w)$ and $\left.p_{u_{k-1}}\right|_{u_{k}}$ robot $u$ can compute the relative position of robot $w$ at time $k$. If knowledge of $\left.\theta_{u_{k-1}}\right|_{w_{k}}$ is available robot $u$ can also compute the relative orientation of robot $w$ at time $k$. Both the position and orientation are correct up to a flip ambiguity.

A robot can resolve the flip ambiguity in position and orientation by repeating the above procedure and checking for consistency of the predicted position and orientation. We refer to motions which preserve symmetry and therefore prevent the flip ambiguity from being resolved (for instance, collinear motions) as degenerate (cf. Fig. 5).

Observe that the distance measurements between a stationary robot and a moving robot are invariant to rotations of the moving robot around the stationary robot (cf. Fig.6). This prevents a stationary robot from recovering the relative position of a moving neighbor using any number of distance estimates.


Fig. 5 Moving robot (yellow/light gray) localizing a stationary robot (green/dark gray) using distance measurements (dashed lines) and odometry (solid arrows). a Flip ambiguity. b Unambiguous


Fig. 6 Stationary robot (yellow) cannot compute the relative position of the moving robot (green), since all distance measurements (dashed lines) are invariant to rotations around the stationary robot

However, in order for robot $u$ to recover the orientation of robot $w$, robot $w$-which remains stationary from round $k-1$ to round $k$-must compute $\left.\theta_{u_{k-1}}\right|_{w_{k-1}}=\left.\theta_{u_{k-1}}\right|_{w_{k}}$ and communicate it to robot $u$ by round $k$.

Therefore, in order to leverage the previous trilateration procedure requires coordinating the motion of the robots in a manner that gives every robot a chance to move and ensures that when a robot is moving its neighbors remain stationary. Formally, a motion-schedule is an algorithm that at each round classifies every robots as being either mobile or stationary. A motion-schedule is well-formed if at every round $i$ the set of robots classified as mobile define an independent set of the communication graph $G_{i}$ (i.e. no two mobile robots are neighbors). The length of a motion-schedule is the maximum number of rounds that any robot must wait before it is classified as mobile. A motion-schedule is valid if it is well-formed and has finite length.

The validity of a motion-schedule ensures that mobile robots can use trilateration to compute the relative positions of all its neighbors, and having a motion-schedule of finite length guarantees every robot gets a chance to move. The next subsection provides a description of a distributed algorithm that produces a valid motion-schedule. Algorithm 2 describes a distributed localization algorithm that leverages a valid motion-schedule and trilateration.

At each round of Algorithm 2 every robot sends a message containing its own odometry estimates and $\Theta_{u_{k-1}}$, which is the set of previous position estimates (one for each of its neighbor), and therefore its message complexity is $O(\Delta)$. Mobile robots use trilateration to compute the relative position and relative orientation of its neighbors, and when possible stationary robots update the relative position and orientation of mobile robots using the received odometry estimates. In either case, the amount of computation spent by Algorithm 2 to localize each robot is constant.

Theorem 2 (Assuming a valid motion-schedule) If at round $i$, robots $u$ and $w$ have been neighbors for a contiguous set of rounds during which robot u performed a non-degenerate motion, then at round $i$ Algorithm 2 computes pose $\left.{ }_{w_{i}}\right|_{u_{i}}$ at $u$.

```
Algorithm 2 Localization with Coordination
[h]
    \(\Theta_{u_{0}} \leftarrow \emptyset \forall u \in V\)
    for each robot \(u \in V\) and every round \(k \in\{1, \ldots\}\) do
        broadcast \(\left\langle\left. p_{u_{k-1}}\right|_{u_{k}},\left.\phi_{u_{k-1}}\right|_{u_{k}}, \Theta_{u_{k-1}}\right\rangle\)
        receive \(\left\langle\left. p_{w_{k-1}}\right|_{w_{k}},\left.\phi_{w_{k-1}}\right|_{w_{k}}, \Theta_{u_{k-1}}\right\rangle\) for \(w \in N_{u_{k}}\)
        if state \(=\) mobile then
            \(\Theta_{u_{k}} \leftarrow\left\{\left.\hat{\theta}_{w_{k}}\right|_{u_{k}}\right.\) through Eq. (4-5) \(\}\)
            \(\left.\phi_{w_{k}}\right|_{u_{k}} \leftarrow\) use Eq. (6-7) \(\forall w \in N_{u_{k}}\)
            use previous state resolve flip in \(\Theta_{u_{k}}\)
        else
            update \(\Theta_{u_{k}}\) through \(\left.\phi_{w_{k}-1}\right|_{w_{k}},\left.p_{w_{k-1}}\right|_{w_{k}}\)
        pôse \(\left.e_{w_{k}}\right|_{u_{k}} \leftarrow\left\langle d_{k}(u, w) \psi\left(\hat{\theta}_{w_{k}}| |_{u_{k}}\right),\left.\hat{\phi}_{w_{k}}\right|_{u_{k}}\right\rangle \forall w \in N_{u_{k}}\)
        state \(\leftarrow\) MOTION-SCHEDULER
        if state \(=\) mobile then
            move according to MOTION-CONTROLLER
        else
            remain stationary
```


### 4.1 Motion Scheduling

As a straw-man distributed algorithm that requires no communication and outputs a valid motion-schedule, consider an algorithm that assigns a single mobile robot to each round, in a round robin fashion (i.e. at round $i$ let robot $k=i \bmod n$ be mobile and let the remaining $n-1$ robots be stationary). Although the motionschedule produced by such an algorithm is valid, it is not suited for a swarm setting, since it exhibits no parallelism and the time required for a robot to move is linear on the number of robots.

Finding a motion-schedule that maximizes the number of mobile robots at any particular round is tantamount to finding a maximum independent set (aka MaxIS) of the communication graph, which is NP-hard. Similarly, finding a motion-schedule with minimal length implies finding a vertex-coloring with fewest colors of the communication graph, which is also NP-hard.

Algorithm 3 describes a motion-schedule with the more modest property of having the set of moving robots at each round define a maximal independent set (aka MIS) of the communication graph. Once a robot is classified as being mobile, it does not participate on subsequent MIS computations, until each of its neighbors has also been classified as mobile. Given these properties, it is not hard to show that for any robot $u$ and a round $k$, the number of rounds until robot $u$ is classified as mobile is bounded by the number of neighbors of robot $u$ at round $k$.

Theorem 3 Algorithm 3 defines a valid motion-schedule with length $\Delta+1$.
The description of Algorithm 3 utilizes a distributed MIS algorithm as a subroutine (line 4 in the pseudo-code). However, it should be noted that the problem of finding an MIS with a distributed algorithm is a fundamental symmetry breaking problem and is far from trivial. Fortunately, the MIS problem has been studied extensively by the distributed computing community, and extremely efficient solutions have been proposed under a variety of communication models [23-25]. The classic solution [23] requires $O(\log n)$ communication rounds and every node uses a total of $O(\log n)$ [26] bits of communication. For a wireless network settings, it is known [24] how to find an MIS exchanging at most $O\left(\log ^{*} n\right)^{2}$ bits. Due to lack of space, for the purposes of this paper it should suffice to know that it is possible to implement a distributed MIS protocol in the lower communication layers without significant overhead.

```
Algorithm 3 Motion-Scheduler
[h]
    if \(\forall w \in N_{u}\) state \(_{w}=\) inactive then
        state \(_{u} \leftarrow\) compete
    if state \(_{u}=\) compete then
        if \(u\) is selected in distributed MIS then
            state \(_{u} \leftarrow\) inactive
            output mobile
    output stationary
```

[^19]
## 5 Algorithm Evaluation

This section evaluates the performance of the proposed localization algorithms considering that both the distance measurements and the odometry estimates are subject to noise. We use a simulator environment tailored to closely resemble the physical characteristics of the Kilobot swarm platform.

Specifically we assume the distance measurements of each robot are subject to independent zero-mean Gaussian noise with variance $\sigma_{d}$ and the odometry estimates is subject to two independent sources of noise; the orientation component is subject to zero-mean Gaussian noise with variance $\sigma_{\phi}$, and the translation component is subject to a two-dimensional symmetric zero-mean Gaussian noise with variance $\sigma_{x y}$. We do not use the standard noise assumptions on the odometry model, since our odometry model is modeling the noise present in the external overhead computer vision system used to provide odometry on the Kilobot swarm platform (the stick-slip locomotion used by the Kilobot swarm produces movements that depend on the imperfections of the surface underneath each robot, so they cannot have odometry built-in).

Algorithm 1 relied on finding a zero in a non-linear system of equations constructed using the distance estimates and odometry estimates pertinent to that robot. When these estimates are subject to noise, the corresponding non-linear system is no longer guaranteed to have a zero. To cope with noisy measurements it suffices to instead look for the point that minimizes the mean-squared error. This incurs in no additional computational overhead, since it can be accomplished using the same numerical methods used in the noiseless case.

The length of each simulation trial is 20 rounds of $6 \mathrm{~s}(2 \mathrm{~min})$. A total of 50 trials were carried out for each different combination of noise parameters. In each trial, 20 robots are deployed randomly in a region of $10 \mathrm{~m} \times 10 \mathrm{~m}$, and at each round each robot is allowed to perform a motion with a random orientation change between $[-\pi / 4, \pi / 4]$ and a translation change which is normally distributed with a mean of 3 m and a variance of 0.5 m . The length of each trial is 20 rounds of $6 \mathrm{~s}(2 \mathrm{~min})$. The plots below (cf. Figs. 7 and 8) show the mean squared error (MSE) in the computed position (blue) and orientation (red) over 50 random trials for various different noise parameters. Since to initialize the position and orientation estimates Algorithm 2 requires at least three rounds, the first three rounds of every trial were discarded.

Not surprisingly the results produced by Algorithm 1 are sensitive to errors in all axis, although it is slightly more robust to errors in the translation odometry than in the distance sensing. Furthermore, the relative orientation estimate was consistently more tolerant to noise than the position estimate. As it would be expected, for all the different noise settings, increasing the parameter $\delta$ from 2 to 3 consistently reduced the MSE in both position and orientation produced by Algorithm 1. However, increasing $\delta$ also increases the computational costs of the algorithm and only gives diminishing returns.

Algorithm 2 is evaluated with the same parameters as Algorithm 1 with one exception; to keep the number of motions per trial for Algorithm 1 and Algorithm 2 roughly the same, the length of the trial was doubled to 40 rounds, since at each


Fig. 7 Each plot shows MSE of the position (blue) and orientation (red) as a function of one component of the variance $\Sigma$. The vertical axis goes from 0 to $\pi$. From left to right, each column shows the MSE as a function of $\sigma_{d}, \sigma_{o}$ and $\sigma_{x, y}$. The top row shows the results with $\delta=2$ and the bottom row for $\delta=3$


Fig. 8 Plots show MSE of the position (blue) and orientation (red) as a function of one component of the variance $\Sigma$. The vertical axis goes from 0 to $\pi$. From left to right, each column shows the MSE as a function of $\sigma_{d}, \sigma_{o}$ and $\sigma_{x, y}$
round, for every pair of nodes, only one of them will be mobile and the other will remain stationary.

The pose estimates produced by Algorithm 2 are for the most part equally affected by noise in either of the dimension. As it was the case with Algorithm 1, the relative orientation estimate was consistently more tolerant to noise than the position estimate. Overall compared to Algorithm 1, the results show that Algorithm 2 is in all respects less sensitive to noise. This, together with its computational simplicity, make it more suitable for implementation on the Kilobot platform.

### 5.1 Motion Control and Localization

Here we explore the feasibility of composing existing motion control algorithms with the proposed localization algorithms. For its simplicity we consider the canonical problem of flocking [1]. Informally, flocking describes an emergent behavior of a collection of agents with no central coordination that move cohesively despite having no common a priori sense of direction.

Flocking behavior has received a lot of attention in the scientific community. Vicsek et al. [27] studied flocking from a physics perspective through simulations and focused on the emergence of alignment in self-driven particle systems. Flocking has also been studied from a control theoretic perspective, for example in [28, 29], where the emphasis is on the robustness of the eventual alignment process despite the local and unpredictable nature of the communication.

We study a flocking behavior where each robot aligns its heading with its neighbors and avoids colliding with close by neighbors. Namely, at each round every robot steers its own orientation to the average orientation of its neighbors, adjusting its speed to avoid getting to close to any of its neighbors. It has been shown [28, 29] that under very mild assumptions this converges to a state where all robots share the same orientation.

Figure 9 shows the results of the described average-based flocking algorithm when combined with Algorithm 1 to provide relative orientation estimates. Initially the first rounds the robots move erratically while the position and orientation estimates are initialized, and soon after the orientations of all the robots converge. Increasing the error in the distance sensing and odometry measurements is translated in greater inaccuracy in the resulting relative orientation estimates, which affects the resulting flocking state.

Before the swarm reaches the steady state the distance measurements can be used to localize, and localization becomes impossible only when adjustments are no longer needed and the swarm is in steady state.


Fig. 9 Final configuration of 6 robots after four 40 round runs of a flocking algorithm composed with Algorithm 1. From left to right the variance of all noise parameters was increased with same starting configuration

## 6 Conclusions and Future Work

We considered two distributed algorithms to solve the relative localization problem tailored for swarms of simple robots. The algorithms have different communication and computational requirements, as well as different robustness to sensing errors. Specifically, having greater communication and coordination allows us to reduce the required computational complexity and increase the robustness to sensing errors. In future work, we hope to further study whether this trade-off is inherent to the problem or not.

We are currently implementing the described algorithms on the Kilobot swarm platform. The Kilobot platform has no floating point unit and limited program memory (30k), as well as very limited bandwidth ( 24 bytes per second). Thus, even simple algorithms require careful tuning and optimization of all parameters in order to be implemented on the Kilobots. We are also investigating algorithms with fewer communication requirements.
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# Computing Large Convex Regions of Obstacle-Free Space Through Semidefinite Programming 

Robin Deits and Russ Tedrake


#### Abstract

This paper presents IRIS (Iterative Regional Inflation by Semidefinite programming), a new method for quickly computing large polytopic and ellipsoidal regions of obstacle-free space through a series of convex optimizations. These regions can be used, for example, to efficiently optimize an objective over collision-free positions in space for a robot manipulator. The algorithm alternates between two convex optimizations: (1) a quadratic program that generates a set of hyperplanes to separate a convex region of space from the set of obstacles and (2) a semidefinite program that finds a maximum-volume ellipsoid inside the polytope intersection of the obstaclefree half-spaces defined by those hyperplanes. Both the hyperplanes and the ellipsoid are refined over several iterations to monotonically increase the volume of the inscribed ellipsoid, resulting in a large polytope and ellipsoid of obstacle-free space. Practical applications of the algorithm are presented in 2D and 3D, and extensions to $N$-dimensional configuration spaces are discussed. Experiments demonstrate that the algorithm has a computation time which is linear in the number of obstacles, and our MATLAB [18] implementation converges in seconds for environments with millions of obstacles.


## 1 Introduction

This work was originally motivated by the problem of planning footsteps for a bipedal robot on rough terrain. We consider areas where the robot cannot safely step as obstacles, and we plan whole-body walking motions of the robot by optimizing over the space of safe foot positions. Planning around obstacles generally introduces non-convex constraints, which typically can only be solved with weak or probabilistic notions of optimality and completeness. In practice, we want a real-time footstep planner that we can trust to find a locally-good path if it exists.

[^20]One approach to combat the non-convexity of the constraints is to divide the obstacle-free region of space into a minimal discrete set of (possibly overlapping) convex regions, but this subdivision is nontrivial. For this work, we assume a configuration space consisting of a bounded region in $\mathbb{R}^{n}$ which contains polyhedral obstacles. When $n=2$, we can think of the free space as a polygon with polygonal holes. Even for this simple case, the problem of partitioning the free space into a minimum number of convex parts is NP-hard [13]. Additionally, searching for the minimum number of convex regions may not be the correct problem to solve; we may be willing to give up having a complete cover of the space in order to reduce the number of convex pieces.

In our bipedal robot application, we expect that a human operator or a higher-level planning algorithm can provide helpful guidance about the general area into which the robot should step. If, for example, the operator were to select one or more seed points in space, indicating possible areas into which the robot could step, we would like to find large, convex, obstacle-free regions near those selected points in space so that we can perform an efficient convex optimization of the precise step locations.

A concrete example may be helpful here. Figure 1a shows a simple rectangular region with two rectangular obstacles. The obstacle-free region can be minimally decomposed into two non-overlapping convex regions, as shown in Fig. 1b. However, running our algorithm once using the green point as a seed results in a single larger region around the point of interest while maintaining convexity, as shown in Fig. 1c. Additional runs of the algorithm, seeded from the remaining obstacle-free space, could fill the remaining space if desired. Figure 2 shows the same approach applied to real terrain map data captured from an Atlas humanoid robot, using the software developed by Team MIT for the DARPA Robotics Challenge [5].

Our approach, as described in Sect.3, begins with an initial guess, defined as a point in $\mathbb{R}^{n}$. We construct an initial ellipsoid, consisting of a unit ball centered on the selected point. We then iterate through the obstacles, for each obstacle generating a hyperplane which is tangent to the obstacle and separates it from the ellipsoid. These hyperplanes then define a set of linear constraints, whose intersection is a polytope.
(a)

(b)

(c)


Fig. 1 A simple 2D environment with two rectangular obstacles and a point of interest (left). The minimal non-overlapping convex decomposition of the obstacle-free space produces two polygonal regions (center), while our algorithm produces a larger convex region about the point of interest and an inscribed ellipsoidal region (right)


Fig. 2 A visualization of an Atlas humanoid standing in front of a set of tilted steps, as seen in the DARPA Robotics Challenge 2014 trials [5], with two convex regions of safe terrain displayed (blue ellipses and red polytopes). The green circles indicate two points chosen by a human operator for possible locations of the next footstep. To compute the safe regions, we construct a grid of height values from LIDAR scans, check the steepness of the terrain at every point on the grid, and convert any cells with steepness above a threshold into obstacles. We then run the IRIS algorithm with these obstacles starting from the user-selected points

We can then find a maximal ellipsoid in that polytope, then use this ellipsoid to define a new set of separating hyperplanes, and thus a new polytope. We choose our method of generating the separating hyperplanes so that the ellipsoid volume will never decrease between iterations. We can repeat this procedure until the ellipsoid's rate of growth falls below some threshold, at which point we return the polytope and inscribed ellipsoid. Examples of this procedure in 2D and 3D can be seen in Figs. 3 and 4, respectively.

The IRIS algorithm presented here assumes that the obstacles themselves are convex, which is an important limitation. However, existing algorithms for approximate or exact convex decomposition can be easily used to segment the obstacles into convex pieces before running our algorithm [12, 17], and the favorable performance of our algorithm for large numbers of obstacles means that the decomposition of the obstacles need not be minimal. It is also important to note that the algorithm as written here does not guarantee that the initial point in space provided by the user will be contained in the final ellipsoid or polytope. In the experiments presented in Fig. 5, the point was contained in the final hull $95 \%$ of the time. If this condition is required by the application, then the algorithm can be terminated early should the region found ever cease to include the start point.


Fig. 3 A demonstration of the IRIS algorithm in a planar environment consisting of 20 uniformly randomly placed convex obstacles and a square boundary. Each row above shows one complete iteration of the algorithm: on the left, the hyperplanes are generated, and their polytope intersection is computed. On the right, the ellipse is inflated inside the polytope. After three iterations, the ellipse has ceased to grow, and the algorithm has converged


Fig. 4 An example of generating a large convex region in configuration space. A 2D environment containing 10 square obstacles was generated, and the configuration space obstacles for a rodshaped robot in that environment were built by dividing the orientations of the robot into 10 bins and constructing a convex body for each range of orientations [15]. The top two rows show the first two iterations of the algorithm, generating the separating planes on the left and generating the ellipsoid on the right. The obstacles are shown in black, the polyhedral intersection of the hyperplanes in red, and the ellipsoid in purple. At the bottom left are the final ellipsoid and polytope after convergence, and at the bottom right is the original 2D environment with 50 configurations of the robot uniformly sampled from the obstacle-free polytope

| - | Total time | - |
| :---: | :---: | :---: |
| - Time computing ellipses |  |  |
|  | Timputing planes |  |
| Slope $=1$ reference |  |  |






Fig. 5 Timing results of 1200 runs of the IRIS algorithm implemented in matlab on an Intel i7 processor at 2.5 GHz with 8 Gb of RAM. In each of the 2D and 3D cases, we generated 100 environments at 6 logarithmically spaced numbers of obstacles between $10^{1}$ and $10^{6}$. Obstacles were uniformly randomly placed in each environment. Total time required to converge to a single convex region is shown above, along with the breakdown of time spent computing the separating hyperplanes and time spent finding the maximal ellipsoid. These plots demonstrate the empirically linear scaling of computation time with number of obstacles: time spent computing planes increases linearly with obstacle count, approaching a slope of 1 on this $\log -\log$ plot, while time spent finding the ellipsoid is nearly constant. Below, we show the number of iterations of the algorithm (each iteration consists of finding the entire set of hyperplanes and the maximal ellipsoid) before convergence to a relative change in ellipsoid volume of less than $2 \%$. Error bars are all one standard deviation

In the remainder of this paper, we discuss the precise formulation of the algorithm and its relationship to existing approaches. We demonstrate the algorithm in 2D and 3D cases and discuss its application in $N$-dimensional configuration spaces. Finally, we show that the algorithm is practical for extremely cluttered environments, demonstrating that we can compute a convex region in an environment containing one million obstacles in just a few seconds, as shown in Fig. 5.

## 2 Related Work

There are a variety of algorithms for approximate or approximately minimal convex decompositions, most of which focus on creating a convex or nearly convex cover of some space. Lien proposes an algorithm for segmenting non-convex polygons containing polygonal holes into a small number of pieces, each of which is allowed some small degree of concavity [12]. Similarly, Mamou's approach converts a triangulated 3D mesh into a set of approximately convex pieces by iteratively clustering faces of the mesh together according to heuristics based on convexity and aspect ratio [17]. Liu's approach [14], on the other hand, is applicable in spaces of arbitrary dimension and relies on an integer linear programming formulation to compute a set of cuts which divide the obstacle into approximately convex pieces. These approaches are not well suited to convex optimization over obstacle-free space: we require convex regions, and taking the convex hull of the approximately convex pieces may result in regions which intersect the obstacle set.

There also exist polynomial-time approximation algorithms for approximately minimal convex covers. Eidenbenz describes an algorithm which computes a nearlyminimal set of overlapping convex pieces for a polygon with holes [4]. Their method achieves a number of pieces within an error bound which is logarithmic in the number of vertices, but it requires running time of $O\left(n^{29} \log n\right)$, where $n$ is the number of vertices in the polygon. Feng also describes an approach that divides an input polygon with holes into pieces, which can be convex if desired, and generates a tree structure of adjacent pieces [6]. This is a promising approach, but their algorithm as presented is not applicable beyond the 2D case.

Convex decompositions which do not attempt to find the minimum number of segments have also been used: Demyen's approach involves triangulating the entire free space by connecting all mutually visible vertices on the obstacles, then performing path search among the triangulated regions [3]. Finally, Sarmiento produces convex polytopic regions in $N$ dimensions by sampling points in free space and checking visibility from a set of "guard" positions [22]. This work produces results which appear to be the most similar to ours, but requires as input a set of samples which cover the workspace. Instead, we focus on creating a single, large, convex region in some local area, allowing later optimizations to be run inside this region without further consideration given to the positions of obstacles.

Fischer solves a similar problem of finding a single maximal convex polygon in a discrete environment [7] in polynomial time. His problem formulation consists of a set of points which are labeled as positive or negative, with the goal being to find a convex polygon of maximal area which has vertices only on positive points and which contains no negative points on its boundary or interior. This is a restricted form of our task, but it is one which can be solved to optimality with effort which is polynomial in the number of points in the set.

The problem of finding obstacle-free regions is also relevant in structural biology, in which a user might wish to find the void volumes enclosed by a molecular structure represented as a collection of solid spheres. For example, Sastry performs a search over the vertices of the Voronoi cells containing the spherical molecules to find the connected cavities, but these cavities are not necessarily convex [23]. Luchnikov extends this notion of searching for (non-convex) voids over the Vornoi network to non-spherical objects [16].

## 3 Technical Approach

### 3.1 Proposed Algorithm

Our algorithm searches for both an ellipsoid and a set of hyperplanes which separate it from the obstacles. We choose to represent the ellipsoid as an image of the unit ball: $\mathcal{E}(C, d)=\{x=C \tilde{x}+d \mid\|\tilde{x}\| \leq 1\}$ and we represent the set of hyperplanes as linear constraints: $P=\{x \mid A x \leq b\}$. We have chosen this definition of the ellipsoid because it makes maximization of the ellipsoid volume straightforward: volume of the ellipsoid is proportional to the $\log$ of the determinant of $C$, which is a concave function of C [2] and can therefore be efficiently maximized. In searching both for the ellipsoidal region and the hyperplanes which separate it from the obstacles, we are attempting to solve the following nonconvex optimization problem:

$$
\begin{array}{ll}
\underset{A, b, C, d}{\operatorname{maximize}} & \log \operatorname{det} C \\
\text { subject to } & a_{j}^{\top} v_{k} \geq b_{j} \text { for all points } v_{k} \in \imath_{j}, \text { for } j=1, \ldots, N  \tag{1}\\
& \sup _{\|\tilde{x}\| \leq 1} a_{i}^{\top}(C \tilde{x}+d) \leq b_{i} \quad \forall i=[1, \ldots, N]
\end{array}
$$

where $a_{j}$ are the rows of $A, b_{j}$ are the elements of $b, \imath_{j}$ is the set of points in the convex obstacle $j$, and N is the number of obstacles. The constraint that $a_{j}^{\top} v_{k} \geq b_{j}$ for all points $v_{k} \in \imath_{j}$ forces all of the points in obstacle $\imath_{j}$ to lie on one side of the plane defined by $a_{j}^{\top} x=b_{j}$. The second constraint ensures that all $x=C \tilde{x}+d$ where $\|\tilde{x}\| \leq 1$ fall on the other side of that plane. Satisfying these constraints for every obstacle $j$ ensures that the ellipsoid is completely separated from the obstacles. Rather than solving this directly, we will alternate between searching for the planes defining the linear constraints $a_{j}$ and $b_{j}$ and searching for the maximal ellipsoid which satisfies those constraints. The general outline of the IRIS procedure is given in Algorithm 1.

```
\(\{C \tilde{x}+d \mid\|\tilde{x}\| \leq 1\}\) such that \(\mathcal{E} \subseteq P\) and \(P\) intersects \(\mathcal{O}\) only on its boundary.
Subroutine SeparatingHyperplanes is expanded in Algorithm 2, and subroutine
InSCRIBEDELLIPSOID is described in Sect.3.4
    \(C_{0} \leftarrow \epsilon I_{n \times n}\)
    \(d_{0} \leftarrow q_{0}\)
    \(i \leftarrow 0\)
    repeat
        \(\left(A_{i+1}, b_{i+1}\right) \leftarrow \operatorname{SEPARATINGHYPERPLANES}\left(C_{i}, d_{i}, \mathcal{O}\right)\)
        \(\left(C_{i+1}, d_{i+1}\right) \leftarrow \operatorname{INSCRIBEDELLIPSOID}\left(A_{i+1}, b_{i+1}\right)\)
        \(i \leftarrow i+1\)
    until ( \(\operatorname{det} C_{i}-\operatorname{det} C_{i-1}\) ) / det \(C_{i-1}<\) tolerance
    return \(\left(A_{i}, b_{i}, C_{i}, d_{i}\right)\)
```

Algorithm 1 Given an initial point $q_{0}$ and list of obstacles $\mathcal{O}$, find an obstacle-
free polytopic region $P$ defined by $A x \leq b$ and inscribed ellipsoid $\mathcal{E}=$

### 3.2 Initializing the Algorithm

The IRIS algorithm begins with an initial point in space, which we will label as $q_{0}$. The formal algorithm described here requires $q_{0}$ to be in the obstacle-free space, but in practice we can sometimes recover from a seed point which is inside an obstacle by reversing the orientation of one or more of the separating hyperplanes. We initialize the algorithm with an arbitrarily small sphere around $q_{0}$ by setting $d_{0} \leftarrow q_{0}$ and $C_{0} \leftarrow \epsilon I_{n \times n}$.

### 3.3 Finding Separating Hyperplanes

We attempt to find separating hyperplanes which will allow for further expansion of the ellipsoid while still ensuring that the interior of the ellipsoid never intersects the interior of any obstacle. Conceptually, the procedure for finding the separating hyperplanes involves finding planes that intersect the boundaries of the obstacles and that are tangent to uniform expansions of the ellipsoid. Given an ellipsoid $\mathcal{E}(C, d)=$ $\{C \tilde{x}+d \mid\|\tilde{x}\| \leq 1\}$, we define a uniform expansion of $\mathcal{E}$ as

$$
\begin{equation*}
\mathcal{E}_{\alpha} \equiv\{C \tilde{x}+d \mid\|\tilde{x}\| \leq \alpha\} \quad \text { for some } \alpha \geq 1 \tag{2}
\end{equation*}
$$

To find the closest point on an obstacle $\imath_{j}$ to the ellipsoid, we can search over values of $\alpha$

$$
\begin{array}{cl}
\alpha^{*}=\underset{\alpha}{\arg \min } & \alpha \\
\text { subject to } & \mathcal{E}_{\alpha} \cap \imath_{j} \neq \varnothing \tag{3}
\end{array}
$$

We label the point of intersection between $\mathcal{E}_{\alpha^{*}}$ and $\imath_{j}$ as $x^{*}$. We can then compute a hyperplane, $a_{j}^{\top} x=b$, with $a_{j} \in \mathbb{R}^{n}$ and $b_{j} \in \mathbb{R}$ which is tangent to $\mathcal{E}_{\alpha^{*}}$ and which passes through $x^{*}$. This hyperplane separates $\mathcal{E}_{\alpha^{*}}$ and $\imath_{j}$, and, since $\mathcal{E} \subseteq \mathcal{E}_{\alpha}$ for $\alpha \geq 1$, it also separates $\mathcal{E}$ from $\imath_{j}$. We choose the sign of $a_{j}$ and $b_{j}$ such that $a_{j}^{\top} x \geq b_{j}$ for every $x \in l_{j}$.

Using this procedure, we can find for every obstacle a plane which separates it from the ellipsoid at every iteration. In practice, we perform several optimizations to allow for efficient computation with very large numbers of obstacles, and we are generally able to avoid computing a new plane for every single obstacle.

Finding the Closest Point to the Ellipse. Rather than actually searching over values of $\alpha$ as in (3), we can instead simplify the problem of finding a separating plane to a single least-distance programming problem, which we can solve very efficiently.

Let $\mathcal{E}(C, d)$ be our ellipsoid and let $v_{j, 1}, v_{j, 2}, \ldots, v_{j, m}$ be the vertices of the convex obstacle $\imath_{j}$. Our ellipsoid is defined as an image of the unit ball in $\mathbb{R}^{n}$ : $\mathcal{E}=\{C \tilde{x}+d \mid\|\tilde{x}\| \leq 1\}$, so we construct the inverse of this image map:

| Ellipse space | Ball space |
| :--- | :--- |
| $\mathcal{E}=\{C \tilde{x}+d \mid\\|\tilde{x}\\| \leq 1\}$ | $\tilde{\mathcal{E}}=\left\{\tilde{x} \in \mathbb{R}^{n} \mid\\|\tilde{x}\\| \leq 1\right\}$ |
| $\imath_{j}=$ ConvexHull $\left(v_{j, 1}, \ldots, v_{j, m}\right)$ | $\tilde{\imath}_{j}=$ ConvexHull $\left(\tilde{v}_{j, 1}, \ldots, \tilde{v}_{j, m}\right)$ |
| $v_{j, k}=C \tilde{v}_{j, k}+d$ | $\tilde{v}_{j, k}=C^{-1}\left(v_{j, k}-d\right)$ |

We now need only to find the closest point to the origin on the transformed obstacle $\tilde{\imath_{j}}$, then apply the $C \tilde{x}+d$ map once more to find the closest point to the ellipse on $\imath_{j}$. We can construct the problem of finding this point as:

$$
\begin{align*}
\underset{\tilde{x} \in \mathbb{R}^{n}, w \in \mathbb{R}^{m}}{\arg \min } & \|\tilde{x}\|^{2} \\
\text { subject to } & {\left[\begin{array}{lll}
\tilde{v}_{j, 1} & \tilde{v}_{j, 2} \ldots \tilde{v}_{j, m}
\end{array}\right] w=\tilde{x} } \\
& \sum_{i=1}^{m} w_{i}=1  \tag{4}\\
& w_{i} \geq 0
\end{align*}
$$

in which we search for the point $\tilde{x}$ which is a convex combination of the $\tilde{v}_{j, k}$ and which is closest to the origin. As written, this is a quadratic program, but it can be transformed into a least-distance programming instance and solved very efficiently as a least-squares problem with nonnegativity constraints [11]. In our implementation, we achieved the best performance by solving the original quadratic program in (4) using a task-specific solver generated by the CVXGEN tools [19]. The CVXGEN
solver is able to compute the closest point for a typical obstacle with 8 vertices in 3 dimensions in under $20 \mu \mathrm{~s}$ on an Intel i7. We have also had success with the standard commercial QP solvers Mosek [21] and Gurobi [9], but both required upwards of 1 ms for similar problems.

This optimization yields a point $\tilde{x}^{*}$. Applying the original map gives $x^{*}=C \tilde{x}^{*}+$ $d$, which is the point on obstacle $\imath_{j}$ closest to the ellipsoid.
Finding the Tangent Plane. The simplest way to find the tangent plane to the ellipsoid is to consider the inverse representation of $\mathcal{E}$ as

$$
\begin{equation*}
\mathcal{E}=\left\{x \mid(x-d)^{\top} C^{-1} C^{-\top}(x-d) \leq 1\right\} \tag{5}
\end{equation*}
$$

We can find a vector normal to the surface of the ellipse by computing the gradient of the ellipsoid's barrier function at $x^{*}$ :

$$
\begin{align*}
a_{j} & =\left.\nabla_{x}\left[(x-d)^{\top} C^{-1} C^{-\top}(x-d)\right]\right|_{x^{*}}  \tag{6}\\
& =2 C^{-1} C^{-\top}\left(x^{*}-d\right) .
\end{align*}
$$

Once we have $a_{j}$, we can trivially find $b_{j}$, since the plane passes through $x^{*}$ :

$$
\begin{equation*}
b_{j}=a_{j}^{\top} x^{*} . \tag{7}
\end{equation*}
$$

Removing Redundant Planes. In an environment with very many obstacles, most of the separating hyperplanes found using the above procedure turn out to be unnecessary for ensuring that the ellipsoid is obstacle-free. This can be seen in Fig. 3, in which at every iteration just 4 or 5 planes are required to completely separate the ellipse from all 20 obstacles. By eliminating redundant planes, we can dramatically improve the efficiency of the ellipsoid maximization step.

For a given obstacle $\imath_{j}$ we compute $a_{j}$ and $b_{j}$ such that $a_{j}^{\top} x \geq b_{j}$ for all $x \in \imath_{j}$. We can then search through all other obstacles $\imath_{k}, k \neq j$ and check whether $a_{j}^{\top} v \geq b_{j}$ also holds for every point $v \in \imath_{k}$. Since the obstacles are required to be polyhedral, we need only to check the inequality at the vertices of each $\imath_{k}$. If it holds, then obstacle $\imath_{k}$ is also separated from $\mathcal{E}$ by the hyperplane in question, so we can skip computing a separating hyperplane for obstacle $\imath_{k}$. To improve this further, we can start with the obstacle containing the closest vertex to the ellipse, since a hyperplane separating that obstacle from the ellipse will likely also separate many more distant obstacles, and then work outward until all obstacles have been separated from $\mathcal{E}$ by some plane. This procedure is detailed in Algorithm 2.

```
described in Sect. 3.3
function \(\operatorname{Separating} \operatorname{HyPERPLANES}(C, d, \mathcal{O})\)
        \(\mathcal{O}_{\text {excluded }} \leftarrow \varnothing\)
        \(\mathcal{O}_{\text {remaining }} \leftarrow \mathcal{O}\)
        \(i \leftarrow 1\)
        while \(\mathcal{O}_{\text {remaining }} \neq \varnothing\) do
            \(\imath^{*} \leftarrow \operatorname{ClosestObstaCle}\left(C, d, \mathcal{O}_{\text {remaining }}\right)\)
            \(x^{*} \leftarrow\) ClosestPointonObstacle \(\left(C, d, 2^{*}\right)\)
            \(\left(a_{i}, b_{i}\right) \leftarrow\) TANGENTPLANE \(\left(C, d, x^{*}\right)\)
            for all \(z_{i} \in \mathcal{O}_{\text {remaining }}\) do
                if \(a_{i}^{\top} x_{j} \geq b_{i} \quad \forall x_{j} \in l_{i}\) then
                    \(\mathcal{O}_{\text {remaining }} \leftarrow \mathcal{O}_{\text {remaining }} \backslash \imath_{i}\)
                        \(\mathcal{O}_{\text {excluded }} \leftarrow \mathcal{O}_{\text {excluded }} \cup ?_{i}\)
            end if
            end for
            \(i \leftarrow i+1\)
        end while
        \(A \leftarrow\left[\begin{array}{c}a_{1}^{\top} \\ a_{2}^{\top} \\ \vdots\end{array}\right], b \leftarrow\left[\begin{array}{c}b_{1} \\ b_{2} \\ \vdots\end{array}\right]\)
        return ( \(\mathrm{A}, \mathrm{b}\) )
    end function
```

Algorithm 2 Given matrix $C$ and $d$ defining an ellipse $\mathcal{E}$, as in Algorithm 1, and
a set of convex obstacles $\mathcal{O}$, find $A$ and $b$ defining a set of hyperplanes which are
tangent to the uniform expansion of $\mathcal{E}$ and with $\left\{x \in \mathbb{R}^{n} \mid A x \leq b\right\} \cap \mathcal{O}=\varnothing$. Sub-
routines ClosestObstacle, ClosestPointOnObstacle, and TangentPlane are

### 3.4 Computing the Inscribed Ellipsoid

The problem of computing an ellipsoid of maximum volume inscribed in a polytope is well studied, and efficient practical algorithms for solving it can be easily found. We represent the inscribed ellipsoid as an image of the unit ball:

$$
\begin{equation*}
\mathcal{E}=\{C \tilde{x}+d \mid\|\tilde{x}\| \leq 1\} \tag{8}
\end{equation*}
$$

with the volume of the ellipsoid proportional to the determinant of $C$ [2]. The problem of finding the maximum volume ellipse contained in the polytope $P=$ $\left\{x \in \mathbb{R}^{n} \mid A x \leq b\right\}$ can be expressed as

$$
\begin{array}{ll}
\underset{C, d}{\operatorname{maximize}} & \log \operatorname{det} C \\
\text { subject to } & \sup \left(a_{i}^{\top} C \tilde{x}\right)+a_{i}^{\top} d \leq b_{i} \quad \forall i=[1, \ldots, N]  \tag{9}\\
& C \underline{\|} \| \leq 1 \\
& C \succeq 0
\end{array}
$$

as stated by Boyd [2], where the $a_{i}$ and $b_{i}$ are the rows and elements, respectively, of $A$ and $b$ and $A \in \mathbb{R}^{N \times n}$. The constraints can be rewritten without mention of $\tilde{x}$, yielding:

$$
\begin{array}{cl}
\underset{C, d}{\operatorname{maximize}} & \log \operatorname{det} C \\
\text { subject to } & \left\|a_{i}^{\top} C\right\|+a_{i}^{\top} \leq b_{i} \forall i=[1, \ldots, N]  \tag{10}\\
& C \succeq 0
\end{array}
$$

which is a convex optimization [2]. Khachiyan and Todd describe an approximation algorithm to solve this problem through a sequence of convex optimizations with linear constraints with a guaranteed convergence to within a given relative error from the maximum possible ellipsoid volume [10]. Ben-Tal and Nemirovski, meanwhile, present a method for computing the ellipsoid through a semidefinite and conic quadratically constrained optimization [1], and we use this approach, as implemented by Mosek [20], in our code. We have also successfully used CVX, a tool for specifying and solving convex problems [8], to solve (10), but we found that the Mosek implementation was at least an order of magnitude faster, primarily due to the overhead of constructing the problem in CVX.

### 3.5 Convergence

The IRIS algorithm makes no guarantee of finding the largest possible ellipsoid in the environment, but it still provides some assurance of convergence. Since our separating hyperplanes are, by construction, tangent to an expanded ellipsoid $\mathcal{E}_{\alpha}$ for some $\alpha \geq 1$, the original ellipsoid $\mathcal{E}$ will always be contained in the feasible set of $A x \leq b$. Additionally, because the ellipsoid maximization SDP is a convex optimization which is solved to its global maximum, it must be true that the volume of the ellipsoid produced no less than the volume of $\mathcal{E}$. If this were not the case, then $\mathcal{E}$ would be a feasible solution with larger volume, which contradicts global optimality of the SDP. As long as the environment is bounded on all sides, there is an upper limit on the volume of the ellipsoid, corresponding to the whole volume of the environment. Since the ellipsoid volume is bounded above and monotonically increasing, it will converge to a final value, although we do not currently make any claims about how many iterations this will require.

## 4 Results

We implemented the proposed algorithm in MATLAB [18], using CVXGEN [19] to solve each least-distance QP and Mosek [20] to solve each maximal-ellipsoid SDP. Given a list of convex obstacles, a boundary around the environment, and a starting point, the implemented algorithm rapidly finds a large convex region and its inscribed ellipsoid. A simple 2D example of the results can be seen in Fig. 3. The algorithm is also equally applicable in 3D, or in the 3D representation of the configuration space of a 3-degree of freedom robot. Such an application is shown in Fig.4, in which a convex region of configuration space for a rod-shaped robot in the plane is found and sampled. The algorithm also extends without modification to higher dimensions. Figure 6 shows a 3D slice of the output of the IRIS procedure in 4 dimensions, and the algorithm can also be run in higher-dimensional configuration spaces, assuming that the $N$-dimensional configuration space obstacles can be generated.

A major advantage of this algorithm is the efficiency with which it can handle extremely cluttered environments. Computing each separating hyperplane requires work which is linear in the number of obstacles, since each obstacle must be checked against the newly found hyperplane to determine if it is also excluded, as in Sect.3.3. The total number of planes required to exclude all the obstacles, however, turns out to be nearly constant in practice. This means that the entire hyperplane computation step requires nearly linear time in the number of obstacles. Additionally, since each hyperplane found creates one constraint for the ellipsoid maximization step, the constant number of hyperplanes means that the ellipsoid maximization requires approximately constant time as the number of obstacles increases. We demonstrate this by running the algorithm in 2D and 3D for 10 to $1,000,000$ obstacles and displaying the linear increase in computation time in Fig. 5.


Fig. 6 An example of the output of the algorithm in 4-dimensional space. We generated 4dimensional obstacles consisting of uniformly random points centered on uniformly randomly chosen locations in $[-1,1]^{4}$. The figure shows the 3-dimensional intersection with the $x_{4}=0$ plane of the obstacles and the polytope produced by the IRIS algorithm

## 5 Conclusion

We have demonstrated a new algorithm for finding large regions of obstacle-free space in a cluttered environment. These regions can be rapidly computed and then used later to aid some future optimization problem, such as the problem of planning robot footstep locations while avoiding obstacles.

Our immediate future plans are to apply this algorithm to footstep planning for a real humanoid robot. We will allow the user to select a point in space on a terrain map, compute an obstacle free region, and find a footstep position which optimizes reachability and stability within that region. We are also interested in exploring other applications of this algorithm to problems beyond footstep planning, in which one or more convex regions are preferable to a large set of non-convex constraints.

## 6 Source Code and Animations

A development version of the IRIS implementation can be found on GitHub at https:// github.com/rdeits/iris-distro. It includes all of the algorithms presented in this paper, as well as animations of IRIS running in 2D, 3D, and 4D.
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#### Abstract

Motion planning has seen much attention over the past two decades. A great deal of progress has been made in sampling-based planning, whereby a planner builds an approximate representation of the planning space. While these planners have demonstrated success in many scenarios, there are still difficult problems where they lack robustness or efficiency, e.g., certain types of narrow spaces. Conversely, human intuition can often determine an approximate solution to these problems quite effectively, but humans lack the speed and precision necessary to perform the corresponding low-level tasks (such as collision checking) in a timely manner. In this work, we introduce a novel strategy called Region Steering in which the user and a PRM planner work cooperatively to map the space while maintaining the probabilistic completeness property of the PRM planner. Region Steering utilizes two-way communication to integrate the strengths of both the user and the planner, thereby overcoming the weaknesses inherent to relying on either one alone. In one communication direction, a user can input regions, or bounding volumes in the workspace, to bias sampling towards or away from these areas. In the other direction, the planner displays its progress to the user and colors the regions based on their perceived usefulness. We demonstrate that Region Steering provides roadmap customizability, reduced mapping time, and smaller roadmap sizes compared with fully automated PRMs, e.g., Gaussian PRM.


[^21]
## 1 Introduction

Planning valid (e.g., collision-free) motions for movable objects (robots) is a difficult problem with broad applications to robotics, bioinformatics [1], gaming/virtual reality [2], automated assembly [3], and other areas. Despite the importance of motion planning, it is computationally intractable to design complete planners for high (often $>5$ ) dimensional systems [4].

Much attention has turned to sampling-based planners [5, 6] which address this complexity by building an approximate model of the planning space through, often randomized, sampling of robotic configurations. Despite advances in the development of fully automated planners, certain scenarios such as narrow passages remain problematic or even unsolvable with these approaches [7]. Human-assisted planners could help to remedy this, as approximate solutions to some problems are easily discovered by human intuition [8]. In situations where a fully automatic planner might not efficiently and/or reliably find a solution, a user can guide the planner by providing a nearly valid trajectory or other such hints [3]. In these systems, the human often performs a global scene analysis of the workspace, while the machine handles high-precision tasks such as collision detection and low level path-finding [9-11].

However, most human-assisted planners either limit the user's interaction with the planner (e.g., through one-time subgoal specifications) or limit the planner's automation (e.g., through only localized collision avoidance) with one-way interaction. More recent work, I-RRT (Interactive-Rapidly-exploring Random Tree) [12], attempts to bridge this gap. In I-RRT, the user controls a virtual avatar (representing the robot) which biases the growth direction of the planner. However, I-RRT is designed for single-query scenarios, requires continuous user action, and constrains the interface to one which can fully control the avatar.

We introduce a collaborative roadmap construction strategy, called Region Steering, that allows the user to steer a Probabilistic RoadMap (PRM) [5] planner towards/away from designated regions of the workspace. Region Steering allows the user to direct the planner by defining regions of the workspace on which to focus or ignore. These regions are then used to bias the configuration space sampling of the PRM. Region Steering maintains the probabilistic completeness of the underlying planner. Additionally, Region Steering provides live feedback to the user: it displays not only the roadmap, but also the perceived usefulness of each region. The user can modify, add, or delete regions dynamically to effectively steer the roadmap toward environment coverage faster than was possible by the automated planner alone. Region Steering also identifies regions where connecting the roadmap is difficult so that the user can provide better assistance by specifying attraction regions in these areas. The specific contributions of our work are as follows:

- A collaborative strategy, Region Steering, in which a user specifies and manipulates workspace regions to steer a PRM towards/away from vital areas.
- Experimental analysis of our method in a variety of environments showing both improved mapping efficiency and roadmap customizability compared with fully automatic planners.

Region Steering offers a novel interactive system for multi-query planning that requires only intermittent user action on a standard computer interface, e.g., a mouse. Finally, we note that the goal of this work is to verify the feasibility of our scheme and to understand how these hints and cooperation affect the planner. We have therefore left the analysis and optimization of the user interface to future work.

## 2 Preliminaries and Related Work

In this section, we outline preliminaries and present a selection of related work that is most relevant to our proposed collaborative planner.

Preliminaries. A robot is a movable object whose position and orientation can be described by $n$ parameters, or degrees of freedom (DOFs), each corresponding to an object component (e.g., object positions, object orientations, link angles, and/or link displacements). Hence, a robot's placement, or configuration, can be uniquely described by a point $\left\langle x_{1}, x_{2}, \ldots, x_{n}\right\rangle$ (where $x_{i}$ is the $i$ th DOF) in an $n$-dimensional space called the configuration space $\left(\mathcal{C}_{\text {space }}\right)$ [13]. The subset of all feasible configurations is the free space $\left(\mathcal{C}_{\text {free }}\right)$, while the union of all infeasible configurations is the obstacle space ( $\mathcal{C}_{\text {obst }}$ ). Thus, the motion planning problem is that of finding a continuous trajectory in $\mathcal{C}_{\text {free }}$ from a given start configuration to a goal configuration. In general, it is infeasible to compute explicit $\mathcal{C}_{\text {obst }}$ boundaries [4], but we can often determine the validity of a configuration quite efficiently, e.g., by performing a collision detection (CD) test in the workspace, the robot's natural space.

Sampling-based Motion Planning. One methodology of addressing the complexity of motion planning is sampling-based methods [5, 6] which solve motion planning problems by creating an approximate mapping of $\mathcal{C}_{\text {free }}$. They can typically be categorized into graph-based approaches such as Probabilistic RoadMaps (PRMs) [5] or tree-based approaches such as Rapidly-exploring Random Trees (RRTs) [6]. While they improve over deterministic techniques, sampling-based approaches struggle with discovering narrow passages [7].

Probabilistic RoadMaps (PRMs). PRMs construct a map of $\mathcal{C}_{\text {free }}$ by first randomly sampling valid configurations. Nearby samples are then connected by validating simple paths between them, which form the edges of the map. Finally, start and goal configurations are connected to the roadmap and a graph search, e.g., $\mathrm{A}^{*}$, is used to extract a solution path.

To improve the mapping of narrow passages, some PRM variants attempt to map $\mathcal{C}_{\text {obst }}$ surfaces [14-17], by intelligently biasing or filtering sampling toward the $\mathcal{C}_{\text {obst }}$ boundary. Though this and the previous PRM variants have shown success, there are many problems where they perform inefficiently or simply fail to generate a solution.

Region-informed Sampling-based Motion Planners. Some improvements to PRMs use information gain or learning techniques to guide sampling to specific regions of the environment. Feature Sensitive Motion Planning [18, 19] subdivides the space into regions, individually plans in each region, and merges them together. It was designed to help map heterogeneous environments. However, these methods do not
easily accommodate roadmap customization as the user has no way to control the regions.

Human-assisted Planning. Although human-assisted motion planning has been studied for the last two decades, there is still relatively little work in this area, and no cooperative planner has achieved widespread use. In many approaches, the human performs global scene analysis of the workspace, while the machine handles highprecision tasks such as collision detection. In [3, 8] the user can specify configurations which are critical to finding a collision-free path, while the planner performs collision checking and path-finding between sub-goals. In [20], the user is responsible for controlling an arm's linkage while the machine takes care of the wrist. The user sets a number of sub-goals and finds a path between any two adjacent sub-goals using a best-first search, while the machine examines the neighbors and chooses the first collision free path found. In [10], when the operator uses a haptic probe to designate the desired speed and the rate of turn for the robot, the machine performs close range obstacle avoidance and provides force feedback to the operator. Another approach investigates the idea of converting workspace into $\mathcal{C}_{\text {space }}$ [9, 21]. In this way, the robot can be represented as a point, which is easier for humans to visualize and control. Since $\mathcal{C}_{\text {space }}$ is typically of higher dimension, the strategy explores interfaces that show the user various slices of $\mathcal{C}_{\text {space }}$. Human-assisted motion planning has also been explored for dynamic environments. For example, in [11], the human can intervene and handle events such as unexpected obstacles; afterward, the machine can resume control without any re-planning.

A truly two-way planning approach, Interactive-RRT (I-RRT) [12] allows the user to control an avatar representing the robot in a virtual representation of the workspace. The algorithm biases tree growth by the avatar's position and provides online feedback to the user through a haptic device and/or node coloring. This approach, however, is limited to single-query scenarios, requires the user to continuously provide input throughout the planning process, and is constrained to interfaces which can fully control the robot avatar. Another interactive approach using RRTs [22] introduces relaxation of collision constraints to overcome difficulties in virtual assembly/disassembly problems. Rough paths are retracted by a randomized method and then connected via a bidirectional RRT.

Teleoperation. A related but distinct field is teleoperation. The primary goal of teleoperation is to create a stable, closed-loop interaction between an operator and a robot that provides the user with a sense of presence-at-a-distance [23]. Teleoperation focuses on capturing a user's mechanical skills directly, which differs from the highlevel, detached nature of human-assisted planning. Nonetheless, both seek to provide a form of two-way communication, referred to as bilateral control in teleoperation literature. A recent work in teleoperation [24] notes that this form of interaction can be burdensome on the user, e.g., in situations with cyclic or repetitive motions, and takes steps to provide the robot with greater autonomy so that the user need only provide global guidance rather than direct control.

## 3 Collaborative Roadmap Construction: Region Steering

In this work, we propose a simple collaborative strategy for PRM construction in which a user specifies and manipulates workspace regions to steer a planner towards/away from important areas. During the mapping process, the user can observe the current state of the roadmap and see where the planner is having trouble connecting nodes. To guide the map construction, the user can then create attract regions in difficult areas. Attract regions bias node sampling in the workspace area they define, which focuses node creation where it is most needed. The user can also specify avoid regions, which conversely prevent node creation within the specified area. These can be employed to customize the resulting roadmap by steering nodes around undesirable or dangerous areas. We reiterate that our goal in this work is to understand what information is useful to the planner in our strategy, and not to evaluate the user experience.

Example. Figure 1 shows a simple example to illustrate the general progression of our algorithm in a 2D environment with large obstacles and a few narrow passages. In this example, we create a map-construction query to represent our desired coverage of the space with start and goal configurations. The user begins by specifying particular regions to influence the sampler, as shown in Fig. 1a. The user specifies two attract regions (green) in areas that will be difficult for the planner (e.g., a long, narrow passage), as well as one avoid region (striped). The avoid region exemplifies the customizability aspect of our strategy. Though the planner would be likely to sample successfully in that wider passage, the user indicates a desire to avoid that area, perhaps due to environmental considerations not available to the planner.

Over time, the planner identifies one of the attract regions as unproductive and changes its color to red, as shown in Fig. 1b. In contrast, the other attract region, within the narrow passage, has proven to be useful and remains green. The avoid region behaves as a virtual obstacle and remains devoid of samples. The user modifies the unproductive region (Fig. 1c) by moving it into the narrow passage containing the goal and then resizing it accordingly.


Fig. 1 Example scenario. a User pre-specifies one avoid and two attract regions. b An attract region is shaded red to indicate declining usefulness. c User responds by moving the region to a more productive location. d The resulting roadmap


Fig. 2 Parameterization of AABB and BS regions. AABB regions (a) are specified by two points, while BS regions (b) are specified by a point and a radius

By exchanging cooperative feedback, the planner and user have discovered the difficult regions of the environment in which to focus node creation. The roadmap can thus be completed and connected efficiently (Fig. 1d).

Definitions. We define a region as a bounding volume in the workspace. In our system, we currently implement bounding spheres (BS) and axis-aligned bounding boxes (AABB) as shown in Fig. 2; however, our planner is not restricted to these forms of boundaries.

Regions are allowed to overlap and are classified as attract, avoid, or proposed. Attract regions are used to bias the planner toward a region, whereas avoid regions act as virtual obstacles that the planner must avoid. If avoid and attract regions overlap, the avoid regions take precedence meaning that no samples will lie there. Proposed regions are those that have been recommended by the planner but have not yet been handled by the user. Attract regions are initially colored green but gradually change to red as the planner deems them ineffective, avoid regions are colored dark gray, and proposed regions are colored blue.

### 3.1 Collaboration Strategy

In this section, we describe a strategy for enabling a user to collaborate with an automated planner, as shown in Algorithm 1. Given an environment and a sampling technique, e.g., OBPRM [14], our strategy begins by allowing the user to input regions prior to planning. After this, the planner begins mapping the space. Until the sampler is done, e.g., samples $n$ nodes or has $c \%$ of coverage, we randomly determine an attract region in which to focus sampling, generate a sample $q$ within that region, and connect $q$ to the roadmap. After this, we provide feedback to the user: first, if that node likely lies in a narrow or difficult space, we recommend a new region based upon $q$ to the user. Second, we update the region's usefulness and alter the color of the region to show the estimated density of samples in the region's
free space. Lastly, we update the display of the roadmap so that the user can view the roadmap and connected components in real-time. If $q$ lies within an avoidance region, we do not add $q$ to the roadmap. We provide further algorithmic details below.

```
Algorithm 1 Region Steering
Input: Environment \(e\), Sampler \(s\)
Output: Roadmap \(g\)
    while \(\neg\) done do
        \(r \leftarrow\) SELECTREGION( e.regions)
        \(q \leftarrow s\).SAMPLE \((r)\)
        if \(q \notin a, \forall a \in\) e.avoidRegions then
            \(g\).ADDANDCONNECT \((q)\)
            if \(\operatorname{ISDIFFICULTNODE}(q)\) then
                \(e . \operatorname{RECOMMENDREGION}(q)\)
            \(g\).UPDATEMAP()
        \(e\). UpDATEREGIONS()
    return \(g\)
```

We adopt a simple strategy for selecting regions. First, we consider the entire workspace as an attract region so that we can retain the probabilistic completeness of the underlying PRM approach we use. Then, we uniformly at random select a region from the attract regions e.regions. We limit sampling of positional degrees of freedom to this workspace region, and require the robot located at the sampled configuration to lie entirely inside the workspace region selected. If the sampler is unable to generate a configuration, we continue on with the next iteration of the main loop of the planner. If samples repeatedly cannot be found within the region, we gradually change the region's color from green to red to indicate its ineffectiveness.

Assuming a sample gets added to the roadmap, ISDIFFICULTNODE will return true if the number of successful connections is less than some threshold, i.e., one successful connection. In this case, we insert a proposed region as a boundary around the difficult node into the scene. If the user does not handle this region within a certain amount of time, we remove it from the scene as the user likely thinks this region is unimportant. Note the user can add these regions back at any time they desire.

To guide the user's manipulation of the regions, we color the regions based upon their perceived usefulness $u$ to the planner by setting the region's RGB value to be $\langle 1-u, u, 0\rangle$. In this manner, the region is green when it is most useful and red when it is least productive. We base the usefulness on the approximated density $d$ of the successful samples within the region in $\mathcal{C}_{\text {free }}$ :

$$
d=\frac{n}{\mu\left(\mathcal{C}_{\text {free }} \cap r\right)} \approx \frac{n}{\mu(r) \frac{n}{n+f}}=\frac{n+f}{\mu(r)},
$$

where $n$ is the number of successful samples, $f$ is the number of failed sampling attempts, and $\mu(r)$ is the volume of the region $r$. Essentially, we are loosely approximating the ratio of successful samples to the volume of $\mathcal{C}_{\text {free }}$ covered by $r$. We define
usefulness by: $u=\exp ^{-d^{2}}$, which allows us to have a smooth transition from useful to unproductive region coloring. Our choice in metric is a monotonically decreasing function over time motivated by the fact that too many samples in $\mathcal{C}_{\text {obst }}$ do not add anything to the roadmap and too many samples in $\mathcal{C}_{\text {free }}$ create oversampling and again do not greatly help the planning process. In UPDATEMAP, we simply update the display of the roadmap to the user. Nodes in the same connected component are displayed with the same color so that the user can easily determine whether two nodes are connected.

Region Steering also allows the user to customize the roadmap by specifying avoid regions. Avoid regions act like virtual obstacles and block the sampler from generating nodes within them. By blocking out unwanted workspace areas, the user can easily and intuitively steer the planner toward producing a desirable roadmap. For example, suppose our system is used to plan motions for a robot surveying an area. The user can alter the roadmap by specifying dangerous areas as avoid regions that the robot must evade. This flexibility offers an efficient means for handling transient or previously unknown hazards as the roadmap can be modified without needing to conduct further sampling.

### 3.2 User Input

In our collaborative system, we allow various forms of input to manipulate the regions in an online and interactive fashion. First, the user can pre-provide regions to the planner before planning begins. Second, the user can add, delete, move, and resize regions during the planning process. Finally, the user can optionally handle the regions which are recommended by the system. All of these options are constructed to avoid the need for continuous interaction: the user can provide as much or as little input as desired.

We use simple mouse input to accommodate the various forms of interaction. Based upon where the user clicks, we can project the 2 D window coordinate $\boldsymbol{w}=\left\langle w_{x}, w_{y}\right\rangle$ to a 3D plane defined by a point $\boldsymbol{p}=\left\langle p_{x}, p_{y}, p_{z}\right\rangle$ and a normal $\boldsymbol{n}=\left\langle n_{x}, n_{y}, n_{z}\right\rangle$. We use this operation to allow intuitive region definition and manipulation. We outline all of the operations on regions below:

Addition. When adding a region, the user can click in the scene to define a vertex of the bounding volume and drag the mouse to size appropriately. In planar environments, the mouse position is projected directly onto the environment plane. For volumetric environments, the mouse position is projected onto the plane defined by a point $\boldsymbol{p}=\overrightarrow{\text { cam }_{\text {pos }}}+d * \overrightarrow{\text { cam }_{\text {dir }}}$ and a direction $\boldsymbol{n}=-\overrightarrow{\text { cam }_{d i r}}$, where $\overrightarrow{\text { cam }_{\text {pos }}}$ is the position of the camera, $\overrightarrow{c a m_{d i r}}$ is the direction the camera is facing in the scene, and $d$ is a displacement distance (typically ${ }^{1} / 3$ of the environment's bounding radius). For example, to add an AABB region, the user clicks the scene, which defines a single vertex, and then drags the mouse to size the box and define a second, opposite vertex to complete the AABB (shown in Fig. 2).

Deletion. The user can select any region at any given point in time. If the user selects a region, it can be ordered for deletion. Selection is based upon projecting the mouse position into the scene to identify the object it hits first.

Manipulation. Manipulation is a bit more difficult. All regions can be translated and resized in the scene. When translating, we allow for two motions. If the user left-clicks the selected region, we translate on the plane defined by $p=c$ and $n=-\overrightarrow{c a m_{d i r}}$, where $c$ is the center of the region. If the user right-clicks the selected region, then we translate in and out along $\overrightarrow{\text { cam }_{\text {dir }}}$. To resize a given region, the user highlights the edge of the region and resizes via click-and-drag. For example, with AABB regions, selecting an edge allows manipulation for two of three dimensions at any given time, or for BS regions, the radius can be manipulated by selecting the boundary of the projected sphere. When a region is manipulated, the numbers of successful and failed sampling attempts are reset so that the region's effectiveness and coloring can be recomputed.

Recommendation processing. When the user sees a recommended region, which is initially proposed, the user can ignore the region completely, delete it, or manipulate it and commit it as either an attract or an avoid region. Thus, these regions do not affect the planner until they are handled by the user.

### 3.3 Probabilistic Completeness

Region Steering is probabilistically complete because we retain the entire workspace as an attract region, assuming that the underlying sampler is probabilistically complete. As this region has a probability of being selected, if the underlying sampler guarantees asymptotically complete coverage of the space, then our planner maintains the same property. We note that if the user creates avoid regions that prevent solving the query, we cannot detect that through sampling-based planning alone. This does not change the probabilistic completeness of the planner as the underlying planning problem becomes unsolvable.

## 4 Experimental Analysis

In this section, we compare Region Steering with other common PRM techniques and I-RRT [12]. We show how our strategy leverages the information provided by the user to improve roadmap construction time and provide customized output in a variety of scenarios. We do not claim that the user interface is optimal or intuitive: it is merely sufficient for the user to communicate with the planner and allows us to study the usefulness of two-way collaboration with PRMs. We leave analysis and development of an improved interface to future work.

### 4.1 Setup

In our experiments, we study the impact of Region Steering on PRM sampling techniques by comparing its performance with Basic PRM (referred to as Uniform) [5], OBPRM [14], and Gaussian PRM [15] (referred to as Gaussian), and I-RRT [12]. These methods were all implemented in a $\mathrm{C}++$ motion planning library developed in the Parasol Lab at Texas A\&M University. It uses a distributed graph data structure from the Standard Template Adaptive Parallel Library (STAPL) [25], a $\mathrm{C}++$ library designed for parallel computing. Our strategy is not restricted to any underlying sampling technique: we use Uniform in these experiments, but any sampler can be used. As such, we believe it is fair to compare against other samplers which bias sampling for narrow and cluttered environments, such as OBPRM and Gaussian PRM. For Gaussian PRM, we configure the $d$ value of the Gaussian distribution to twice the robot radius for the environment, which provided consistent results. Though there may be better $d$ values, we believe that this maintains a fair basis of comparison. I-RRT's parameters were selected based on recommendations in [12]. We test Region Steering with both AABB regions, referred to RS-AABB, and BS regions, referred to as RS-BS. Additionally, we test Region Steering using both one-way and two-way interaction to demonstrate the benefit of two-way collaboration. In the one-way tests, all regions are input prior to the PRM execution: the user is not allowed to alter any regions during mapping. In the two-way tests, the user is allowed to add, alter, and delete regions during roadmap construction as they see fit. All methods use Euclidean distance, straight-line local planning, and a $k=10$-closest neighbor connection strategy.

All experiments were run on Dell Optiplex 780 computers running Fedora 17 with Intel Core 2 Quad CPU 2.83 GHz processors with the GNU gcc compiler version 4.7. Each planner is run until either an example query is solved or a roadmap size of 10,000 nodes is reached. The user-guided executions were performed by graduate students studying motion planning. In order to minimize the impact of user variance, the users were allowed to practice with the system until they developed consistent performance. Consequently, one- and two-way strategies did not vary significantly across trials and in many cases differed primarily in greater care taken in region creation for one-way tests and ability to delete unproductive regions in two-way tests. However, it should be noted that in practicing with the system the users were able to receive feedback from the planner on their one-way strategies; no such feedback would be available in a true one-way system. The one-way tests thus represent the idealized performance of a user who knows an effective strategy a priori.

The example construction query is designed to verify complete coverage of the environment such that if the query can be solved using the roadmap, then the roadmap sufficiently covers $\mathcal{C}_{\text {free }}$. Failing to solve the query indicates that there are areas that are disconnected or not covered in the roadmap. Thus, the roadmaps constructed by Region Steering are reusable for multi-query use: after the initial query, subsequent queries can be solved with minimal or no further sampling. We report the number of successful completions, the number of nodes in the final roadmap produced, the
time required for initial user input (for our collaborative region strategy), and the time needed to build the map. All experiments are run with 10 trials, and the metrics reported are averages of the successful runs.

Environments are shown in Fig. 3. Construction queries are shown in start configuration (red) and goal configuration (blue) pairs.

- In Heterogeneous (Fig. 3a), a simple 2DOF robot must traverse a series of cluttered regions and narrow passages from the bottom to the top of the environment.
- In FloorPlan (Fig. 3b), a 3DOF mobile robot must traverse through a cluttered apartment from a living room to a bedroom. This environment is representative of a possible robotic assisted-living platform for retirement communities, upon which the floor plan is based.
- In Hook (Fig.3c), an 8DOF free-flying robot with three articulated links must maneuver through a wall with a small hole.
- In LTunnel [26] (Fig. 3d), an L-shaped, free-flying robot must traverse two difficult narrow passages to get from the left side of the environment to the right.
- In Walls [26] (Fig. 3e), a simple stick-like robot must traverse a series of narrow passages (walls with holes) from one end of the environment to the other.

We only compare against I-RRT in the Heterogeneous environment because this is the only robot fully controllable by our interface, a mouse with 2DOF.


Fig. 3 Various environments for experimental analysis. All queries require traversal through narrow passages between the start (red) and goal (blue) configurations. a Heterogeneous. b FloorPlan. c Hook. d LTunnel. e Walls

### 4.2 Roadmap Construction Comparison

In our first experiment, we compare the mapping efficiency of Region Steering with other PRMs: Table 1 shows the success rates of the various methods in the environments, Fig. 4a displays the number of nodes in the final roadmap produced in each environment, and Fig. 4b presents the time required by each method. In FloorPlan, Uniform and Gaussian had normalized times of 6.786 and 1.755 , respectively, and were cut-off to better show the data.

Table 1 Success rates for the various PRMs in the test environments

| Planner | Heterogeneous (\%) | FloorPlan (\%) | Hook (\%) | LTunnel (\%) | Walls (\%) |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Uniform | 30 | 50 | 80 | 0 | 0 |
| OBPRM | 70 | 100 | 100 | 30 | 100 |
| Gaussian | 90 | 80 | 90 | 0 | 100 |
| I-RRT | 100 | - | - | - | - |
| RS-AABB-1way | 100 | 100 | 100 | 100 | 100 |
| RS-BS-1way | 100 | 100 | 100 | 20 | 100 |
| RS-AABB-2way | 100 | 100 | 100 | 100 | 100 |
| RS-BS-2way | 100 | 100 | 100 | 100 | 100 |



Fig. 4 a Number of nodes and $\mathbf{b}$ time required by each method to solve the construction query, normalized to OBPRM. For the Region Steering methods in (b), the upper portion of the bar represents the user's pre-specification time, while the lower portion represents the time taken by the automated planner after pre-specification

Performance. Our experiments demonstrate that Region Steering offers more reliable and efficient roadmap creation compared to the tested automatic methods. The user's input improves the number of successful construction attempts to $100 \%$ across all environments (in the intended two-way case). By examining the planner feedback, the user can identify workspace areas where the planner is unable to sample or connect nodes to the map, and then intervene by creating an attract region to bias sampling in those areas. This allows the collaborative strategy to focus system resources on difficult regions and provides greater robustness to sampling-based randomness compared to the automatic methods. Additionally, Region Steering typically improves construction efficiency in terms of both the number of nodes and the total time required to build the map (even with the overhead of collecting initial user input): Region Steering's running time improved on the fastest automatic planners by a minimum of $46 \%$ in Walls and a maximum of $91 \%$ in Hook. I-RRT's performance is comparable to Region Steering, which performed slightly better in Heterogeneous. We also note that if the number of queries to solve were greater, the difference between the methods would be more pronounced as Region Steering can reuse the computed roadmap. By taking advantage of the user's intuitive global analysis of the scene, Region Steering can focus sampling in difficult areas between the connected components of a roadmap and, thus, achieve higher connectivity and reduced planning time. In turn, the reciprocal feedback given to the user-including showing the roadmap and connected components, visualizing a region's usefulness, and recommending specific regions-can guide the user toward achieving these ends.

One- versus Two-Way Communication. In three of the environments (FloorPlan, Hook, and Walls), the user strategies for one-way communication were very similar to their two-way counterparts. While the ability to correct input errors and delete unproductive regions contributed to performance, it was not the dominating factor in these cases. Conversely, the user strategies differed significantly in the other two environments (Heterogeneous and LTunnel). In these environments, the two-way strategies relied on the ability to modify the regions in order to map the space efficiently. For example, in Heterogeneous the user would typically begin with a large region in the center and modify it as the system provided feedback to make it smaller and more focused on areas that were not yet connected. This approach is not possible in one-way planning, and performance in that environment suffered from the inability to re-target the PRM's focus. In LTunnel, the two-way strategy for boxes achieved better performance than its one-way counterpart by simply deleting attract regions once a single CC had broken through. The one-way spheres case for this environment was far more dramatic because it was too difficult for the user to precisely specify spherical regions that conservatively estimated the box-like tunnel. In the two-way case, the user could roughly estimate the regions required and then modify those that failed to contribute to the roadmap. The inability to make such adjustments prevented the user from building this map consistently with spherical regions. This implies that two-way interaction provides significant benefits when the workspace area of interest is shaped differently than the planning region.

Region Shape. Our data shows that the user specification time for BS regions is generally less than that of AABB regions, but the planning time for BS regions
is generally greater than for AABB regions. This suggests a trade-off between the ease of a region's manipulability and its effectiveness. However, the total mapping time does not seem to differ significantly. Furthermore, from our experience, different users prefer different region types depending on the environment and situation. While the one-way/two-way comparison hints that some of this disparity is related to how well a planning region fits the workspace area of interest, we leave the full investigation of these choices to a future user study.

### 4.3 Roadmap Customization

In this experiment, we illustrate roadmap customization through Region Steering. The user is tasked with requiring creation of a roadmap which avoids a specific area. We test this in the two environments shown in Fig. 5. Building is an office building in which several homotopically equivalent paths exist for a 2D omni-directional robot. The avoidance region shown in dark gray represents some area of danger (such as a fire or collapsed portion of the building) that the robot should avoid. Helicopter is a 3D cityscape that is traversed by a flying robot with 3 DOFs. In this environment, we require the robot to avoid flying through an open architecture of a building (again shown as a dark gray region). The construction query is designed so that there are at least two homotopically distinct paths from start to goal and at least one of them passes through the avoid region. We show the percentage of roadmaps who's shortest path successfully avoids the region for our Region Steering compared to Uniform. Ten trials were completed, and the successful percentages of 'safe' maps are shown in Table 2.

As we can see, our strategy is successfully able to avoid the regions that might be traversed by an automatically planned path. Additionally, the roadmaps created by


Fig. 5 a Building and $\mathbf{b}$ Helicopter environments used to illustrate roadmap customizability. Avoidance regions are shown in dark gray and queries are shown as red/blue pairs

Table 2 Percentage of maps with shortest paths correctly steering away from the avoidance regions

| Environment | Uniform (\%) | Region steering (\%) |
| :--- | :--- | :--- |
| Building | 20 | 100 |
| Helicopter | 50 | 100 |

Region Steering contain no nodes in the avoid region, while the successful roadmaps created by Uniform simply did not use their nodes in the avoid region for their shortest path. We would like to emphasize that although it is possible to design these constraints into the problem specification, our strategy allows online customization during roadmap construction. This as-needed specification makes Region Steering well suited to handling newly discovered or temporary constraints without needing to alter the environment description. These simple tools enable a user to customize solutions for a variety of scenarios with minimal operational burden.

## 5 Conclusion

In this paper, we introduce Region Steering, a collaborative planning approach for PRM techniques. In one direction of interaction, the planner displays mapping progress, colors regions based on their perceived usefulness, and recommends regions based on difficult nodes. In the other direction, a user can manipulate, add, and delete regions to guide sampling. Our experiments show that Region Steering provides increased robustness and customizability compared to fully automated methods.

In the future, we plan to perform a user study to evaluate the effectiveness of the interface. We are specifically interested in discerning what type of interactions lead to effective cooperation between the user and the underlying planner. In addition, we plan to extend our technique to fixed-base manipulators, which will likely provide an opportunity to develop additional collaboration strategies for a variety of applications.
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# Efficient Sampling-Based Approaches to Optimal Path Planning in Complex Cost Spaces 

Didier Devaurs, Thierry Siméon and Juan Cortés


#### Abstract

Sampling-based algorithms for path planning have achieved great success during the last 15 years, thanks to their ability to efficiently solve complex highdimensional problems. However, standard versions of these algorithms cannot guarantee optimality or even high-quality for the produced paths. In recent years, variants of these methods, taking cost criteria into account during the exploration process, have been proposed to compute high-quality paths (such as T-RRT), some even guaranteeing asymptotic optimality (such as RRT*). In this paper, we propose two new sampling-based approaches that combine the underlying principles of RRT* and T-RRT. These algorithms, called T-RRT* and AT-RRT, offer probabilistic completeness and asymptotic optimality guarantees. Results presented on several classes of problems show that they converge faster than RRT* toward the optimal path, especially when the topology of the search space is complex and/or when its dimensionality is high.


Keywords Optimal path planning • Anytime path planning • Cost space path planning • Sampling-based path planning

## 1 Introduction

Robot path-planning methods have traditionally focused on solving the feasible path planning problem, i.e. on finding a collision-free path for a robot moving in a complex environment. This relies on a classical framework abstracting the workspace

[^22]of a robot system into a configuration space. In many application fields, however, generating feasible solution paths might not be sufficient. It may be required to obtain a high-quality solution path with respect to a given cost criterion, i.e. a low-cost path. One might even be looking for the optimal solution path with respect to this cost criterion, i.e. the path minimizing the cost. This amounts to solving an optimal path planning problem.

The first cost criterion to be considered was path length [4, 10, 11, 14, 15]. More interesting problems can be addressed with more sophisticated criteria, based on the definition of a cost function over the configuration space, which is then referred to as a cost space. Early work in cost-space path planning only involved discrete, coarsegrained cost functions [5, 10]. Our work focuses on continuous cost functions, which is more challenging. As an example, in outdoor navigation problems, the cost of a configuration can be the elevation of the position of the robot within a 2-D terrain. When high-clearance paths are desirable, the cost of a configuration can be the inverse of the distance between the robot and the closest obstacle [2, 7]. Even more complex cost functions can appear in robotic problems [1,13] and structural-biology problems [8].

When applied to the optimal path planning problem, classical grid-based methods, such as A* or D*, can compute resolution-optimal solution paths [16]. However, these methods are limited to problems involving low-dimensional spaces that can be discretized without leading to a combinatorial explosion. On the other hand, samplingbased algorithms, such as the Rapidly-exploring Random Tree (RRT) [12], have been successful at solving complex path-planning problems in high-dimensional spaces. Besides, they are conceptually simple and achieve probabilistic completeness. Nevertheless, these algorithms originally targeted feasible path planning, and usually produce sub-optimal solutions. Smoothing methods can be used to improve solution paths in a post-processing phase [6], but they often provide only local improvement, and offer no guarantee of convergence toward the global optimum. With the aim of taking a configuration-cost function into account during the space exploration, a variant of RRT called the Transition-based RRT (T-RRT) was proposed [7]. It extends RRT by integrating a Metropolis-like transition test favoring the exploration of low-cost regions of the space. It has been successfully applied to diverse robotic problems [1, 2, 7] and structural-biology problems [8], but it offers no optimality guarantee. Another variant of RRT, called RRT*, was devised to solve the optimal path planning problem [10]. RRT* has been shown to guarantee asymptotic optimality, and has been applied to various robotic problems [9-11]. However, it has been suggested that RRT* might converge slowly in high-dimensional spaces [2]. Finally, more recent approaches focus on asymptotic near-optimality [4, 14].

In this paper, we combine two approaches, namely RRT* and T-RRT, to devise new algorithms inheriting their respective strengths. The first algorithm, called Transitionbased RRT* (T-RRT*), consists of integrating the transition test of T-RRT into RRT*. The motivation is to favor the exploration of low-cost regions of the space, while maintaining the asymptotic properties of RRT*. The second algorithm, called Anytime T-RRT (AT-RRT), consists of enhancing T-RRT with an anytime behavior enabled by the integration of a procedure adding useful cycles (based on the path-cost
criterion) to the graph built over the space [15]. The motivation is to quickly obtain a first high-quality solution-path and, then, carry on the exploration for the solution to continually improve and converge toward the optimal path.

In what follows, we present a simple formulation of the feasible and optimal path planning problems (Sect. 2). Then, we describe T-RRT* and AT-RRT in greater details (Sect.3); we prove that both algorithms are probabilistically complete and asymptotically optimal (Sect.4). Finally, we evaluate T-RRT* and AT-RRT on several path planning problems, and show that they converge toward the optimal path faster than RRT* (Sect.5). Thanks to the filtering properties of the transition test they include, T-RRT* and AT-RRT can efficiently solve difficult problems featuring complex cost spaces, on which RRT* converges very slowly. We present several such examples, illustrating various aspects that make a path planning problem difficult to solve. (1) If the problem features a large-scale workspace, even in low dimension, favoring low-cost regions avoids wasting time exploring the whole space. (2) If the space features several homotopic classes between which it is difficult to jump, even in low dimension, using the transition test can bias the search toward the class containing the optimal path and avoid being trapped in a sub-optimal class. (3) If the problem is high-dimensional, it is inherently complex because the search space is intrinsically large and can potentially contain many homotopic classes.

## 2 Problem Formulation

### 2.1 Feasible Path Planning

The classical formulation of the path planning problem relies on abstracting the workspace of a robotic system into a configuration space $\mathcal{C}$, also called $\mathcal{C}$-space. A configuration $q \in \mathcal{C}$ describes the position and volume occupied by the robotic system in the workspace. The subset of $\mathcal{C}$ containing the configurations inducing collisions with some obstacles in the workspace is denoted $\mathcal{C}_{\text {obst }}$. Assuming that its complement in $\mathcal{C}$ is an open set, we denote by $\mathcal{C}_{\text {free }}$ the set $\operatorname{cl}\left(\mathcal{C} \backslash \mathcal{C}_{\text {obst }}\right)$ of configurations producing no collision, where $\operatorname{cl}()$ denotes the closure of a set. Given an initial configuration $q_{\text {init }} \in \mathcal{C}_{\text {free }}$ and a goal configuration $q_{\text {goal }} \in \mathcal{C}_{\text {free }}$, a path planning problem can be defined as a triplet $\left(\mathcal{C}, q_{\text {init }}, q_{\text {goal }}\right)$. A path over the $\mathcal{C}$-space is a continuous function $\pi:[0,1] \rightarrow \mathcal{C}$. It is said to be collision-free if for all $t \in[0,1], \pi(t) \in \mathcal{C}_{\text {free }}$, i.e. $\pi:[0,1] \rightarrow \mathcal{C}_{\text {free }}$. Let $\Pi$ denote the set of all paths over $\mathcal{C}$ and $\Pi_{\text {free }}$ the set of collision-free paths in $\Pi$. The feasible path planning problem is classically defined as follows:

Definition 1 (Feasible path planning) Given a path planning problem ( $\mathcal{C}, q_{\text {init }}$, $\left.q_{\text {goal }}\right)$, find a path $\pi \in \Pi_{\text {free }}$ such that $\pi(0)=q_{\text {init }}$ and $\pi(1)=q_{\text {goal }}$, if one exists, or report failure otherwise.

Let $\Pi_{\text {feas }}$ denote the set of paths in $\Pi_{\text {free }}$ satisfying this feasibility condition. Among the path planning problems having a solution, the analysis we present requires to focus on problems satisfying the robust feasibility property [10]. Several algorithms have been proposed in the robotics community to solve the feasible path planning problem. Among them, sampling-based approaches are not complete, but satisfy a property called probabilistic completeness, that can be interpreted as a notion of "almost-sure" success.

Definition 2 (Probabilistic completeness) An algorithm $\mathcal{A}$ is probabilistically complete if, for any robustly feasible path planning problem $\left(\mathcal{C}, q_{\text {init }}, q_{\text {goal }}\right)$, the probability that $\mathcal{A}$ fails to return a solution when one exists decays to zero as the running time of $\mathcal{A}$ approaches infinity.

The analysis we present in Sect. 4 is based on the fact that T-RRT and RRT* have been shown to be probabilistically complete [7, 10].

### 2.2 Optimal Path Planning

Let $c: \mathcal{C} \rightarrow \mathbb{R}_{+}$denote a continuous cost function associating to each configuration of the $\mathcal{C}$-space a positive cost value. Being enriched with this function, $\mathcal{C}$ is referred to as a cost space, and we talk about cost-space path planning. When exploring a cost space, instead of only looking for a feasible solution path, one might search for a high-quality path with respect to a given path-cost criterion. Let $c_{\mathrm{p}}: \Pi_{\text {free }} \rightarrow \mathbb{R}_{+}$ denote this cost criterion, associating to each collision-free path a positive cost value. It can be defined in several ways, the most common being to consider the integral of the cost along a path. As a discrete approximation of the integral of the cost with constant step size $\delta=\frac{1}{n}$ (where $n$ is the number of subdivisions of the path), the cost of a path $\pi$ can be defined as

$$
\begin{equation*}
c_{\mathrm{p}}(\pi)=\frac{\operatorname{length}(\pi)}{n} \sum_{k=1}^{n} c\left(\pi\left(\frac{k}{n}\right)\right) . \tag{IC}
\end{equation*}
$$

As an alternative, the mechanical work of a path can be defined as the sum of the positive cost variations along the path, which can be interpreted as summing the "forces" acting against the motion. It has been shown that the mechanical work can assess path quality better than the integral of the cost in many situations [7]. As a discrete approximation of the mechanical work with constant step size $\delta=\frac{1}{n}$, the cost of a path $\pi$ can be defined as

$$
\begin{equation*}
c_{\mathrm{p}}(\pi)=\sum_{k=1}^{n} \max \left\{0, c\left(\pi\left(\frac{k}{n}\right)\right)-c\left(\pi\left(\frac{k-1}{n}\right)\right)\right\} \tag{MW}
\end{equation*}
$$

We could consider other criteria to evaluate path quality, such as the maximal cost along the path, or the average cost. In the case of feasible planning, path length could be considered. However, this is not a good choice when planning in a cost space because this criterion ignores the costs of the configurations along the path. Which criterion is the most suited depends on the planning problem and on the characteristics of its expected optimal solution. Comparing cost criteria is out of the scope of this paper. We use both IC and MW not to limit ourselves to a single criterion, which could bias the interpretation of the results.

The optimal path planning problem can now be defined as follows:
Definition 3 (Optimal path planning) Given a path planning problem $\left(\mathcal{C}, q_{\text {init }}, q_{\text {goal }}\right)$, a continuous configuration-cost function $c: \mathcal{C} \rightarrow \mathbb{R}_{+}$, and a monotonic, bounded path-cost criterion $c_{p}: \Pi_{\text {free }} \rightarrow \mathbb{R}_{+}$, find a path $\pi^{*} \in \Pi_{\text {feas }}$ such that $c_{\mathrm{p}}\left(\pi^{*}\right)=$ $\min \left\{c_{\mathrm{p}}(\pi) \mid \pi \in \Pi_{\text {feas }}\right\}$ if one exists, or report failure otherwise.

With these notations, an optimal path planning problem is defined as a quintuplet $\left(\mathcal{C}, q_{\text {init }}, q_{\text {goal }}, c, c_{\mathrm{p}}\right)$. If it admits a solution $\pi^{*}$, then $\pi^{*}$ is called the optimal path. Note that the analysis we present requires to focus on optimal path planning problems admitting a robustly optimal solution [10]. In the context of optimal path planning, the evaluation of a sampling-based algorithm should be based not only on probabilistic completeness, but also on the concept of asymptotic optimality. This property can be interpreted as a notion of "almost-sure" convergence toward the optimal path, and has been defined as follows [10]:

Definition 4 (Asymptotic optimality) An algorithm $\mathcal{A}$ is asymptotically optimal if, for any optimal path planning problem $\left(\mathcal{C}, q_{\text {init }}, q_{\text {goal }}, c, c_{\mathrm{p}}\right)$ admitting a robustly optimal solution path with finite $\operatorname{cost} c^{*} \in \mathbb{R}_{+}$, the cost of the solution path produced by $\mathcal{A}$ (this cost being infinite if no solution is available yet) decreases toward $c^{*}$ as the running time of $\mathcal{A}$ approaches infinity.

The analysis in Sect. 4 is based on the asymptotic optimality of RRT* [10].

## 3 Algorithms

The Rapidly-exploring Random Tree (RRT) [12] is a popular sampling-based algorithm that can solve the feasible path planning problem. Starting from the initial configuration $q_{\text {init }}$, RRT iteratively builds a tree $\mathcal{T}$ on the $\mathcal{C}$-space. At each iteration, a configuration $q_{\text {rand }}$ is randomly sampled in $\mathcal{C}$, and an extension toward $q_{\text {rand }}$ is attempted, starting from its nearest neighbor, $q_{\text {near }}$, in $\mathcal{T}$. If the extension succeeds, a new configuration $q_{\text {new }}$ is added to $\mathcal{T}$, and connected by an edge to $q_{\text {near }}$. The criteria on when to stop the exploration can be reaching the goal configuration $q_{\text {goal }}$, a given number of nodes in $\mathcal{T}$, a given number of iterations, or a given running time.

Several algorithms have been devised as extensions of RRT to explore cost spaces. Among them, the Transition-based RRT (T-RRT) consists of integrating in RRT a
transition test that favors the exploration of low-cost regions of $\mathcal{C}$ [7]. This transition test is used to accept or reject the move from $q_{\text {near }}$ to $q_{\text {new }}$ based on their respective costs. Even though it yields high-quality (i.e. low-cost) paths when solving the feasible path planning problem on a cost space, T-RRT offers no guarantee to solve the optimal path planning problem. The other variant of RRT we consider here, named RRT*, has been specifically developed to solve the optimal path planning problem [10]. In RRT*, instead of being linked to $q_{\text {near }}, q_{\text {new }}$ is linked to the configuration (among its neighbors in $\mathcal{C}$ ) minimizing the cost of the path in $\mathcal{T}$ between $q_{\text {init }}$ and $q_{\text {new }}$. Furthermore, if, as a parent in $\mathcal{T}, q_{\text {new }}$ allows one of its neighbors in $\mathcal{C}$ to be connected to $q_{\text {init }}$ via a lower-cost path than the one currently available, some rewiring is performed in $\mathcal{T}$. By deciding how to create and remove edges of $\mathcal{T}$ based on the costs of the paths between $q_{\text {init }}$ and every node in $\mathcal{T}$, RRT* enables the cost of the solution extracted from $\mathcal{T}$ to decrease with time. However, despite its asymptotic-optimality guarantees, RRT* may converge slowly in high-dimensional spaces [2].

In this work, we combine the beneficial concepts underlying these extensions of RRT: (1) the filtering properties of the transition test in T-RRT, favoring the creation of new nodes in low-cost regions of $\mathcal{C}$, and (2) the cost-based management of edges in RRT*, allowing the cost of the solution path to decrease with time. We do this in two different ways, by proposing an extension to RRT* named Transitionbased $R R T^{*}\left(\mathrm{~T}-\mathrm{RRT}^{*}\right)$ and an extension to T-RRT named Anytime T-RRT (AT-RRT). Both algorithms can solve the optimal path planning problem and offer asymptoticoptimality guarantees (cf. Sect.4). They allow us to efficiently explore complex cost spaces, yielding high-quality solution paths that improve with time in an anytime fashion.

### 3.1 Transition-Based RRT* (T-RRT*)

The pseudo-code of T-RRT* is shown in Algorithm 1. T-RRT* extends RRT* by integrating the transition test (line 6) originally developed for T-RRT [7]. This transition test is used to accept or reject the move from $q_{\text {near }}$ to $q_{\text {new }}$ based on their respective costs. If the move is accepted, T-RRT* behaves exactly like RRT*. First, a new node is created in $\mathcal{G}$ to store $q_{\text {new }}$ (line 7). Then, a search in $\mathcal{G}$ is performed to compute the set $Q_{\text {near }}$ of configurations contained in a neighborhood of $q_{\text {new }}$ of radius $\gamma(\log (n) / n)^{1 / d}$ (line 9). As defined for RRT $^{*}$, this radius depends on the dimension $d$ of $\mathcal{C}$, on a constant $\gamma$ derived from the volume of $\mathcal{C}_{\text {free }}$, and on the number $n$ of nodes in $\mathcal{G}$ [10]. This dependency on $n$ ensures that the radius decreases as $\mathcal{G}$ grows. The next step of the algorithm consists of finding the configuration $q_{\text {par }}$ in $Q_{\text {near }} \cup\left\{q_{\text {near }}\right\}$ to which $q_{\text {new }}$ should be connected (line 10): the parent of $q_{\text {new }}$ is chosen as the configuration via which the path between $q_{\text {init }}$ and $q_{\text {new }}$ has minimal cost. This is done by computing, for all $q_{\mathrm{n}} \in Q_{\text {near }} \cup\left\{q_{\text {near }}\right\}$, the $\operatorname{cost} c_{\mathrm{p}}\left(\pi_{\mathrm{n}}^{\mathcal{G}}\right)+c_{\mathrm{p}}\left(\pi_{\mathrm{n}}^{\mathcal{C}}\right)$, where $\pi_{\mathrm{n}}^{\mathcal{G}}$ is the path between $q_{\text {init }}$ and $q_{\mathrm{n}}$ in $\mathcal{G}$, and $\pi_{\mathrm{n}}^{\mathcal{C}}$ is the path between $q_{\mathrm{n}}$ and $q_{\text {new }}$ in $\mathcal{C}$. Finally, since the addition of a new node in $\mathcal{G}$ potentially leads to the appearance of new paths having lower costs than those currently in $\mathcal{G}$, some rewiring

```
Algorithm 1: Transition-based RRT* (T-RRT*)
    input : the optimal path planning problem \(\left(\mathcal{C}, q_{\text {init }}, q_{\text {goal }}, c, c_{\mathrm{p}}\right)\), the dimension \(d\)
            of the \(\mathcal{C}\)-space, and the \(\gamma\) constant derived from the volume of \(\mathcal{C}_{\text {free }}\) [10]
    output: the graph \(\mathcal{G}\)
    \(\mathcal{G} \leftarrow\) initGraph \(\left(q_{\text {init }}\right)\)
    while not stoppingCriteria(G) do
        \(q_{\text {rand }} \leftarrow\) sampleRandomConfiguration \((\mathcal{C})\)
        \(q_{\text {near }} \leftarrow\) findNearestNeighbor \(\left(\mathcal{G}, q_{\text {rand }}\right)\)
        \(q_{\text {new }} \leftarrow \operatorname{extend}\left(q_{\text {near }}, q_{\text {rand }}\right)\)
        if \(q_{\text {new }} \neq\) null and transitionTest \(\left(\mathcal{G}, c\left(q_{\text {near }}\right), c\left(q_{\text {new }}\right)\right)\) then
            addNewNode \(\left(\mathcal{G}, q_{\text {new }}\right)\)
            \(n \leftarrow\) numberOfNodes(G)
            \(Q_{\text {near }} \leftarrow\) nearestNeighbors \(\left(\mathcal{G}, q_{\text {new }}, \gamma(\log (n) / n)^{1 / d}\right)\)
            \(q_{\text {par }} \leftarrow\) parentMinimizingCostFromInit \(\left(q_{\text {new }}, q_{\text {near }}, Q_{\text {near }}, c_{\mathrm{p}}\right)\)
            addNewEdge \(\left(\mathcal{G}, q_{\text {par }}, q_{\text {new }}\right)\)
            foreach \(q_{\mathrm{n}} \in Q_{\text {near }}\) do
                \(\pi \leftarrow\) pathInSpace \(\left(q_{\text {new }}, q_{\mathrm{n}}\right)\)
                    if costFromInit \(\left(q_{\text {new }}\right)+c_{\mathrm{p}}(\pi)<\operatorname{costFromInit}\left(q_{\mathrm{n}}\right)\) and
                    isCollisionFree \((\pi)\) then
                    removeEdge \(\left(\mathcal{G}\right.\), parent \(\left.\left(q_{\mathrm{n}}\right), q_{\mathrm{n}}\right)\)
                    addNewEdge \(\left(\mathcal{G}, q_{\text {new }}, q_{\mathrm{n}}\right)\)
    return \(\mathcal{G}\)
```

```
Algorithm 2: transitionTest \(\left(\mathcal{G}, c_{\mathrm{i}}, c_{\mathrm{j}}\right)\)
    input : the current temperature \(T\) and its increase rate \(T_{\text {rate }}\)
    output: true if the transition is accepted, false otherwise
    if \(c_{\mathrm{j}} \leq c_{\mathrm{i}}\) then return True
    if \(\exp \left(-\left(c_{\mathrm{j}}-c_{\mathrm{i}}\right) / T\right)>0.5\) then
        \(T \leftarrow T / 2^{\left(c_{\mathrm{j}}-c_{\mathrm{i}}\right) / \text { costRange }(\mathcal{G})}\); return True
    else
        \(T \leftarrow T \cdot 2^{T_{\text {rate }}} ; \quad\) return False
```

might be performed (lines 12-16). For each $q_{\mathrm{n}} \in Q_{\text {near }}$, if the cost of the path going from $q_{\text {init }}$ to $q_{\mathrm{n}}$ via $q_{\text {new }}$ is lower than the cost of the current path between $q_{\text {init }}$ and $q_{\mathrm{n}}$ in $\mathcal{G}, q_{\text {new }}$ becomes the new parent of $q_{\mathrm{n}}$ in $\mathcal{G}$.

The transitionTest involved in the T-RRT* algorithm is presented in Algorithm 2. The transition between two configurations is evaluated on the basis of their $\operatorname{costs} c_{\mathrm{i}}$ and $c_{\mathrm{j}}, c_{\mathrm{i}}$ being the cost of the source configuration and $c_{\mathrm{j}}$ the cost of the target configuration. A downhill move ( $c_{\mathrm{j}} \leq c_{\mathrm{i}}$ ) in the cost landscape is always accepted. An uphill move is accepted or rejected based on the probability $\exp \left(-\left(c_{\mathrm{j}}-c_{\mathrm{i}}\right) / T\right)$ that decreases exponentially with the cost variation $c_{\mathrm{j}}-c_{\mathrm{i}}$. In that case, the level of selectivity of the transition test is controlled by the temperature $T$, which is an adaptive parameter of the algorithm. Low temperatures limit the expansion to gentle slopes of the cost landscape, and high temperatures enable it to climb steep slopes.

After each accepted uphill move, $T$ is decreased to avoid over-exploring high-cost regions: it is divided by $2^{\left(c_{\mathrm{j}}-c_{\mathrm{i}}\right) / \operatorname{costRange}(\mathcal{G})}$, where costRange $(\mathcal{G})$ is the cost difference between the highest-cost and the lowest-cost configurations stored in the nodes of $\mathcal{G}$. After each rejected uphill move, $T$ is increased to facilitate the exploration and avoid being trapped in a local minimum of the cost landscape: it is multiplied by $2^{T_{\text {rate }}}$, where $T_{\text {rate }} \in(0,1]$ is the temperature increase rate.

### 3.2 Anytime Transition-Based RRT (AT-RRT)

AT-RRT, whose pseudo-code is presented in Algorithm 3, also features the transitionTest (line 6), and extends T-RRT by offering an anytime behavior. Before any feasible path is found between $q_{\text {init }}$ and $q_{\text {goal }}$, AT-RRT behaves exactly like T-RRT. As opposed to T-RRT, however, after a solution path is found, the exploration is allowed to continue and a cycle-addition procedure is activated (lines 9-10). This leads to the creation in $\mathcal{G}$ of new paths that can be of higher quality than the one found so far. This procedure is based on the notion of useful cycles, as described in [15].

The addUsefulcycles procedure is presented in Algorithm 4. When a new configuration $q_{\text {new }}$ is added to $\mathcal{G}$, we consider all configurations in $\mathcal{G}$, within a neighborhood of $q_{\text {new }}$, as potential candidate targets for new edges. The radius of this neighborhood depends on the dimension $d$ of $\mathcal{C}$ and on a constant $\gamma$ derived from the volume of $\mathcal{C}_{\text {free }}$, as is done for RRT* [10]. This radius also decreases with the number $n$ of nodes in $\mathcal{G}$. Within the candidate set $Q_{\text {near }}$, we are interested in the configurations that are "close" to $q_{\text {new }}$ in $\mathcal{C}$, but "far" from $q_{\text {new }}$ in $\mathcal{G}$, not in terms of distance but of path cost. For each candidate $q_{\mathrm{n}} \in Q_{\text {near }}$, if the cost of the local path $\pi_{\mathrm{s}}$ between $q_{\text {new }}$ and $q_{\mathrm{n}}$ in $\mathcal{C}$ is less than the cost of the lowest-cost path $\pi_{\mathrm{g}}$ between $q_{\text {new }}$ and $q_{\mathrm{n}}$ in $\mathcal{G}$, and if $\pi_{\mathrm{s}}$ is collision-free, we add an edge to $\mathcal{G}$ between $q_{\text {new }}$ and $q_{\mathrm{n}}$, thus creating a useful cycle.

## 4 Analysis

We now review the properties of T-RRT* and AT-RRT, in terms of probabilistic completeness and asymptotic optimality (cf. Sect.2). It has already been proven that T-RRT and RRT* are probabilistically complete [7, 10]. In the case of T-RRT, this property is directly derived from the probabilistic completeness of RRT, despite the integration of the transition test. A similar reasoning allows us to state that T-RRT* is probabilistically complete, thanks to the probabilistic completeness of RRT*. Furthermore, as AT-RRT behaves like T-RRT before a solution path is found, it satisfies the same properties.

Theorem 1 (Probabilistic completeness) The T-RRT* and AT-RRT algorithms are probabilistically complete.

```
Algorithm 3: Anytime Transition-based RRT (AT-RRT)
    input : the optimal path planning problem \(\left(\mathcal{C}, q_{\text {init }}, q_{\text {goal }}, c, c_{\mathrm{p}}\right)\)
    output: the graph \(\mathcal{G}\)
    \(\mathcal{G} \leftarrow\) initGraph \(\left(q_{\text {init }}\right)\)
    while not stoppingCriteria(G) do
        \(q_{\text {rand }} \leftarrow\) sampleRandomConfiguration \((\mathcal{C})\)
        \(q_{\text {near }} \leftarrow\) findNearestNeighbor \(\left(\mathcal{G}, q_{\text {rand }}\right)\)
        \(q_{\text {new }} \leftarrow \operatorname{extend}\left(q_{\text {near }}, q_{\text {rand }}\right)\)
        if \(q_{\text {new }} \neq\) null and transitionTest \(\left(\mathcal{G}, c\left(q_{\text {near }}\right), c\left(q_{\text {new }}\right)\right)\) then
            addNewNode( \(\mathcal{G}, q_{\text {new }}\) )
            addNewEdge \(\left(\mathcal{G}, q_{\text {near }}, q_{\text {new }}\right)\)
            if solutionPathExists \(\left(\mathcal{G}, q_{\text {init }}, q_{\text {goal }}\right)\) then
                addUsefulCycles( \(\mathcal{G}, q_{\text {new }}, c_{\mathrm{p}}\) )
    return \(\mathcal{G}\)
```

```
Algorithm 4: addUsefulCycles ( \(\mathcal{G}, q_{\text {new }}, c_{\mathrm{p}}\) )
    input: the dimension \(d\) of the \(\mathcal{C}\)-space
            the \(\gamma\) constant derived from the volume of \(\mathcal{C}_{\text {free }}\) (as in RRT* [10])
    \(n \leftarrow\) numberOfNodes(G)
    \(Q_{\text {near }} \leftarrow\) nearestNeighbors \(\left(\mathcal{G}, q_{\text {new }}, \gamma(\log (n) / n)^{1 / d}\right)\)
    foreach \(q_{\mathrm{n}} \in Q_{\text {near }}\) do
        \(\pi_{\mathrm{g}} \leftarrow \operatorname{pathInGraph}\left(\mathcal{G}, q_{\text {new }}, q_{\mathrm{n}}\right)\)
        \(\pi_{\mathrm{s}} \leftarrow \operatorname{pathInSpace}\left(q_{\text {new }}, q_{\mathrm{n}}\right)\)
        if \(c_{\mathrm{p}}\left(\pi_{\mathrm{s}}\right)<c_{\mathrm{p}}\left(\pi_{\mathrm{g}}\right)\) and isCollisionFree \(\left(\pi_{\mathrm{s}}\right)\) then
            addNewEdge \(\left(\mathcal{G}, q_{\text {new }}, q_{\mathrm{n}}\right)\)
```

Let us assume in the sequel that the $\gamma$ constant involved in T-RRT* and AT-RRT, and originally introduced in RRT*, satisfies

$$
\begin{equation*}
\gamma>2\left(1+\frac{1}{d}\right)^{\frac{1}{d}}\left(\frac{\mu\left(\mathcal{C}_{\text {free }}\right)}{\zeta_{d}}\right)^{\frac{1}{d}} \tag{1}
\end{equation*}
$$

where $d$ is the dimension of $\mathcal{C}, \zeta_{d}$ is the volume of the unit ball in the $d$-dimensional Euclidean space, and $\mu()$ is an operator measuring volumes. Under this assumption, RRT* has proven to be asymptotically optimal [10].

The only difference between T-RRT* and RRT* is the presence of a transition test filtering configurations based on their costs. The consequence of applying such rejection sampling is that the samples cannot be assumed to be drawn from a uniform distribution on $\mathcal{C}$. Even though the asymptotic optimality of RRT* was proven under a "uniform distribution" assumption, this result can be extended to any continuous probability distribution with density bounded away from zero [10]. As the probability of a sample to be accepted by the transition test is never zero, the samples drawn by T-RRT* follow such distribution. Therefore, T-RRT* is also asymptotically optimal.

Let us recall that the interesting properties of RRT* come from its ability to replace existing edges in $\mathcal{G}$ by new edges enabling lower-cost paths to appear. This allows the cost of the solution path produced by RRT* to decrease with time. Furthermore, the "almost-sure" convergence toward the optimal solution path is ensured by the fact that the cost-based decisions on connections are made for configurations within neighborhoods of radii based on a value of $\gamma$ satisfying (1). The lower bound on $\gamma$ expressed in (1) is the minimal value allowing RRT* to be asymptotically optimal. Keeping in mind that increasing the value of $\gamma$ raises the computational cost of an iteration of RRT* (because of the increased number of neighbors to consider), this lower bound represents the optimal tradeoff between efficiency and asymptotic optimality.

Clearly, AT-RRT and T-RRT* use the same procedure to create and filter nodes, based on the extension mechanism of RRT and on the transition test of T-RRT. The difference between them lies in the management of edges. In AT-RRT, no edge is removed, thus leading to the creation of cycles, but this has no impact on the current analysis. The main point is that, in both algorithms, alternative paths are created based on cost improvement. Where they differ is on the criterion that an edge has to satisfy to be considered useful in terms of cost improvement. In T-RRT*, this criterion is based on whether an edge allows a configuration to be connected to $q_{\text {init }}$ via a path in $\mathcal{G}$ having minimal cost. In AT-RRT, this criterion is based on whether an edge allows two configurations to be connected via a path in $\mathcal{C}$ whose cost is lower than the costs of the existing paths in $\mathcal{G}$. It is clear that both criteria achieve the same goal: they both allow the cost of the solution path to decrease with time. Finally, as the cost-based decisions on the addition of useful cycles happen in neighborhoods of radii based on a value of $\gamma$ satisfying (1), AT-RRT is also asymptotically optimal.

Theorem 2 (Asymptotic optimality) The T-RRT* and AT-RRT algorithms are asymptotically optimal.

## 5 Evaluation

### 5.1 Path Planning Problems

We have evaluated T-RRT* and AT-RRT on several optimal path-planning problems that differ in terms of $\mathcal{C}$-space dimensionality, geometrical complexity and configuration-cost function type. The Stones problem (illustrated in Fig. 1) is a 2-degrees-of-freedom (DoFs) example in which a disk has to go through a space cluttered with rectangular-shaped obstacles. The objective is to maximize clearance, so the cost function $c$ associates to each position of the disk the inverse of the distance between the disk and the closest obstacle.

The Inspection problem deals with industrial inspection in a dense environment, and involves an aerial robot, as shown in Fig. 2. The featured quadrotor is modeled as a 3-DoFs sphere (i.e. a free-flying sphere) representing the security zone around


Fig. 1 Stones problem: 2-DoFs disk moving among rectangular obstacles, while maximizing its clearance. Top row graphs built by AT-RRT (left) and T-RRT* (right) after a runtime of 0.5 s . Bottom row solution paths produced by T-RRT* when minimizing IC (left) or MW (right) after a runtime of 10 s . Paths produced by AT-RRT are similar


Fig. 2 Inspection problem: quadrotor (whose close-up is shown in yellow) inspecting an oil-rig (top left). The cost function is based on the clearance of the 3-DoFs safety sphere around the quadrotor. Right column: paths produced by AT-RRT when minimizing IC (top) or MW (bottom), after a running time of 10 s . The cost profiles of the two paths are also shown (bottom left). Paths produced by T-RRT* are similar
it. Assuming that motions are performed quasi-statically, we restrict the problem to planning in position (controllability issues lie outside the scope of this paper). For safety reasons, the quadrotor has to move in this environment trying to maximize
clearance for the security sphere. The specificity of this problem is its large-scale workspace.

The Transport problem features aerial robots, and deals with the collaborative transport of objects, as shown in Fig. 3. Two quadrotors have to carry an H -looking object and go through one of two holes in a wall. The robotic system comprises the quadrotors themselves (and not safety spheres around them), the 3-R planar manipulator arms attached below them, and the carried object. A configuration of this system is defined by the position and orientation of the object in space, and the relative positions of the quadrotors with respect to the object. This problem is restricted to planning in position for the quadrotors because of the quasi-static assumption made on their motions. We consider a planar version of the problem, thus disregarding translations along the $Y$ axis and rotations around the $X$ and $Z$ axes. Besides, the revolute joints of the arms are passive DoFs in constraints related to the closure of the kinematic chain. Therefore, the system can be described with 7 DoFs: 3 DoFs for the object (two translations along the $X$ and $Z$ axes, and a rotation around the $Y$ axis) and 2 DoFs for each quadrotor (two translations along the $X$ and $Z$ axes). In this example, different cost functions can be defined. The notion of clearance could be considered, but we will use a cost function based on the notion of "balance" in our experiments. Assuming the initial configuration is stable, the idea is to maintain it as much as possible, while allowing a complete freedom of movement for the object with respect to the translations along the $X$ and $Z$ axes. To achieve that, the cost of a configuration is defined as the sum of the differences to the initial values for the rotation of the object and the translations of the quadrotors. The specificity of the Transport problem lies in the fact that it features two very distinct homotopic classes. The two holes in the wall constitute narrow passages of similar difficulty in terms of purely geometrical planning: despite being wider, the lower hole is partly obstructed by the second wall. However, when planning in the cost space with the clearance-based cost function, paths going through the lower hole are favored because it is larger than the other one. On the contrary, when planning in the cost space with the balance-based cost function, paths going through the upper hole


Fig. 3 Transport problem: the two quadrotors have to transport an object and go through one of the holes in the wall, while maintaining the balance of the whole system. Both images show an intermediate and the final configurations along paths obtained after 50 s . Left: path produced by T-RRT* when minimizing MW. Paths produced when minimizing IC, and paths produced by ATRRT are similar. Right: path produced by RRT* when minimizing IC. Paths produced when minimizing MW are similar


Fig. 4 Selected configurations along paths produced by AT-RRT when minimizing IC (left) or MW (right), after a running time of 100 s , on the Snake problem. A snake-like object has to move among rectangular obstacles. The cost function favors straight configurations, and regular over irregular coiling. T-RRT* provides similar results
are favored because going through the lower one requires the robotic system to tilt sharply.

The Snake problem (illustrated in Fig. 4) involves a snake-like object constituted of 10 identical cylinders between which 9 revolute joints are defined. We also consider two translations and a rotation in the planar workspace, which adds up to 12 DoFs. The cost function is defined as the sum of the absolute differences between the angular values of consecutive revolute joints, added to the absolute value of the first revolute joint. The objective is to favor a straight configuration of the robot, or configurations in which all revolute joints have the same value, which correspond to a regular coiling of the robot. This problem enables us to analyze the behavior of the algorithms in higher dimension.

### 5.2 Settings

Before using T-RRT* and AT-RRT, their parameters have to be set. Following [2], $T_{\text {rate }}$ is set to 0.1 and $T$ is initialized to $10^{-6}$. Finding a good value for $\gamma$ happens to be a real issue. As already mentioned, the lower bound for $\gamma$ expressed in (1) is the optimal value with respect to the tradeoff between efficiency and asymptotic optimality. However, computing this value requires to estimate the volume of $\mathcal{C}_{\text {free }}$. This is possible in low-dimensional spaces when the robotic system and the obstacles are represented with simple geometric models, but this is not realistic otherwise. To ensure that $\gamma$ satisfies (1), we set:

$$
\begin{equation*}
\gamma=2\left(1+\frac{1}{d}\right)^{\frac{1}{d}}\left(\frac{\mu(\mathcal{C})}{\zeta_{d}}\right)^{\frac{1}{d}} . \tag{2}
\end{equation*}
$$

On the Stones and Inspection problems, since $\mathcal{C}$ is an Euclidean space, its volume can easily be computed using the validity interval of every DoF. However, this is not
straightforward on the Transport and Snake problems because of the revolute joints. For a DoF corresponding to such joint, its angular range is multiplied by the length of the associated rigid body.

T-RRT* and AT-RRT have been implemented in the motion planning platform Move3D. To fairly assess them, no smoothing is performed on the solution paths. Values of IC and MW are averaged over 100 runs. Results have been obtained on an Intel Core i5 processor at 2.6 GHz with 8 GB of memory.

### 5.3 Results

T-RRT* and AT-RRT build graphs over $\mathcal{C}$ in different ways because they involve different strategies to create (and potentially remove) edges. This is illustrated in Fig. 1 on the Stones problem. The upper left figure clearly shows the cycles created by AT-RRT, and the redundancy in paths. As can been seen in the upper right figure, the tree built by T-RRT* is much sparser, because high-cost edges are removed. The numerical results we present show that these differences in behavior do not create significant differences in performance. Also, the solution paths produced by the two algorithms usually look very similar.

Differences in solution paths are mainly due to the choice of the cost criterion: IC or MW. This is clearly visible in Figs. 1 and 2. Minimizing IC tends to favor shorter paths along which the maximal cost can be quite high (as shown by Fig. 2, bottom left), and minimizing MW sometimes produces strangely convoluted paths. Another drawback of MW (not illustrated here) is that, if the cost of $q_{\text {init }}$ is high, MW can be low even for paths going through high-cost configurations. A better cost criterion could probably be defined by combining IC and MW, but this goes beyond the scope of this paper. Note that, on some problems, such as Transport, the choice of the cost criterion has little impact on the results.

To evaluate the performance of T-RRT* and AT-RRT, we analyze the evolution over time of the costs of the solution paths they produce. As a reference, we compare both algorithms to RRT* [10]. To obtain the best results with RRT*, we use the conditional activation and branch-and-bound heuristics when they are beneficial. The conditional activation heuristic consists of planning with a regular RRT until the first solution is found, and only then activating the procedures specific to RRT* [9]. The branch-and-bound heuristic consists of trimming the nodes in $\mathcal{G}$ that cannot allow finding paths with costs lower than that of the current solution path, which is assessed using a cost-to-go function [11]. Both heuristics are beneficial on the Transport and Snake problems.

Numerical results obtained on the four path planning problems (each one being tested with a given pair ( $q_{\text {init }}, q_{\text {goal }}$ ) of configurations) are reported in Fig. 5 for IC, and Fig. 6 for MW. They clearly show that T-RRT* and AT-RRT converge faster than RRT* toward the optimum. Even on a problem as simple as Stones, if only little time is available, T-RRT* and AT-RRT yield better-quality solutions than RRT*. But, given enough time, all algorithms produce paths of similar quality. When the size


Fig. 5 Evolution over time of the costs (IC) of the solution paths produced by RRT*, T-RRT* and AT-RRT, on the four path planning problems


Fig. 6 Evolution over time of the costs (MW) of the solution paths produced by RRT*, T-RRT* and AT-RRT, on the four path planning problems
of the workspace is larger, as in the Inspection problem, the dominance of T-RRT* and AT-RRT is even clearer. It appears that the filtering properties of the transition test help focus the search on the most relevant (i.e. low-cost) parts of the workspace: graphs produced by RRT* contain numerous nodes in high-cost regions of the space, contrary to graphs produced by T-RRT* or AT-RRT (not shown here due to space limitations). When the problem is even more complex, as is the case of Transport, the weaknesses of RRT* start to translate into a very low rate of convergence. Thanks to the transition test, the search performed by T-RRT* or AT-RRT is usually guided toward the homotopic class containing the optimal path (i.e. the upper hole, when using the balance-based cost function, as shown by Fig. 3, left). On the contrary, the first solution produced by RRT* can belong to any of the two homotopic classes; if it is found in the sub-optimal one (i.e. the lower hole), RRT* gets stuck in this class and into optimizing a low-quality solution (as shown by Fig. 3, right). Finally, on high-dimensional problems, such as Snake, RRT* usually converges very slowly. Looking at Figs. 5 and 6, one may think that this is also the case for T-RRT* and AT-RRT. To check that, we have let all algorithms run for 12 h while minimizing MW. We have obtained solutions of costs 3.42, 2.41 and 2.24 for RRT*, T-RRT* and AT-RRT respectively. Looking at Fig. 6, it means that, after 100 s, T-RRT* and AT-RRT are already close to the optimum, contrary to RRT*.

Finally, to assess whether what we observe is consistent across the domains corresponding to the four path planning problems, we have evaluated the algorithms on instances of these problems involving different pairs ( $q_{\text {init }}, q_{\text {goal }}$ ) of configurations. The results we have obtained (not presented here due to space limitations) are similar to what we report above.

## 6 Conclusion

In this paper, we have proposed two novel sampling-based algorithms to solve the optimal path planning problem, by combining the underlying principles of T-RRT and RRT*, the goal being to benefit from their respective strengths while overcoming their weaknesses. On the positive side, T-RRT can efficiently explore a cost space thanks to the filtering properties of its transition test, and RRT* is asymptotically optimal. On the negative side, T-RRT is not asymptotically optimal, and RRT* may converge slowly on complex cost spaces. The two hybrid methods are: (1) the Transitionbased RRT* (T-RRT*), which is an extension of RRT* integrating the transition test of T-RRT, and (2) the Anytime T-RRT (AT-RRT), which is an extension of T-RRT integrating a useful-cycle addition procedure. We have proven that T-RRT* and AT-RRT are both probabilistically complete and asymptotically optimal. We have evaluated them on several optimal path-planning problems featuring complex cost spaces, and compared them to RRT*. Results show that they converge faster than RRT* toward the optimal path, sometimes orders of magnitude faster.

Results tend to show that AT-RRT performs slightly better than T-RRT*. As future work, it would be interesting to analyze further how the two algorithms behave, to
pinpoint which strategy works best at solving particular classes of optimal path planning problems. Disregarding computational performance, a clear advantage of AT-RRT over T-RRT* is that it can easily be extended into a multiple-tree algorithm, similar to the Multi T-RRT [3]. Another interesting aspect of AT-RRT is that it builds a graph containing cycles, therefore providing alternative paths over the space. This could be leveraged when path replanning is required due to errors in the model or moving obstacles.
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# Real-Time Predictive Modeling and Robust Avoidance of Pedestrians with Uncertain, Changing Intentions 
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#### Abstract

To plan safe trajectories in urban environments, autonomous vehicles must be able to quickly assess the future intentions of dynamic agents. Pedestrians are particularly challenging to model, as their motion patterns are often uncertain and/or unknown a priori. This paper presents a novel changepoint detection and clustering algorithm that, when coupled with offline unsupervised learning of a Gaussian process mixture model (DPGP), enables quick detection of changes in intent and online learning of motion patterns not seen in prior training data. The resulting long-term movement predictions demonstrate improved accuracy relative to offline learning alone, in terms of both intent and trajectory prediction. By embedding these predictions within a chance-constrained motion planner, trajectories which are probabilistically safe to pedestrian motions can be identified in real-time. Hardware experiments demonstrate that this approach can accurately predict motion patterns from onboard sensor/perception data and facilitate robust navigation within a dynamic environment.
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## 1 Introduction

Autonomous vehicles operating in urban environments must be able to quickly assess the future behavior of nearby agents in order to plan safe trajectories. A major challenge in navigating such environments is the limited ability to accurately anticipate the intents of dynamic agents, as their internal state is not directly observable. Due to the inherent structure of urban environments, drivers and pedestrians tend to exhibit

[^23]a common set of mobility patterns, which are constrained by the environment and directly observable via state estimates.

The objective of this work is to learn these motion patterns such that they can be used to predict future trajectories, and use them to plan safe paths that avoid future collisions in such structured environments. While existing probabilistic planning frameworks can readily admit dynamic agents with uncertain future trajectory distributions [1], these agents typically demonstrate complex motion patterns that make modeling future motion and quantifying uncertainty difficult.

Dynamic agents exhibit uncertainty in both their intent and the trajectory motion pattern associated with each intent. Pedestrians present particular technical challenges in the generation of long-term predictions due to their agility and relatively unrestricted dynamic and inertial constraints. Specifically, pedestrians may demonstrate many unique behaviors, some of which may not have been previously observed, and can perform instantaneous changes in motion behavior following changes in intent.

This paper addresses these challenges by proposing a modeling framework that accurately predicts the future behavior of agile agents, such that an autonomous vehicle can identify safe trajectories that avoid collision at current and future time steps. Such a framework must be able to learn new behaviors online, update predictions in the presence of changes in intent, and converge to the correct intent prediction as more observations are gathered-capabilities not currently present in existing algorithms.

### 1.1 Related Work

The preferred approach in the literature, also used here, assumes that factors influencing pedestrian motion (such as internal state and intent) are reflected in their trajectories. These data-driven approaches learn typical motion patterns from observed training trajectories to enable predictions of future state.

The most common approaches are based on the Markov property, including hidden Markov models, in which the hidden state is pedestrian intent [4, 14, 22]; growing hidden Markov models to allow for online learning [21]; and partially observable Markov decision processes to choose actions based on a distribution over pedestrian intents [2]. Because the future state prediction depends only on the current state, these approaches are quick to react to changes in intent. However, for relatively infrequent changes in intent, the Markov assumption can be overly restrictive as it prevents these algorithms from becoming more certain of pedestrian intent with additional observations.

Gaussian process (GP) approaches have been demonstrated to be well-suited for modeling pedestrian motion patterns, as they perform well with noisy observations and have closed-form predictive uncertainty [6, 7, 13, 19]. Additionally, recent work using GP mixture models enables predictions that account for both intent and trajectory uncertainty [1]. Both sets of approaches use the entire observed trajectory
in the prediction of future state, such that certainty in demonstrated intent tends to converge over time. Therefore, when changes in intent occur, these approaches are much slower to detect a change than Markov-based approaches. Additionally, existing GP classification approaches are too slow for online learning of previously unobserved behavior patterns.

The weakness of most of these approaches is that uncertainty in intent is not typically considered; instead, the maximum likelihood trajectory prediction is used for motion planning. Bandyopadhyay et al. [2] model a distribution over possible pedestrian intents using a variant of the Partially Observable Markov Decision Process (POMDP), but use a simple model for trajectory prediction that assumes pedestrians approximately follow the shortest path to their goals. Aoude et al. [1] consider uncertainty in both intent and trajectory, with a GP model for trajectory prediction; however, predictions are slow to recognize changes in intent, and online learning of new behaviors is not possible.

This paper proposes a novel changepoint detection and clustering algorithm which retains the trajectory prediction accuracy of existing GP approaches while expanding their capabilities. Coupled with offline unsupervised learning of a Gaussian process mixture model (DPGP) [13], this approach enables quick detection of changes in intent and online learning of motion patterns not seen in prior training data. The resulting long-term movement predictions demonstrate improved accuracy relative to offline learning alone in both intent and trajectory prediction. These predictions can also be used within a chance-constrained motion planner [16] to identify probabilistically safe trajectories in real-time. In experimental results, the proposed algorithm is used to predict the motion of pedestrians and other dynamic agents detected from a variety of onboard and external sensors, enabling an autonomous rover to safely navigate the environment.

## 2 Preliminaries

### 2.1 Motion Patterns and Modeling

GP mixture models are used in this work to model motion patterns. Although GPs have a significant mathematical and computational cost, they generalize well to regions of sparse data while avoiding the problem of over fitting in regions of dense data. This section introduces the motion model, which has been previously presented by Aoude et al. [1].

A trajectory is represented as a set of observed locations $\left(x_{1}^{i}, y_{1}^{i}\right),\left(x_{n}^{i}, y_{n}^{i}\right), \ldots$, $\left(x_{L^{i}}^{i}, y_{L^{i}}^{i}\right)$, where $L^{i}$ is the total length of the trajectory $t^{i}$ of agent $i$. A motion pattern is defined as a mapping from each location $\left(x^{i}, y^{i}\right)$ to a distribution over trajectory derivatives $\left(\frac{\Delta x^{i}}{\Delta t}, \frac{\Delta y^{i}}{\Delta t}\right)$, resulting in a velocity flow-field in $x-y$ space.

Here the GP serves as a non-parametric form of interpolation between discrete trajectory measurements. Given an observed $(x, y)$ location, the GP predicts the
trajectory derivatives at that location. The standard squared exponential covariance function describes the correlation between trajectory derivatives at two points $(x, y)$ and $\left(x^{\prime}, y^{\prime}\right)$. The mean trajectory derivative functions $E\left[\frac{\Delta x^{i}}{\Delta t}, \frac{\Delta y^{i}}{\Delta t}\right]=\mu_{x}(x, y)$ and $E\left[\frac{\Delta y^{i}}{\Delta t}, \frac{\Delta y^{i}}{\Delta t}\right]=\mu_{y}(x, y)$ are implicitly initialized to zero for all $x y$ locations.

The motion model is defined as a finite mixture of GP motion patterns weighted by their probabilities. The finite mixture model probability of the $i$ th observed trajectory $t^{i}$ is

$$
\begin{equation*}
p\left(t^{i}\right)=\sum_{j=1}^{M} p\left(b_{j}\right) p\left(t^{i} \mid b_{j}\right) \tag{1}
\end{equation*}
$$

where $b_{j}$ is the $j$ th motion pattern and $p\left(b_{j}\right)$ is its prior probability. The number of motion patterns $M$ can be learned offline [13] or can be incremented as new behavior patterns are identified online, as in this work.

Future pedestrian trajectories are predicted for each motion pattern using the approaches of Deisenroth et al. [5] and Girard et al. [8]. These provide a fast, analytic GP approximation specifying possible future pedestrian locations, while incorporating uncertainty in previous predictions at each time step.

### 2.2 Batch Learning of Motion Patterns

It is expected that observed pedestrian trajectories will demonstrate a variety of qualitatively different behaviors. These behavior motion patterns are learned from an input set of unlabeled trajectories by DPGP, a Bayesian nonparametric clustering algorithm that automatically determines the most likely number of clusters [13]. This section reviews the DPGP algorithm, which is used in this work to cluster observed pedestrian trajectories into representative motion patterns in batch.

The DPGP algorithm models motion patterns as Gaussian processes weighted by Dirichlet process (DP) mixture weights. The DP mixture model allows for a potentially unbounded number of motion patterns, where the concentration parameter $\alpha$ controls the probability of new cluster formation. A smaller $\alpha$ enforces the expectation that there are a few motion patterns that pedestrians tend to exhibit; therefore, trajectories are more likely to fit existing clusters than to form new ones.

The prior probability that trajectory $t^{i}$ has an assignment $z_{i}$ to an existing motion pattern $b_{j}$ is

$$
\begin{equation*}
p\left(z_{i}=j \mid z_{-i}, \alpha\right)=\frac{n_{j}}{N-1+\alpha} \tag{2}
\end{equation*}
$$

where $z_{-i}$ refers to the motion pattern assignments for the remaining trajectories, $n_{j}$ is the number of trajectories currently assigned to $b_{j}$, and $N$ is the total number of trajectories. The probability that trajectory $t^{i}$ will be assigned to a new motion pattern is

$$
\begin{equation*}
p\left(z_{i}=M+1 \mid z_{-i}, \alpha\right)=\frac{\alpha}{N-1+\alpha} \tag{3}
\end{equation*}
$$

where $M$ is the total number of motion patterns.
The probability of cluster assignment for trajectory $t^{i}$ is obtained from the DP prior and probability of motion pattern $b_{j}$ given $t^{i}$. Specifically, the probability that trajectory $t^{i}$ will be assigned to an existing motion pattern is

$$
\begin{equation*}
p\left(z_{i}=j \mid t^{i}, \alpha, \theta_{x, j}^{G P}, \theta_{y, j}^{G P}\right) \propto p\left(t^{i} \mid b_{j}\right)\left(\frac{n_{j}}{N-1+\alpha}\right) \tag{4}
\end{equation*}
$$

and the probability that trajectory $t^{i}$ will be assigned to a new motion pattern is

$$
\begin{equation*}
p\left(z_{i}=M+1 \mid t^{i}, \alpha\right) \propto \int p\left(t^{i} \mid b_{j}\right) d \theta_{x, j}^{G P} d \theta_{y, j}^{G P}\left(\frac{\alpha}{N-1+\alpha}\right) \tag{5}
\end{equation*}
$$

Because exact inference over the space of GPs and DPs is intractable, samples are drawn from this posterior distribution using Gibbs sampling. At each iteration, the DP hyperparameter $\alpha$ is resampled and the GP hyperparameters for the $j$ behavior patterns $\theta_{x, j}^{G P}, \theta_{y, j}^{G P}$ are set to their maximum likelihood values given the current trajectory clustering. For each trajectory, the assignment $z_{i}$ is drawn from (4)-(5).

### 2.3 Motion Planning

Motion planning for autonomous vehicles is executed via chance-constrained rapidlyexploring random trees (CC-RRT), which can efficiently identify trajectories with guaranteed minimum bounds on constraint satisfaction probability under internal and/or external uncertainty [16]. The primary objective is to plan and execute a motion plan directing the vehicle to reach some goal region, while ensuring nonconvex state constraints $x_{t} \in \mathcal{X}_{t}$ are probabilistically satisfied. This is represented via path-wise and time-step-wise chance constraints

$$
\begin{equation*}
\mathbb{P}\left(\bigwedge_{t} x_{t} \in \mathcal{X}_{t}\right) \geq \delta_{p}, \quad \mathbb{P}\left(x_{t} \in \mathcal{X}_{t}\right) \geq \delta_{s}, \quad \forall t \tag{6}
\end{equation*}
$$

respectively, where $\mathbb{P}(\cdot)$ denotes probability, $\bigwedge$ represents a conjunction over the indexed constraints, and $\delta_{s}, \delta_{p} \in[0.5,1]$ are chosen by the user. The feasible state space $\mathcal{X}_{t}$ consists of a convex environment containing multiple convex, polytopic obstacles to be avoided. It is assumed that the shape and orientation of these obstacles is known, but their placement may be uncertain and/or dynamic.

The CC-RRT algorithm samples a tree of dynamically and probabilistically feasible trajectories through the environment, rooted at the vehicle's current state. All trajectories added to the tree must satisfy (6), which CC-RRT evaluates by leveraging
the trajectory-wise constraint checking of sampling-based algorithms to efficiently compute risk bounds [16].

In this work, detected pedestrians are modeled as dynamic obstacles, with both intent and trajectory uncertainty as represented by (1). This model provides a likelihood and time-parameterized uncertainty distribution for each behavior of each pedestrian obstacle. The CC-RRT formulation can also guarantee probabilistically robust avoidance of dynamic obstacles with uncertain intentions [1], making it suitable for robust avoidance of pedestrian models.

## 3 Changepoint Detection

To effectively anticipate the motion of pedestrians, this paper proposes a framework which can perform online classification of observed trajectories, in addition to learning common pedestrian trajectories from batch data. Because agile dynamic agents such as pedestrians may exhibit new behaviors or mid-trajectory changes in intent, this problem is framed in the context of changepoint detection.

```
Algorithm 1 Changepoint Detection [9]
    Input: Set of points \(\mathcal{S}\), Working model \(G P_{w}\)
    \(l_{1}=\log p\left(\mathcal{S} \mid G P_{w}\right)\)
    Create new GP \(G P_{S}\) from \(\mathcal{S}\)
    \(l_{2}=\log p\left(\mathcal{S} \mid G P_{S}\right)\)
    Calculate LRT \(L_{i}(y)=\frac{1}{m_{S}}\left(l_{2}-l_{1}\right)\)
    Calculate average of last \(m\) LRT:
        \(L_{m}=\frac{1}{m} \sum_{j=i-m}^{i} L_{j}(y)\)
    Calculate average of LRT after changepoint:
        \(L_{s s}=\frac{1}{i-m-1} \sum_{j=1}^{i-m-1} L_{j}(y)\)
    \(i=i+1\)
    return \(L_{m}-L_{s s} \geq \eta\)
```

This work utilizes a variation of the generalized likelihood test (GLR) [3] to perform changepoint detection. The basic GLR algorithm detects changes by comparing a windowed subset of data to a null hypothesis. If the maximum likelihood statistics of the windowed subset differ from the null hypothesis significantly, the algorithm returns that a changepoint has occurred [9].

The proposed changepoint detection algorithm is given in Algorithm 1. At each time step, given Gaussian process $G P_{w}$, the algorithm creates a new GP $\left(G P_{S}\right)$ with the same hyperparameters, but using a windowed data subset $\mathcal{S}$ of size $m_{S}$ (lines $2-4)$. Although $m_{S}$ is domain specific, the algorithm is fairly robust to its selection; $m_{S} \approx 10-20$ has been found to work well for most applications. The algorithm returns true if $\mathcal{S}$ is determined to fit the working model $G P_{w}$, and false (indicating a changepoint) otherwise.

The algorithm then calculates the joint likelihood of the set having been generated from the current GP model (the null hypothesis $H_{0}$ ) and the new $G P_{S}\left(H_{1}\right)$. At each step, the normalized log-likelihood ratio test (LRT) is computed as

$$
\begin{equation*}
L(y)=\frac{1}{m_{s}}\left(\log P\left(\mathcal{S} \mid H_{1}\right)-\log P\left(\mathcal{S} \mid H_{0}\right)\right) \tag{7}
\end{equation*}
$$

For a GP, the log likelihood of a subset of points can be evaluated in closed form as

$$
\begin{equation*}
\log P(y \mid x, \Theta)=-\frac{1}{2}(y-\mu(x))^{T} \Sigma_{x x}^{-1}(y-\mu(x))-\log \left|\Sigma_{x x}\right|^{1 / 2}+C \tag{8}
\end{equation*}
$$

where $\mu(x)$ is the mean prediction of the GP and

$$
\begin{equation*}
\Sigma_{x x}=K(x, x)+\omega_{n}^{2} I-K(X, x)^{T}\left(K(X, X)+\omega_{n}^{2} I\right)^{-1} K(X, x) \tag{9}
\end{equation*}
$$

is the predictive variance of the GP plus the measurement noise. The first term of the log-likelihood accounts for the deviation of points from the mean, while the second accounts for the relative certainty (variance) in the prediction.

Algorithm 1 uses the LRT to determine if the maximum likelihood statistics (mean and variance) of $G P_{S}$ differ significantly from the null hypothesis. In particular, the average over the last $m$ LRT values (line 6) is compared to the nominal LRT values seen up until this point (line 7). If the difference of these two values exceeds some value $\eta$, the algorithm returns false, indicating that this generating model does not fit the data.

In practice, the LRT may have some offset value due to modeling error. To handle this, rather than making a decision on a single LRT, the last $m$ LRT's are averaged and compared to the average LRT values seen since the last changepoint. Looking at the difference between the last $m$ values and the average LRT values makes the algorithm robust to this problem.

The LRT algorithm is quite robust in practice, based on the following intuition. If the points in $S$ are anomalous simply because of output noise, then the new GP model created from these points will on average be similar to the current model. Additionally, the joint likelihood given the new model will not be substantially different from that of the current model. However, if the points are anomalous because they are drawn from a new process, then the resulting GP model will on average be substantially different from the current model, yielding a higher joint likelihood of these points.

## 4 Changepoint-DPGP

The previous section discussed changepoint detection, which must be distinguished from changes in intent. A changepoint occurs when observed data better fits a new behavior model than the current model to which it is being compared; a change in
intent refers to an actual change in agent behavior. The Changepoint-DPGP algorithm seeks to identify new behaviors online and detect changes in intent given typical pedestrian behaviors learned from batch data. The key idea behind this algorithm is to perform online classification of a sliding window of trajectory segments, and detect changepoints or new behavior models according to changes in the current behavior classification.

The Changepoint-DPGP algorithm is detailed in Algorithm 2. The algorithm begins with an initial set of learned behavior motion models $\mathcal{G P}$, obtained from running the DPGP algorithm on batch training data. As new data points are received, they are added to a sliding window $\mathcal{S}$ of length $m_{s}$. After creating a new model $G P_{S}$ from the points in $\mathcal{S}$, the LRT is computed for $G P_{S}$ and for each model $G P_{j}$ in the current model set $\mathcal{G P}$. This process determines if the points in $\mathcal{S}$ are statistically similar to those in the model $G P_{j}$, subject to the predetermined threshold $\eta$.

In order to detect changepoints, the algorithm maintains the set of models $\mathcal{M}_{t}$ that the points of $\mathcal{S}$ fit into at each time step, representative of the current classification of those points. Because the behavior patterns may overlap, a single classification cannot be guaranteed, necessitating the model set. Changepoints occur when the classification changes, i.e. when the current classification $\mathcal{M}_{t}$ and previous classification $\mathcal{M}_{t-1}$ share no common models. The current classification is reset at each timestep to be the intersection of the current and previous classification sets, provided the current classification is not empty.

```
Algorithm 2 Changepoint-DPGP
    Input: Set of previous behavior models \(\mathcal{G P}=\left\{G P_{1}, \ldots, G P_{N}\right\}\)
    while Input/Output \(\left\langle x_{t}, y_{t}\right\rangle\) available do
        Add \(\left\langle x_{t}, y_{t}\right\rangle\) to \(\mathcal{S}\)
        Call Algorithm 3
        if \(\mathcal{M}_{t-1} \cap \mathcal{M}_{t}=\varnothing\) then \(\quad\) \# Change in intent detected
            Reinitialize priors
        end if
        if \(\mathcal{M}_{t}=\varnothing\) then \(\quad\) \# New behavior detected
            Initialize new model \(G P_{n}\)
        else
            Predict according to Sect. 2.1
        end if
        if \(\mathcal{M}_{t} \neq \varnothing\) then
            \(\mathcal{M}_{t}=\mathcal{M}_{t-1} \cap \mathcal{M}_{t}\)
        end if
    end while
    if \(G P_{n}\) is initialized then
        Add \(\left\langle x_{0: T}, y_{0: T}\right\rangle\) to \(G P_{n}\)
        Add \(G P_{n}\) to set of current models \(\mathcal{G P}\)
        end if
```

```
Algorithm 3 Compare to Current Models
    Input: Set of current behavior models \(\mathcal{G P}=\left\{G P_{1}, \ldots, G P_{N}\right\}\)
    Initialize representative model set \(\mathcal{M}_{t}\)
    for Each \(G P_{j} \in \mathcal{G P}\) do
        Call Algorithm 1 with inputs \(\mathcal{S}, G P_{j}\)
        if Algorithm 1 returns true then
            Add \(G P_{j}\) to \(\mathcal{M}_{t}\)
        end if
    end for
```

To illustrate this method, consider the set of four behavior patterns in Fig. 1b: blue $(B)$, green $(G)$, red (R), and teal (T). A pedestrian following pattern $G$ would initially yield $\mathcal{M}_{t}=\{B, G\}$. Once the pedestrian enters the center area, their classification becomes $\mathcal{M}_{t}=\{G\}$. An intent change should not be detected at this stage, as the pedestrian is committing to pattern $G$ rather than exhibiting a new behavior. However, if the pedestrian then switched to pattern T, this would represent a change in intent. The classification for three successive timesteps would become $\mathcal{M}_{t-2}=\{G\}$, $\mathcal{M}_{t-1}=\{G, T\}, \mathcal{M}_{t}=\{T\} ;$ no changepoint would be detected if $\mathcal{T}_{t}$ was not reset.

The predictive component of this algorithm is decoupled from classification. In general, the future state distribution is computed as described in Sect. 2. However, if at any point $\mathcal{M}_{t}$ is empty, this indicates that the current model set $\mathcal{G P}$ is not representative for the points in $\mathcal{S}$, so a new behavior must be created. The algorithm waits until the entire new trajectory has been observed to create the new behavior pattern, generating predictions according to a simple velocity propagation model (i.e. propagating mean predicted position along current velocity vector with linearlyincreasing covariance) until the model set becomes representative. In practice, any reasonable predictive model can be used at this stage.

If the training data contains trajectories with changes in intent, DPGP will learn unique behavior patterns for each trajectory containing such changes, as the entire trajectory is considered for classification. To obtain a representative set of behavior

## (a)


(b)


Fig. 1 Environment setup and pedestrian data for crosswalk experiments. a Environment for crosswalk experiments. Rover starts in foreground, while pedestrian follows one of four possible behaviors (red). Velodyne location is marked with green arrow. $\mathbf{b}$ Training pedestrian trajectories collected by Velodyne lidar and resulting DPGP velocity flow fields for each behavior (separated by color)
patterns, the Changepoint-DPGP algorithm can be used offline to reclassify these trajectories by segmenting them at the location of the change in intent. Algorithm 2 is first called with $\mathcal{G P}$ containing those behavior patterns with more than $k_{\text {min }}$ trajectories and data $\left\langle x_{t}, y_{t}\right\rangle$ from trajectories in the behavior patterns not in $\mathcal{G P}$. At the end of Algorithm 2, the trajectory segment seen since the last changepoint is classified into the most likely behavior pattern. Likewise, if the online data contains trajectories with changes in intent, the predictive distribution will be slow to recognize it, as the prior $p\left(b_{j}\right)$ relies on the entire observed trajectory. Therefore, if a change in intent is detected, the prior probabilities are reinitialized.

Because the predictive distribution for each obstacle is dependent only on the current position and learned behavior models, the predictions can be efficiently parallelized, though computational resources may be a limiting factor. (In this work, the motion planning complexity scales linearly in both the number of dynamic agents and behaviors [1].)

## 5 Results

This section presents experimental results which evaluate Changepoint-DPGP on real-world problem domains of varying complexity. The prediction results demonstrate that prior observations of pedestrian motion can be used to learn representative behavior models. These models are applied to real-time observations to make accurate, long-term predictions of complex motion behavior, beyond what could be predicted from the observations themselves. The planner is then demonstrated to select safe paths which are risk-aware with respect to possible pedestrian intentions, their likelihood, and their risk of interaction with the host vehicle.

### 5.1 Pedestrian Crosswalk

Consider the scenario in Fig. 1, in which an autonomous rover travels along a street flanked by two sidewalks and must safely pass through a pedestrian crosswalk. Pedestrians have four possible behaviors (red) corresponding to which sidewalk they are traversing, and whether they choose to use the crosswalk.

A Pioneer 3-AT rover is used as the autonomous vehicle in all experiments. Its payload includes a SICK LMS-291 lidar for onboard pedestrian detection and an Intel Core i5 laptop with 6GB RAM for computation. The online perception, planning, and control algorithms described in this paper are executed on this laptop via the Robotic Operating System (ROS) [18]. Dynamic obstacle detections and autonomous vehicle state are fed to a real-time, multi-threaded Java application, which executes CC-RRT to generate safe paths. A pure pursuit controller [15] generates acceleration commands to follow these path waypoints. High-fidelity localization is provided via motion-capture cameras [11].

Three trajectory prediction algorithms are evaluated in this experiment: Changepoint-DPGP, DPGP, and a goal-directed approach using hidden Markov models (HMM). The hidden states of the HMM are pedestrian goals, learned via Bayesian nonparametric inverse reinforcement learning with an approximation to the action likelihood specifying that pedestrians head directly towards goal locations [17]. This motion model assumes that each pedestrians head directly toward their intended goal at some preferred speed with an uncertainty distribution over heading and velocity, as used by $[2,10,12]$ among others.

Unless otherwise noted, all three algorithms were trained on five trajectories from each of the four behavior patterns in Fig. 1a. Each trajectory was collected from a Velodyne HDL-32E lidar at the location marked in green in Fig. 1a as a pedestrian moved through the environment. Pedestrians are identified from the raw Velodyne returns both offline and online using Euclidean clustering [20]. Figure 1b shows the training trajectories used in this experiment.

Figure 2 considers the baseline case in which no mid-trajectory changes in intent or previously unobserved behavior patterns are present. Each algorithm is tested on five trajectories from the four behavior patterns. Figure 2a displays the probability each algorithm has assigned to the correct motion pattern given the observation trajectory, averaged across all 20 trials as a function of time elapsed. The likelihoods of each motion pattern serve as the intent prediction for the GP-based approaches, with the prior probability initialized to the fraction of training trajectories for each motion pattern. Figure 2b displays the root mean square (RMS) error between the true pedestrian position and the mean predicted position, averaged across all 20 trials.

The Markov property prevents the HMM approach from converging to the correct motion pattern, as the observations of current state alone are not sufficient in the case of noisy observations (Fig. 2a). As a result, its RMS error tends to increase over time. On the other hand, both GP approaches exhibit convergence in the probability of the correct motion pattern as new observations are made, which improves RMS predictive error as well. The performance of Changepoint-DPGP and DPGP is very similar, as is expected in the absence of changepoints and new behaviors.


Fig. 2 Prediction accuracy of each algorithm for the baseline case of the pedestrian crosswalk scenario. All results are averaged over 20 trials as a function of time elapsed, with error bars representing standard deviation. a Probability of correct motion pattern. b RMS predictive error


Fig. 3 Prediction accuracy of each algorithm for pedestrian crosswalk scenario, subject to pedestrian change in intentions at time $=18 \mathrm{~s}$. a Probability of correct motion pattern. b RMS predictive error

Next, each algorithm is tested on five trajectories which demonstrate a change in pedestrian intentions. In these trajectories, the pedestrian begins to traverse the crosswalk, but reverses direction after 18 s . Figure 3 shows the evolution of the correct likelihood and RMS error for each algorithm in this scenario, averaged across the trajectories. Both DPGP and Changepoint-DPGP converge on the correct behavior prior to the intent change (Fig. 3a), while HMM performance is relatively unchanged compared to Fig. 2b due to only considering the current state. As the change in pedestrian intention takes place, both GP-based algorithms initially drop to zero probability. Because DPGP relies on the entire observation history, its predictions are slow to recognize the change, leading to worse performance. On the other hand, Changepoint-DPGP is able to selectively update the observation history considered in the likelihood computation given changes in intent, enabling it to achieve better accuracy than DPGP (Fig.3a). As a result, Changepoint-DPGP yields the lowest average trajectory-wide RMS error of all algorithms tested (Fig. 3b).

Changepoint-DPGP also demonstrates the best relative prediction accuracy when considering anomalous/new behavior patterns. In this scenario, algorithms are trained on only three of the four possible behaviors (red, blue, green in Fig. 1b), then tested on five trajectories from the fourth behavior (teal in Fig. 1b). The teal behavior deviates from the previously-observed red behavior approximately 9 s into the trajectory. When the new pedestrian behavior is demonstrated, the RMS error of both HMM and DPGP begins to steadily increase (Fig.4). Conversely, Changepoint-DPGP successfully identifies the new behavior and reclassifies subsequent trajectories. Thus it exhibits behavior similar to the baseline case, in which predictive error decreases as the probability of the correct motion pattern converges.

Finally, experiments have demonstrated that predictive results from the proposed Changepoint-DPGP algorithm enable the autonomous rover (Fig.5) to safely avoid collision in closed-loop. For dynamic obstacles in this and subsequent experiments,

Fig. 4 RMS error for pedestrian crosswalk scenario, subject to trajectories not observed in training data


Changepoint-DPGP provides a likelihood and time-parameterized uncertainty distribution for each possible behavior, which are used by CC-RRT (Sect. 2.3) for robust motion planning. Figure 6 gives snapshots of a representative interaction between a pedestrian and the autonomous rover. Initially, the planner generates a path directly to the goal, as the pedestrian is projected to remain on the sidewalk (Fig. 6, left). Once the predictions indicate that the pedestrian is likely to cross, the planner adjusts its plan to terminate prior to the crosswalk (Fig. 6, center). As the pedestrian begins to cross (Fig. 6, right), the rover comes to a stop, waiting for the crosswalk to clear before safely proceeding to the goal.


Fig. 5 Rover used in closed-loop motion planning experiments


Fig. 6 Moving rover (brown) planning a path (orange) to avoid predicted future behavior (blue darker shades indicate higher likelihoods) of pedestrian (magenta) traversing crosswalk

### 5.2 Dynamic Vehicles

In these experiments, the autonomous rover must safely navigate around one or more small iRobot Create vehicles with multiple and/or previously-unobserved behavior patterns. The planner provides the rover with a fixed sequence of goal waypoints to reach, one goal at a time, located at the four corners of the testing environment. The robots exhibit one of four cyclical, counter-clockwise motion patterns within the testbed (Fig. 7, first snapshot).

First, consider Fig. 7, an online learning scenario for a single dynamic robot in which only behavior 1 has been previously observed. After 8 s , Changepoint-DPGP recognizes that the robot is executing a new behavior (here, behavior 3), and predictions are generated assuming that the robot will continue at its current velocity with increased, linearly-scaling uncertainty. The planner modifies its path to reflect this shift at 25 and 36 s.

After 92 s , the algorithm has learned the entire observed trajectory as a new behavior. As the robot begins its second cycle, it still assigns the highest likelihood to the known behavior (behavior 1), based on the prior distribution of observed training and test trajectories still favoring this behavior. However, the new behavior is now included as an additional behavior prediction. By 97 s , the algorithm is confident that the robot is executing the newly-learned behavior, and shifts its likelihoods accordingly. Using this updated prediction, the planner knows expects the robot to turn before intersecting with the autonomous rover's planned path, and thus continues to execute the current path unimpeded. A video of a similar online-learning experiment is located at http://acl.mit.edu/videos/ferguson-sm/video6.mov.

Figure 8 demonstrates an interaction between the rover and two robots executing behaviors 1-3. Initially, the planner identifies a direct route to the goal (Fig. 8a). However, as the far robot approaches, its predicted behavior distribution begins to intersect the rover's path, causing the portion near the goal to be pruned as too risky (Fig. 8b). The planner identifies a new path which maintains a larger standoff from


Fig. 7 Moving rover (brown) planning a path (orange) to avoid predicted future behavior (blue darker shades indicate higher likelihoods) of single dynamic robot (magenta) and reach a sequence of goal regions (green)
the far robot (Fig. 8c), becoming more conservative once that robot is predicted to follow behavior 2 (Fig. 8d). A video of the entire experiment is located at http://acl. mit.edu/videos/ferguson-sm/video5.mov.


Fig. 8 Moving rover planning paths around 2 dynamic robots; here the planning environment is being partially projected onto the floor $($ path $=$ green, goal $=$ yellow $)$

## 6 Conclusions

This paper has developed a real-time framework for long-term trajectory prediction and robust collision avoidance for pedestrians, even when exhibiting previously unobserved behaviors or changes in intent. A key contribution is the Changepoint-DPGP algorithm, which uses a non-Bayesian likelihood ratio test to learn new GP behavior patterns online and quickly detect and react to changepoints. As demonstrated in realtime simulation results, these capabilities significantly improve prediction accuracy relative to existing methods. Hardware results show that the framework can accurately predict motion patterns of dynamic agents and perform robust navigation using this method. Future work will investigate these algorithms in more complex environments with additional pedestrians, including modeling of interactions between autonomous vehicles and the environment/pedestrians.
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# FFRob: An Efficient Heuristic for Task and Motion Planning 

Caelan Reed Garrett, Tomás Lozano-Pérez and Leslie Pack Kaelbling


#### Abstract

Manipulation problems involving many objects present substantial challenges for motion planning algorithms due to the high dimensionality and multimodality of the search space. Symbolic task planners can efficiently construct plans involving many entities but cannot incorporate the constraints from geometry and kinematics. In this paper, we show how to extend the heuristic ideas from one of the most successful symbolic planners in recent years, the FastForward (FF) planner, to motion planning, and to compute it efficiently. We use a multi-query roadmap structure that can be conditionalized to model different placements of movable objects. The resulting tightly integrated planner is simple and performs efficiently in a collection of tasks involving manipulation of many objects.


## 1 Introduction

Mobile manipulation robots are physically capable of solving complex problems involving moving many objects to achieve an ultimate goal. Mobile bases with one or more arms are becoming available and increasingly affordable while RGBD sensors are providing unprecedented sensory bandwidth and accuracy. However, these new capabilities are placing an increasing strain on existing methods for programming robots. Traditional motion-planning algorithms that find paths between fully specified configurations cannot address problems in which the configuration space of interest is not just that of the robot but the configuration space of a kitchen, for example, and the goal is to make dinner and clean the kitchen. We almost certainly do not want to choose whether to get the frying pan or the steak next by sampling configurations of the robot and kitchen and testing for paths between them.

[^24]Researchers in artificial intelligence planning have been tackling problems that require long sequences of actions and large discrete state spaces and have had some notable success in recent years. However, these symbolic "task-level" planners do not naturally encompass the detailed geometric and kinematic considerations that motion planning requires. The original Shakey/STRIPS robot system [1, 2], from which many of these symbolic planners evolved, managed to plan for an actual robot by working in a domain where all legal symbolic plans were effectively executable. This required the ability to represent symbolically a sufficient set of conditions to guarantee the success of the steps in the plan. This is not generally possible in realistic manipulation domains because the geometrical and kinematic constraints are significant.

Consider a simple table-top manipulation domain where a variety of objects are placed on a table and the robot's task is to collect some subset of the objects and pack them in a box, or use them to make a meal, or put them away in their storage bins. The basic robot operations are to pick up an object and place it somewhere else; in addition, the robot can move its base in order to reach a distant object. Note that, in general, to reach some object, we will have to move other objects out of the way. Which objects need moving depends on their shapes, the shape of the robot, where the robot's base is placed and what path it follows to the object. When an object is moved, the choice of where to place it requires similar considerations. The key observation is that constructing a valid symbolic plan requires access to a characterization of the connectivity of the underlying free configuration space (for the robot and all the movable objects). We cannot efficiently maintain this connectivity with a set of static assertions updated by STRIPS operators; determining how the connectivity of the underlying free space changes requires geometric computation.

A natural extension to the classic symbolic planning paradigm is to introduce "computed predicates" (also know as "semantic attachments"); that is, predicates whose truth value is established not via assertion but by calling an external program that operates on a geometric representation of the state. A motion planner can serve to implement such a predicate, determining the reachability of one configuration from another. This approach is currently being pursued, for example, by Dornhege et al. [3, 4], as a way of combining symbolic task-level planners with motion planners to get a planner that can exploit the abstraction strengths of the first and the geometric strengths of the second. A difficulty with this approach, however, is that calling a motion planner is generally expensive. This leads to a desire to minimize the set of object placements considered, and, very importantly, to avoid calling the motion planner during heuristic evaluation. Considering only a sparse set of placements may limit the generality of the planner, while avoiding calling the motion planner in the heuristic leads to a heuristic that is uninformed about geometric considerations and may result in considerable inefficiency due to backtracking during the search for a plan.

An alternative approach to integrating task and motion planning has been to start with a motion planner and use a symbolic planner to provide heuristic guidance to the motion planner, for example in the work of Cambon et al. [5]. However, since the task-level planner is ignoring geometry, its value as a heuristic is quite limited.

In this paper we show how to obtain a fully integrated task and motion planner using a search in which the heuristic takes geometric information into account. We show an extension of the heuristic used in the FastForward (FF) [6] planning system to the FFRob heuristic, which integrates reachability in the robot configuration space with reachability in the symbolic state space. Both the search and the computation of the FFRob heuristic exploit a roadmap [7] data structure that allows multiple motion-planning queries on the closely related problems that arise during the search to be solved efficiently.

## 2 Related Work

There have been a number of approaches to integrated task and motion planning in recent years. The pioneering Asymov system of Cambon et al. [5] conducts an interleaved search at the symbolic and geometric levels. They carefully consider the consequences of using non-terminating probabilistic algorithms for the geometric planning, allocating computation time among the multiple geometric planning problems that are generated by the symbolic planner. The process can be viewed as using the task planner to guide the motion planning search. The work of Plaku and Hager [8] is similar in approach.

The work of Erdem et al. [9], is similar in approach to Dornhege et al. [3], augmenting a task planner that is based on explicit causal reasoning with the ability to check for the existence of paths for the robot.

Pandey et al. [10] and de Silva et al. [11] use HTNs instead of generative task planning. Their system can backtrack over choices made by the geometric module, allowing more freedom to the geometric planning than in the approach of Dornhege et al. [3]. In addition, they use a cascaded approach to computing difficult applicability conditions: they first test quick-to-evaluate approximations of accessibility predicates, so that the planning is only attempted in situations in which it might plausibly succeed.

Lagriffoul et al. [12] also integrate the symbolic and geometric search. They generate a set of approximate linear constraints imposed by the program under consideration, e.g., from grasp and placement choices, and use linear programming to compute a valid assignment or determine one does not exist. This method is particularly successful in domains such as stacking objects in which constraints from many steps of the plan affect geometric choices.

In the HPN approach of Kaelbling and Lozano-Pérez [13], a regression-based symbolic planner uses generators, which perform fast approximate motion planning, to select geometric parameters, such as configurations and paths, for the actions. Reasoning backward using regression allows the goal to significantly bias the actions that are considered. This type of backward chaining to identify relevant actions is also present in work on navigation among movable obstacles. The work of Stilman and Kuffner, and Stilman et al. [14, 15] also plans backwards from the final goal
and uses swept volumes to determine, recursively, which additional objects must be moved and to constrain the system from placing other objects into those volumes.

Srivastava et al. [16, 17] offer a novel control structure that avoids computing expensive precondition values in many cases by assuming a favorable default valuation of the precondition elements; if those default valuations prove to be erroneous, then it is discovered in the process of performing geometric planning to instantiate the associated geometric operator. In that case, symbolic planning is repeated. This approach requires the ability to diagnose why a motion plan is not possible in a given state, which can be challenging, in general. Empirically, their approach is the only one of which we are aware whose performance is competitive with our FFRob method.

All of these approaches, although they have varying degrees of integration of the symbolic and geometric planning, generally lack a true integrated heuristic that allows the geometric details to affect the focus of the symbolic planning. In this paper, we develop such a heuristic, provide methods for computing it efficiently, and show that it results in a significant computational savings.

## 3 Problem Formulation

When we seek to apply the techniques of symbolic planning to domains that involve robot motions, object poses and grasps, we are confronted with a series of technical problems. In this section, we begin by discussing those problems and our solutions to them, and end with a formal problem specification.

We might naturally wish to encode robot operations that pick up and place objects in the style of traditional AI planning operator descriptions such as:

```
\(\operatorname{PICK}\left(C_{1}, O, G, P, C_{2}\right):\)
    pre: HandEmpty, Pose \((O, P), \operatorname{Robot} \operatorname{Conf}\left(C_{1}\right), \operatorname{CanGrasp}\left(O, P, G, C_{2}\right), \operatorname{Reachable}\left(C_{1}, C_{2}\right)\)
    add: \(\operatorname{Holding}(O, G), \operatorname{Robot} \operatorname{Conf}\left(C_{2}\right)\)
    delete: HandEmpty, RobotConf( \(C_{1}\) )
```

$\operatorname{Place}\left(C_{1}, O, G, P, C_{2}\right)$ :
pre: $\operatorname{Holding}(O, G), \operatorname{RobotConf}\left(C_{1}\right), \operatorname{CanGrasp}\left(O, P, G, C_{2}\right), \operatorname{Reachable}\left(C_{1}, C_{2}\right)$
add: HandEmpty, $\operatorname{Pose}(O, P), \operatorname{RobotConf}\left(C_{2}\right)$
delete: $\operatorname{Holding}(O, G), \operatorname{Robot} \operatorname{Conf}\left(C_{1}\right)$

In these operations, the $C, P$, and $G$ variables range over robot configurations, object poses, and grasps, respectively. These are high-dimensional continuous quantities, which means that there are infinitely many possible instantiations of each of these operators. We address this problem by sampling finitely many values for each of these variable domains during a pre-processing phase. The sampling is problem-driven, but may turn out to be inadequate to support a solution. If this happens, it is possible to add samples and re-attempt planning, although that was not done in the empirical results reported in this paper.

Even with finite domains for all the variables, there is a difficulty with explicitly listing all of the positive and negative effects of each operation. The operations of picking up or placing an object may affect a large number of Reachable literals: picking up an object changes the "shape" of the robot and therefore what configurations it may move between; placing an object changes the free configuration space of the robot. Even more significant, which Reachable literals are affected can depend on the poses of all the other objects (for example, removing any one or two of three obstacles may not render a configuration beyond the obstacles reachable). Encoding this conditional effect structure in typical form in the preconditions of the operators would essentially require us to write one operator description for each possible configuration of movable objects.

We address this problem by maintaining a state representation that consists of both a list of true literals and a data structure, called details, that captures the geometric state in a way that allows the truth value of any of those literals to be computed on demand. This is a version of the semantic attachments strategy [3].

The last difficulty is in computing the answers to queries in the details, especially about reachability, which requires finding free paths between robot configurations in the context of many different configurations of the objects. We address this problem by using a conditional roadmap data structure called a conditional reachability graph, related to a PRM [7], for answering all reachability queries, and lazily computing answers on demand and caching results to speed future queries.

More formally, a state is a tuple $\langle L, D\rangle$, where $L$ is a set of literals and $D$ is a domain-dependent detailed representation. A literal is a predicate applied to arguments, which may optionally have an attached test, which maps the arguments and state into a Boolean value. A literal holds in a state if it is explicitly represented in the state's literal set, or its test evaluates to true in the state:

$$
\operatorname{HOLDS}(l, s) \equiv l \in s . L \text { or } l . t e s t(s) .
$$

A goal is a set of literals; a state satisfies a goal if all of the literals in the goal hold in the state:

$$
\operatorname{SATISFIES}(s, \Gamma) \equiv \forall l \in \Gamma . \operatorname{HOLDS}(l, s) .
$$

An operator is a tuple $\left\langle\phi, e_{\text {pos }}, e_{\text {neg }}, f\right\rangle$ where $\phi$ is a set of literals representing a conjunctive precondition, $e_{p o s}$ is a set of literals to be added to the resulting state, $e_{n e g}$ is a set of literals to be deleted from the resulting state, and $f$ is a function that maps the detailed state from before the operator is executed to the detailed state afterwards. Thus, the successor of state $s$ under operator $a$ is defined

$$
\operatorname{SUCCESSOR}(s, a) \equiv\left\langle s . L \cup a . e_{p o s} \backslash a . e_{n e g}, a . f(s)\right\rangle
$$

An operator is applicable in a state if all of its preconditions hold in that state:

$$
\operatorname{APPLICABLE}(a, s) \equiv \forall l \in a . \phi . \operatorname{HOLDS}(l, \phi)
$$

An operator schema is an operator with typed variables, standing for the set of operators arising from all instantiations of the variables over the appropriate type domains.

Our general formulation has broader applicability, but in this paper we restrict our attention to a concrete domain in which a mobile-manipulation robot can move, grasp rigid objects, and place them on a surface. To formalize this domain, we use literals of the following forms:

- RobotConf( $C$ ): the robot is in configuration $C$, where $C$ is a specification of the pose of the base as well as joint angles of the arm;
- Pose $(O, P)$ : object $O$ is at pose $P$, where $P$ is a four-dimensional pose $(x, y, z, \theta)$, assuming that the object is resting on a stable face on a horizontal surface;
- Holding $(O, G)$ : the robot is holding object $O$ with grasp $G$, where $G$ specifies a transform between the robot's hand and the object;
- HandEmpty: the robot is not holding any object;
- In $(O, R)$ : the object $O$ is placed in such a way that it is completely contained in a region of space $R$; and
- Reachable $\left(C_{1}, C_{2}\right)$ : there is a collision-free path between robot configurations $C_{1}$ and $C_{2}$, considering the positions of all fixed and movable objects as well as any object the robot might be holding and the grasp in which it is held.

The details of a state consist of the configuration of the robot, the poses of all the objects, and what object is being held in what grasp.

Two of these literals have tests. The first, In, has a simple geometric test, to see if object $O$, at the pose specified in this state, is completely contained in region $R$. The test for Reachable is more difficult to compute; it will be the subject of the next section.

## 4 Conditional Reachability Graph

In the mobile manipulation domain, the details contain a conditional reachability graph (CRG), which is a partial representation of the connectivity of the space of sampled configurations, conditioned on the placements of movable objects as well as on what is in the robot's hand. It is similar in spirit to the roadmaps of Leven and Hutchinson [18] in that it is designed to support solving multiple motion-planning queries in closely related environments. The CRG has three components:

- Poses: For each object $o$, a set of possible stable poses.
- Nodes: A set of robot configurations, $c_{i}$, each annotated with a (possibly empty) set $\{\langle g, o, p\rangle\}$ where $g$ is a grasp, $o$ an object, and $p$ a pose, meaning that if the robot is at the configuration $c_{i}$, and object $o$ is at pose $p$, then the robot's hand will be related to the object by the transform associated with grasp $g$.
- Edges: A set of pairs of nodes, with configurations $c_{1}$ and $c_{2}$, annotated with an initially empty set of validation conditions of the form $\langle h, g, o, p, b\rangle$, where $b$ is a

Boolean value that is TRUE if the robot moving from $c_{1}$ to $c_{2}$ along a simple path (using linear interpolation or some other fixed interpolator) while holding object $h$ in grasp $g$ will not collide with object $o$ if it is placed at pose $p$, and False otherwise.

The validation conditions on the edges are not pre-computed; they will be computed lazily, on demand, and cached in this data structure. Note that some of the collisionchecking to compute the annotations can be shared, e.g. the same robot base location may be used for multiple configurations and grasps.
Constructing the CRG The CRG is initialized in a pre-processing phase, which concentrates on obtaining a useful set of sampled object poses and robot configurations. Object poses are useful if they are initial poses, or satisfy a goal condition, or provide places to put objects out of the way. Robot configurations are useful if they allow objects, when placed in useful poses, to be grasped (and thus either picked from or placed at those poses) or if they enable connections to other useful poses via direct paths. We assume that the following components are specified: a workspace $W$, which is a volume of space that the robot must remain inside; a placement region $T$, which is a set of static planar surfaces upon which objects may be placed (such as tables and floor, but not (for now) the tops of other objects); a set $\mathcal{O}_{f}$ of fixed (immovable) objects; a set $\mathcal{O}_{m}$ of movable objects; and a vector of parameters $\theta$ that specify the size of the CRG. It depends, in addition, on the start state $s$ and goal $\Gamma$. We assume that each object $o \in \mathcal{O}_{m}$ has been annotated with a set of feasible grasps. The parameter vector consists of a number $n_{p}$ of desired sample poses per object (type); a number $n_{i k}$ of grasp configurations per grasp; a number $n_{n}$ of configurations near each grasp configuration; a number $n_{c}$ of RRT iterations for connecting configurations, and a number $k$ specifying a desired degree of connectivity.

The CONSTRUCTCRG procedure is outlined below.

```
\(\operatorname{ConstructCRG}\left(W, T, s, \Gamma, \mathcal{O}_{f}, \mathcal{O}_{m}, \theta\right)\) :
    \(N=\{\) s.details.robotConf \(\} \cup\{\) robot configuration in \(\Gamma\}\)
for \(o \in \mathcal{O}_{m}\) :
    \(P_{o}=\{\) s.details.pose \((o)\} \cup\{\) pose of \(o\) in \(\Gamma\}\)
    for \(i \in\left\{1, \ldots, \theta . n_{p}\right\}\) :
        \(P_{o} . \operatorname{add}(\) SAMPLEOBJPOSE \((\) o.shape,\(T))\)
        for \(g \in\) o.grasps:
                for \(j \in\left\{1, \ldots, \theta . n_{i k}\right\}: N . \operatorname{add}(\operatorname{SAMPLEIK}(g, o, p),(g, o, p))\)
                for \(j \in\left\{1, \ldots, \theta . n_{n}\right\}: N . \operatorname{add}(\operatorname{SAMPLECoNFNEAR}(g,()))\)
\(E=\{ \}\)
for \(n_{1} \in N\) :
    for \(n_{2} \in \operatorname{NEARESTNEIGHBORS}\left(n_{1}, k, N\right)\) :
            if CFreePath \(\left(n_{1} . c, n_{2} . c, \mathcal{O}_{f}\right): \operatorname{E.add}\left(n_{1}, n_{2}\right)\)
\(N, E=\operatorname{ConNECTTREES}\left(N, E, W, \theta . n_{c}\right)\)
return \(\langle P, N, E\rangle\)
```

We begin by initializing the set of nodes $N$ to contain the initial robot configuration and the configuration specified in the goal, if any. Then, for each object, we generate
a set of sample poses, including its initial pose and goal pose, if any, as well as poses sampled on the object placement surfaces. For each object pose and possible grasp of the object, we use the SAMPLEIK procedure to sample one or more robot configurations that satisfy the kinematic constraints that the object be grasped. We sample additional configurations with the hand near the grasp configuration to aid maneuvering among the objects. We then add edges between the $k$ nearest neighbors of each configuration, if a path generated by linear interpolation or another simple fixed interpolator is free of collisions with fixed objects. At this point we generally have a forest of trees of configurations. Finally, we attempt to connect the trees using an RRT algorithm as in the sampling-based roadmap of trees [19].

To test whether this set of poses and configurations is plausible, we use it to compute a heuristic value of the starting state, as described in Sect. 5. If it is infinite, meaning that the goal is unreachable even under extremely optimistic assumptions, then we return to this procedure and draw a new set of samples.

Querying the CRG Now that we have a CRG we can use it to compute the test for the Reachable literal, as shown in ReachableTest below.

REACHABLETEST $\left(c_{1}, c_{2}, D\right.$, CRG $)$ :

```
for \((o, p) \in\) D.objects:
    for \(e \in\) CRG. :
        if not \(\langle D . h e l d O b j, D . g r a s p, o, p, *\rangle \in e . v a l i d:\)
            \(p=\operatorname{CFREEPATH}\left(e . n_{1} . c, e . n_{2} . c, o @ p, D . h e l d O b j, D . g r a s p\right)\)
                e.valid.add \((\langle\) D.heldObj, D.grasp, \(o, p,(p!=\) None \()\rangle)\)
\(G=\{e \in \mathrm{CRG} . E \mid \forall(o, p) \in\) D.objects. \(\langle\) D.heldObj, D.grasp, o, \(p\), True \(\rangle \in e . v a l i d\}\)
return REACHABLEINGRAPH \(\left(c_{1}, c_{2}, G\right)\)
```

The main part of the test is in lines 6-7: we construct a subgraph of the CRG that consists only of the edges that are valid given the object that the robot is holding and the current placements of the movable objects and search in that graph to see if configuration $c_{2}$ is reachable from $c_{1}$. Lines $1-5$ check to be sure that the relevant validity conditions have been computed and computes them if they have not. The procedure $\operatorname{CFREEPATH}\left(c_{1}, c_{2}\right.$, obst, $\left.o, g\right)$ performs collision checking on a straightline, or other simply interpolated path, between configurations $c_{1}$ and $c_{2}$, with a single obstacle obst and object $o$ held in grasp $g$.

In addition, the CRG is used to implement $\operatorname{APPLICABLEOPS}(s, \Omega, \mathrm{CRG})$, which efficiently determines which operator schema instances in $\Omega$ are applicable in a given state $s$. For each schema, we begin by binding variables that have preconditions specifying the robot configuration, object poses, the currently grasped object and/or the grasp to their values in state $s$. We consider all bindings of variables referring to objects that are not being grasped. For a pick operation, $P$ is specified in the current state, so we consider all bindings of $G$ and $C_{2}$ such that $\left(C_{2},(G, O, P)\right) \in$ CRG.N. For a place operation, $G$ is specified in the current state, so we consider all bindings of $P$ and $C_{2}$ such that $\left(C_{2},(G, O, P)\right) \in$ CRG.N.

## 5 Planning Algorithms

A planning problem, $\Pi$, is specified by $\langle s, \Gamma, \mathcal{O}, T, W, \Omega\rangle$, where $s$ is the initial state, including literals and details, $\Gamma$ is the goal, $\mathcal{O}$ is a set of objects, $T$ is a set of placement surfaces, $W$ is the workspace volume, and $\Omega$ is a set of operator schemas.

PLAN, shown below, is a generic heuristic search procedure. Depending on the behavior of the EXTRACT procedure, it can implement any standard search control structure, including depth-first, breadth-first, uniform cost, best-first, $A^{*}$, and hillclimbing. Critical to many of these strategies is a heuristic function, which maps a state in the search to an estimate of the cost to reach a goal state from that state. Many modern domain-independent search heuristics are based on a relaxed plan graph (RPG). In the following section, we show how to use the CRG to compute the relaxed plan graph efficiently.

PLAN( $\Pi$, EXTRACT, HEURISTIC, $\theta$ )

```
\(\langle s, \Gamma, \mathcal{O}, T, W, \Omega\rangle=\Pi\)
CRG \(=\operatorname{ConstructCRG}(W, T, s, \Gamma, \mathcal{O}, \theta)\)
def \(\mathrm{H}(\mathrm{s})\) : \(\operatorname{HEURISTIC}(\operatorname{RPG}(s, \Gamma, \operatorname{CRG}, \Omega))\)
\(q=\operatorname{QuEuE}(\operatorname{SearchNode}(s, 0, \mathrm{H}(s)\), None \())\)
while not q.empty():
        \(n=\operatorname{EXTRACT}(q)\)
        if SATISFIES ( \(n . s, \Gamma\) ): return n.path
        for \(a \in \operatorname{APPLICABLEOPS}(n . s, \Omega, \mathrm{CRG})\) :
            \(s^{\prime}=\operatorname{SUCCESSOR}(n . s, a)\)
            \(q . p u s h\left(\operatorname{SEARCHNODE}\left(s^{\prime}, n . c o s t+1, \mathrm{H}\left(s^{\prime}\right), n\right)\right)\)
```

Computing the relaxed plan graph In classical symbolic planning, a plan graph is a sequence of alternating layers of literals and actions. The first layer consists of all literals that are true in the starting state. Action layer $i$ contains all operators whose preconditions are present and simultaneously achievable in literal layer $i$. Literal layer $i+1$ contains all literals that are possibly achievable after $i$ actions, together with a network of mutual exclusion relations that indicates in which combinations those literals might possibly be true. This graph is the basis for GraphPlan [20] and related planning algorithms.

The relaxed plan graph is a simplified plan graph, without mutual exclusion conditions; it is constructed by ignoring the negative effects of the actions. From the RPG, many heuristics can be computed. For example, the $H_{\text {Add }}$ heuristic [21] returns the sum of the levels at which each of the literals in the goal appears. It is optimistic, in the sense that if the mutual exclusion conditions were taken into account, it might take more steps to achieve each individual goal from the starting state; it is also pessimistic, in the sense that the actions necessary to achieve multiple goal fluents might be "shared". An admissible heuristic, $H_{\text {Max }}$ [21], is obtained by taking the maximum of the levels of the goal literals, rather than the sum; but it is found in practice to offer weaker guidance. An alternative is the FF heuristic [6],
which performs an efficient backward-chaining pass in the plan graph to determine how many actions, if they could be performed in parallel without deletions, would be necessary to achieve the goal and uses that as the heuristic value. An important advantage of the FF heuristic is that it does not over-count actions if one action achieves multiple effects, and it enables additional heuristic strategies that are based on helpful actions. We use a version of the helpful-action strategy that reduces the choice of the next action to those that are in the first level of the relaxed plan, and find that it improves search performance.

In order to use heuristics derived from the RPG we have to show how it can be efficiently computed when the add lists of the operators are incomplete and the truth values of some literals are computed from the CRG in the details. We present a method for computing the RPG that is specialized for mobile manipulation problems. It constitutes a further relaxation of the RPG which allows literals to appear earlier in the structure than they would in an RPG for a traditional symbolic domain. This is necessary, because the highly conditional effects of actions on Reachable literals makes them intractable to compute exactly. The consequence of the further relaxation is that the $H_{\text {Add }}$ and $H_{\text {Max }}$ heuristics computed from this structure have less heuristic force. However, in Sect. 5 we describe a method for computing a version of $H_{\mathrm{FF}}$ that recovers the effectiveness of the original.

The intuition behind this computation is that, as we move forward in computing the plan graph, we consider the positive results of all possible actions to be available. In terms of reachability, we are removing geometric constraints from the details; we do so by removing an object from the universe when it is first picked up and never putting it back, and by assuming the hand remains empty (if it was not already) after the first place action. Recall that, in APPLICABLE and SATISFIES, the HOLDS procedure is used to see if a literal is true in a state. It first tests to see if it is contained in the literal set of the state; this set becomes increasingly larger as the RPG is computed. If the literal is not there, then it is tested with respect to the CRG in the details, which becomes increasingly less constrained as objects are removed.

Importantly, since the geometric tests on the CRG are cached, the worst-case number of geometric tests for planning with and without the heuristic is the same. In practice, computing the RPG for the heuristic is quite fast, and using it substantially reduces the number of states that need to be explored.

RELAXEDPLANGRAPH, shown below, outlines the algorithm in more detail. In the second part of line 1 , in a standard implementation we would generate all possible instantiations of all actions. However, because of the special properties of reachability, we are able to abstract away from the particular configuration the robot is in when an action occurs; thus, we consider all possible bindings of the non-configuration variables in each operator, but we only consider binding the starting configuration variable to the actual current starting configuration and leave the resulting configuration variable free. In line 2 , we initialize $h$ State, which is a pseudo-state containing all literals that are possibly true at the layer we are operating on, and a set of details that specifies which objects remain as constraints on the robot's motion at this layer. In line 6 , we ask whether a operator schema with all but the resulting configuration variable bound is applicable in the heuristic state. We only seek a single resulting
configuration that satisfies the preconditions of op in hState; even though many such configurations might exist, each of them will ultimately affect the resulting hState in the same way. Lines 7-9 constitute the standard computation of the RPG. In lines $10-11$ we perform domain-specific updates to the detailed world model: if there is any way to pick up an object, then we assume it is completely removed from the domain for the rest of the computation of the RPG; if there is any way to put down the currently held object, then we assume that there is no object in the hand, when doing any further computations of reachability in the CRG. Line 14 creates a new hState, which consists of all literals possibly achievable up to this level and the details with possibly more objects removed.

RelaxedPlanGraph $(s, \Gamma$, CRG, $\Omega)$ :

```
\(D=s . D ; o p s=\operatorname{ALLNONCONFBINDINGS}(\Omega)\)
literals \(=[] ;\) actions \(=[] ;\) hState \(=s\)
while True
    layerActions \(=\{ \} ;\) layerLiterals \(=\{ \}\)
    for \(o p \in o p s\) :
            if APPLICABLE ( \(o p\), hState) :
                layerActions.add(op)
                layerLiterals.union(op.e \({ }_{p o s}\) )
                ops.remove(op)
            if op.type \(=\) pick: D.objects.remove(op.obj)
                    if op.type \(=\) place \(:\) D.heldObj \(=\) None
    literals.append(layerLiterals)
    actions.append(layerActions)
    hState \(=\left\langle\bigcup_{i}\right.\) literals \(\left._{i}, D\right\rangle\)
    if SATISFIES(hState, \(\Gamma\) ): return (literals, actions)
    if layerActions \(=\{ \}\) : return None
```

There is one last consideration: the strategy shown above does not make the dependencies of Reachable literals at level $i$ on actions from level $i-1$ explicit; the truth of those literals is encoded implicitly in the details of the $h S t a t e$. We employ a simple bookkeeping strategy to maintain a causal connection between actions and literals, which will enable a modified version of the FF heuristic to perform the backward pass to find a parallel plan. We observe that, in the relaxed plan, once an object is picked, it is effectively removed from the domain. So, we add an extra positive effect literal, Picked (o) to the positive effects set of the pick action, just when it is used in the heuristic computation.

The FFRob heuristic The FF heuristic operates by extracting a relaxed plan from the RPG and returning the number of actions it contains. A relaxed plan $\mathcal{P}$ constructed for starting state $s$ and set of goal literals $G$ consists of a set of actions that has the following properties: (1) For each literal $l \in G$ there is an action $a \in \mathcal{P}$ such that $l \in a . e_{p o s}$ and (2) For each action $a \in \mathcal{P}$ and each literal $l \in a . \phi$, either $l \in s$ or there exists an action $a^{\prime} \in \mathcal{P}$ such that $l \in$ a.e $e_{\text {pos }}$.

That is, the set of actions in the relaxed plan collectively achieve the goal as well as all of the preconditions of the actions in the set that are not satisfied in the initial state. It would be ideal to find the shortest linear plan that satisfied these conditions, however that is NP-hard [6]. Instead, the plan extraction procedure works backwards, starting with the set of literals in the goal $G$. For each literal $l \in G$, it seeks the "cheapest" action $a^{*}$ that can achieve it; that is,

$$
a^{*}=\arg \min _{\left\{a \mid l \in a . e_{p o s}\right\}} \sum_{l \in a . \phi} \mathcal{L}(l)
$$

where $\mathcal{L}(l)$ is the index of the lowest layer containing $l$ (which is itself a quick estimate of the difficulty of achieving $l$.)

The minimizing $a^{*}$ is added to the relaxed plan, $l$ and any other literals achieved by $a^{*}$ are removed from the goal set, and the preconditions $a^{*} . \phi$ are added to the goal set unless they are contained in $s$. This process continues until the goal set is empty.

The RPG computed as in Sect. 5 does not immediately support this computation, because the Picked fluents that are positive results of Pick actions do not match the Reachable fluents that appear in preconditions. In general, there may be many ways to render a robot configuration reachable, by removing different combinations of obstacles. Determining the smallest such set is known as the minimum constraint removal problem [22]. Hauser shows it is NP-Hard in the discrete case and provides a greedy algorithm that is optimal if obstacles must not be entered more than once. We have extended this method to handle the case in which objects are weighted; in our case, by the level in the RPG at which they can be picked. The weighted MCR algorithm attempts to find a set of obstacles with a minimal sum of weights that makes a configuration reachable.

So, any action precondition of the form Reachable(c) is replaced by the set of preconditions Picked $(o)$ for all objects $o$ in the solution to the weighted MCR problem for configuration $c$. This represents the (approximately) least cost way to make $c$ accessible. Having carried out this step, we can use the standard FF method for extracting a relaxed plan. The FFRob heuristic returns the number of actions in this relaxed plan.

Geometric biases It frequently happens that multiple states have the same heuristic value; in such cases, we break ties using geometric biases. These three biases do not affect the overall correctness or completeness of the algorithm. Intuitively, the idea is to select actions that maximize the reachability of configurations in the domain from the current state.

- Choose actions that leave the largest number of configurations corresponding to placements of objects in their goal poses or regions available. This captures the idea that blocking goal regions should be avoided if possible. This is useful because although a heuristic will report when a placement is immediately bad, i.e., already blocking future goals, it will not convey information that the placement may prevent two necessary placements later in the search because it was out in the open.

This is because the relaxed plan assumed that a free placement exists, despite objects being placed there, because it does not model negative effects of actions.

- Choose actions that leave the largest total number of configurations corresponding to placements reachable; this ensures that all placements are as tight as possible against the edge of the reachable space.
- If neither of the previous biases breaks the tie, then select actions that maximize the total number of reachable configurations.

These biases experimentally prove to be helpful in giving the search additional guidance in this domain, especially in combination with enforced hill climbing search, which lacks backtracking to undo bad decisions.

## 6 Results

We have experimented with various versions of this algorithm, differing in the definition of the heuristic, on a variety of tasks; we report the results in this section.

The search strategy in all of our experiments is enforced hill-climbing [6], in which a single path through the state space is explored, always moving to the unvisited successor state with the smallest heuristic value, with ties broken using geometric biases. This search strategy is known not to be complete, but we have found it to be very effective in our domains. If the hill-climbing search were to reach a dead end, one could restart the search (as is done in FastForward), using the best-first strategy or weighted $A^{*}$, which are complete. However, even with a complete search and no helpful-action heuristic, the overall planner is not probabilistically complete, since it is limited to the initial set of sample poses and configurations.

The parameters governing the creation of the CRG are: $n_{p} \in[25-50]$ (the number of placements for each object); this varies with the size of the placement regions; $n_{i k}=1$ (number of robot configurations for each grasp); $n_{n}=1$ (number of additional robot configurations near each grasp); $n_{c}=250$ (number of RRT iterations); $k=4$ (number of nearest neighbors).

In our experiments, we generate an initial CRG using these parameters during pre-processing and then test whether the value of the heuristic at the initial state is finite. If it is not, we discard it and try again, with the same parameters. Very few retries were necessary to find a CRG with finite heuristic value. This condition was effective: in every case in our experiments, the CRG contained a valid plan.

The following versions of the planner are compared in the experiments:

1. No $H$ : The heuristic always returns 0 .
2. $H_{\mathrm{FF}}$ : This is the original heuristic in FF, based only on the symbolic literals, completely ignoring the reachability conditions when computing the heuristic. Helpful actions are not used.
3. $H_{\text {Addr }}$ : This is a version of the original $H_{\text {Add }}$ heuristic that returns the sum of the levels of the RPG at which the goal literals are first found. This makes use of the

CRG to reason about reachability. It does not build a relaxed plan and, therefore, does not have helpful actions.
4. $H_{\mathrm{FFR}, \mathrm{HA}}$ : This computes the RPG, does a backward scan to find a relaxed plan and computes helpful actions based on that plan.
5. $H_{\mathrm{FFRB}}$ : Like $H_{\mathrm{FFR}}$ but using geometric biases to break ties and without using helpful actions.
6. $H_{\mathrm{FFRB}, \mathrm{HA}}$ : Like $H_{\mathrm{FFR}}$ but using geometric biases to break ties and using helpful actions.

We tested our algorithm on 6 different tasks, in which the goals were conjunctions of $\operatorname{In}\left(O_{i}, R_{j}\right)$ for some subset of the objects (the ones not colored red). Other objects were moved as necessary to achieve these goals. The last three tasks are shown in Fig. 1; the first three are tasks are simpler variations on task 3 (Fig. 1a). The table below shows the results of running the algorithms in each of the tasks.

| T | Pre | No $H$ |  |  | $H_{\text {FF }}$ |  |  | $H_{\text {AddR }}$ |  |  | $H_{\text {FFR }}, H A$ |  |  | $H_{\text {FFRB }}$ |  |  | $H_{\text {FFRB }}, H A$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | t | m | s | t | m | s | t | m | s | t | m | s | t | m | S | t | m | s |
| 0 | 21 | 265 | 35 | 48719 | 102 | 72 | 6123 | 41 | 19 | 536 | 6 | 5 | 78 | 7 | 5 | 87 | 2 | 0 | 23 |
| 1 | 25 | 300 | 0 | 63407 | 283 | 17 | 14300 | 162 | 55 | 2042 | 3 | 0 | 8 | 16 | 11 | 153 | 4 | 1 | 49 |
| 2 | 29 | 300 | 0 | 50903 | 300 | 0 | 8947 | 300 | 0 | 3052 | 5 | 1 | 12 | 17 | 13 | 114 | 7 | 2 | 32 |
| 3 | 23 | 300 | 0 | 39509 | 300 | 0 | 4849 | 300 | 0 | 1767 | 83 | 19 | 464 | 99 | 43 | 523 | 13 | 1 | 69 |
| 4 | 30 | 300 | 0 | 23920 | 300 | 0 | 1574 | 300 | 0 | 1028 | 300 | 0 | 1274 | 18 | 3 | 20 | 16 | 3 | 20 |
| 5 | 51 | 300 | 0 | 9422 | 300 | 0 | 1533 | 300 | 0 | 592 | 300 | 1 | 272 | 106 | 17 | 32 | 99 | 14 | 32 |

Each entry in the table reports median time ( $t$ ) (in gray), median absolute deviation, $M A D$, of the times ( $m$ ), and states ( $s$ ) expanded. Each task also incurs a pre-processing time for building the roadmap; this is reported (in seconds) in the Pre column of the table. The median-based robust statistics are used instead of the usual mean and standard deviation since the data has outliers. Entries with a median time of 300 and MAD of 0 did not successfully complete any of the simulations. There were 20 simulations per task for the first two heuristics and 120 simulations per task for the others. Running times are from a Python implementation running on a 2.6 GHz Intel Core 17.

As can be clearly seen, especially in the number of expanded states, exploiting geometric information in the heuristic produces substantial improvements. Introducing geometric biases to settle ties helps in the most cluttered of the examples.

Conclusion We have shown how to combine data structures for multi-query motion planning algorithms with the search and heuristic ideas from the FF planning system to produce a deeply integrated task and motion planning system. The integrated heuristic in this system is quite effective in focusing the search based on geometric information at relatively low cost.
(a)

(b)

(c)


Fig. 1 The initial and final state in three of the tasks $(3,4,5)$ in the experiments. a Median 18 actions. b Median 20 actions. c Median 32 actions
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# Fast Nearest Neighbor Search in SE(3) for Sampling-Based Motion Planning 

Jeffrey Ichnowski and Ron Alterovitz


#### Abstract

Nearest neighbor searching is a fundamental building block of most sampling-based motion planners. We present a novel method for fast exact nearest neighbor searching in $S E$ (3)-the 6 dimensional space that represents rotations and translations in 3 dimensions. $S E(3)$ is commonly used when planning the motions of rigid body robots. Our approach starts by projecting a 4 -dimensional cube onto the 3 -sphere that is created by the unit quaternion representation of rotations in the rotational group $S O(3)$. We then use 4 kd-trees to efficiently partition the projected faces (and their negatives). We propose efficient methods to handle the recursion pruning checks that arise with this kd-tree splitting approach, discuss splitting strategies that support dynamic data sets, and extend this approach to $\operatorname{SE}(3)$ by incorporating translations. We integrate our approach into RRT and RRT* and demonstrate the fast performance and efficient scaling of our nearest neighbor search as the tree size increases.


## 1 Introduction

Nearest neighbor searching is a critical component of commonly used motion planners. Sampling-based methods, such as probabilistic roadmaps (PRM), rapidly exploring random trees (RRT), and RRT* [1, 2], create a motion plan by building a graph in which vertices represent collision-free robot configurations and edges represent motions between configurations. To build the graph, these motion planners repeatedly sample robot configurations and search for nearest neighbor configurations already in the graph to identify promising collision-free motions.

Because nearest neighbor search is a fundamental building block of most samplingbased motion planners, speeding up nearest neighbor searching will accelerate many commonly used planners. This is especially true for asymptotically optimal motion

[^25]planners, which typically require a large number of samples to compute high-quality plans. As the number of samples in the motion planning graph rises, nearest neighbor search time grows logarithmically (or at worst linearly). As the samples fill the space, the expected distance between samples shrinks, and correspondingly reduces the time required for collision detection. Collision detection typically dominates computation time in early iterations, but as the number of iterations rises, nearest neighbor search will dominate the overall computation-increasing the importance of fast nearest neighbor searches.

We introduce a fast, scalable exact nearest neighbor search method for robots modeled as rigid bodies. Many motion planning problems involve rigid bodies, from the classic piano mover problem to planning for aerial vehicles. A planner can represent the configuration of a rigid body in 3D by its 6 degrees of freedom: three translational (e.g., $x, y, z$ ) and three rotational (e.g., yaw, pitch, roll). The group of all rotations in 3D Euclidean space is the special orthogonal group $S O(3)$. The combination of $S O(3)$ with Euclidean translation in space is the special Euclidean group $S E$ (3).

Our approach uses a set of kd-trees specialized for nearest neighbor searches in $S O(3)$ and $S E$ (3) for dynamic data sets. A kd-tree is a binary space partitioning tree data structure that successively splits space by axis-aligned planes. It is particularly well suited for nearest neighbor searches in Minkowski distance (e.g., Euclidean) real-vector spaces. However, standard axis-aligned partitioning approaches that apply to real-vector spaces do not directly apply to rotational spaces due to their curved and wrap-around nature.

In this paper, we describe a novel way of partitioning $S O(3)$ space to create a kdtree search structure for $S O$ (3) and by extension $S E$ (3). Our approach can be viewed as projecting the surface of a 4-dimensional cube onto a 3-sphere (the surface of a 4-dimensional sphere), and subsequently partitioning the projected faces of the cube. The 3 -sphere arises from representing rotations as 4 -dimensional vectors of unit quaternions. The projection and partitioning we describe has two important benefits: (1) the dimensionality of the rotation space is reduced from its 4-dimensional quaternion representation to 3 (its actual degrees of freedom), and (2) the splitting hyperplanes efficiently partition space allowing the kd-tree search to check fewer kd-tree nodes. We propose efficient methods to handle the recursion pruning checks that arise with this kd-tree splitting approach, and also discuss splitting strategies that support dynamic data sets. Our approach for creating rotational splits enables our kd-tree implementation to achieve fast nearest neighbor search times for dynamic data sets.

We demonstrate the speed of our nearest neighbor search approach on scenarios in OMPL [3] and demonstrate a significant speedup compared to state-of-the-art nearest neighbor search methods for $S O$ (3) and $S E$ (3).

## 2 Related Work

Nearest neighbor searching is a critical component in sampling-based motion planners [1]. These planners use nearest neighbor search data structures to find and connect configurations in order to compute a motion plan.

Spatial partitioning trees such as the kd-tree [4-6], quadtrees and higher dimensional variants [7], and vp-trees [8] can efficiently handle exact nearest neighbor searching in lower dimensions. These structures generally perform well on data in a Euclidean metric space, but because of their partitioning mechanism (e.g., axisaligned splits), they do not readily adapt to the rotational group $S O$ (3). Kd-trees have a static construction that can guarantee a perfectly balanced tree for a fixed (nondynamic) data set. Bentley showed how to do a static-to-dynamic conversion [9] that maintains the benefits of the balanced structure produced by static construction, while adding the ability to dynamically update the structure without significant loss of asymptotic performance.

Yershova and LaValle [10] showed how to extend kd-trees to handle $\mathbb{R}^{1}, S^{1}$, $S O(3)$, and the Cartesian product of any number of these spaces. Similar to kdtrees built for $\mathbb{R}^{m}$, they split $S O(3)$ using rectilinear axis-aligned planes created by a quaternion representation of the rotations [11]. Although performing well in many cases, rectilinear splits produce inefficient partitions of $S O(3)$ near the corners of the partitions. Our method eschews rectilinear splits in favor of splits along rotational axes, resulting in splits that more uniformly partition $S O$ (3).

Non-Euclidean spaces, including $S O(3)$, can be searched by general metric space nearest neighbor search data structures such as GNAT [12], cover-trees [13], and M-trees [14]. These data structures generally perform better than linear searching. However, except for rare pathological cases, these methods are usually outperformed by kd-trees in practice [10].

Nearest neighbor searching is often a performance bottleneck of samplingbased motion planning, particularly when the dimensionality of the space increases $[15,16]$. It is sometimes desirable in such cases to sacrifice accuracy for speed by using approximate methods [15-19]. These methods can dramatically reduce computation time for nearest neighbor searches, but it is unclear if the proofs of optimality for asymptotically optimal motion planners hold when using approximate searches. Our focus is on exact searches, though we believe that some approximate kd-tree speedups can be applied to our method.

## 3 Problem Definition

Let $\mathcal{C}$ be the configuration space of the robot. For a rigid-body robot, the configuration space is $\mathcal{C}=\mathbb{R}^{m}$ if the robot can translate in $m$ dimensions, $\mathcal{C}=S O(3)=P^{3}$ if the robot can freely rotate in 3 dimensions, and $\mathcal{C}=S E(3)=\mathbb{R}^{3} P^{3}$ if the robot can freely translate and rotate in 3 dimensions. Let $\mathbf{q} \in \mathcal{C}$ denote a configuration of the
robot. When $\mathcal{C}=\mathbb{R}^{m}, \mathbf{q}$ is an $m$-dimensional real vector. When $\mathcal{C}=P^{3}$, we define $\mathbf{q}$ as a 4-dimensional real vector in the form $(a, b, c, d)$ representing the components of a unit quaternion $\mathbf{q}=a+b i+c j+d k$. We use the notation $\mathbf{q}[x]$ to represent the $x$ component of a configuration $\mathbf{q}$.

Computation of nearest neighbors depends on the chosen distance metric. Let $\operatorname{DIST}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)$ be the distance between two configurations. For brevity, we will focus on a few commonly used distance functions, which are included in OMPL [3]. We only consider exact functions, and approximate versions are left to future work. In $\mathbb{R}^{m}$ we use the Euclidean $\left(L^{2}\right)$ distance:

$$
\operatorname{DIST}_{\mathbb{R}^{m}}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)=\left(\sum_{i=1}^{m}\left(\mathbf{q}_{1}[i]-\mathbf{q}_{2}[i]\right)^{2}\right)^{1 / 2}
$$

In $P^{3}$ we use a distance of the shorter of the two angles subtended along the great arc between the rotations [3, 10, 11]. This metric is akin to a straight-line distance in Euclidean space mapped on a 3-sphere:

$$
\operatorname{DIST}_{P^{3}}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)=\cos ^{-1}\left|\mathbf{q}_{1} \cdot \mathbf{q}_{2}\right|=\cos ^{-1}\left|\sum_{i \in\{a, b, c, d\}} \mathbf{q}_{1}[i] \mathbf{q}_{2}[i]\right|
$$

In $\mathbb{R}^{3} P^{3}$, we use the weighted sum of the $\mathbb{R}^{3}$ and $P^{3}$ distances [3]:

$$
\operatorname{DIST}_{\mathbb{R}^{m} P^{3}}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)=\alpha \operatorname{DIST}_{\mathbb{R}^{m}}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)+\operatorname{DIST}_{P^{3}}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)
$$

where $\alpha>0$ is a user-specified weighting factor. We assume the distance function is symmetric, i.e., $\operatorname{DIST}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)=\operatorname{DIST}\left(\mathbf{q}_{2}, \mathbf{q}_{1}\right)$, and define $\operatorname{DIST}(\mathbf{q}, \varnothing)=\infty$.

We apply our approach to solve three variants of the nearest neighbor search problem commonly used in sampling-based motion planning. Let $\mathbf{q}$ denote a set of $n$ configurations $\left\{\mathbf{q}_{1} \ldots \mathbf{q}_{\mathrm{n}}\right\} \subset \mathcal{C}$. Given a configuration $\mathbf{q}_{\text {search }}$, the nearest neighbor search problem is to find the $\mathbf{q}_{i} \in \mathbf{Q}$ with the minimum DIST $\left(\mathbf{q}_{\text {search }}, \mathbf{q}_{\mathbf{i}}\right)$. In the $k$-nearest neighbors variant, where $k$ is a positive integer, the objective is to find a set of $k$ configurations in $\mathbf{Q}$ nearest to $\mathbf{q}_{\text {search }}$. In the nearest neighbors in radius $r$ search, where $r$ is a positive real number, the objective is to find all configurations in $\mathbf{Q}$ with DIST $\left(\mathbf{q}_{\text {search }}, \mathbf{q}_{\mathbf{i}}\right) \leq r$.

Sampling-based motion planners make many calls to the above functions when computing a motion plan. Depending on the planner, the set of nodes $\mathbf{Q}$ is either a static data set that is constant for each query or $\mathbf{Q}$ is a dynamic data set that changes between queries. Our objective is to achieve efficiency and scalability for all the above variants of the nearest neighbor search problem for static and dynamic data sets in $S O$ (3) and $S E$ (3).

## 4 Method

A kd-tree is a binary tree in which each branch node splits space by an axis-aligned hyperplane, and each child's subtree contains only configurations from one side of the hyperplane. In a real vector metric space, such as Euclidean space, it is common for each split to be defined by an axis-aligned hyperplane, though other formulations are possible [6]. For performance reasons it is often desirable for the splits to evenly partition the space, making median or mean splits good choices [20]. We will describe these methods and how to apply our $S O(3)$ partition scheme to them.

In our method, we eschew rectilinear axis-aligned splits in favor of partitions that curve with the manifold of $S O(3)$ space. The set of all unit quaternion representations of rotations in $S O(3)$ forms the surface of a 4-dimensional sphere (a 3-sphere). We partition this space by projecting the surface of a 4 -dimensional cube onto the surface of the 3 -sphere. Because of the double-coverage property in which a quaternion and its negative represent the same rotation [11], half of the projected surface volumes are redundant, and we build kd-trees by subdividing 4 of the projected surface volumes. Similar projections are used in [21] to generate deterministic samples in $S O$ (3), and in [22] to create a minimum spanning tree on a recursive octree subdivision of $S O(3)$. When subdividing the surface volumes into kd-trees, we apply a novel approach in which the partitioning hyperplanes pass through the center of the 3 -sphere, and thus radially divide space. These partitions are curved, and thus standard kd-tree approaches that apply to real-vector spaces must be adapted to maintain consistency with the great arc distance metric we use for $S O$ (3). In Fig. 1, we depict a lower dimensional analog consisting of a 3-dimensional cube projected onto a 2 -sphere, with only one of the projected cube surfaces subdivided into a kd-tree.

Fig. 1 A kd-tree projected onto the surface of a 2-sphere. An axis-orthogonal cube is projected into a sphere. Each face of the cube is a separately computed kd-tree; however, for illustrative purposes, we show the kd-tree of only one of the faces. In our method we extend the analogy to 4-dimensional space for use with quaternions


### 4.1 Projected Volume Partitioning of $\mathrm{SO}(3)$

In the projection of the surface of a 4D cube onto the surface of a 3-sphere we label each of the projected 3D surface volumes by the axis on which they are aligned, thus $a, b, c$, and $d$. Any configuration whose quaternion is in a negative volume (e.g., $-a$, $-b,-c$, or $-d$ ) is inverted.

The advantage of using this projection is two-fold: (1) we reduce the dimensionality of the rotation representation from a 4-dimensional quaternion to a 3-dimensional position on the projected volume, and (2) it allows radially aligned splitting hyperplanes that more uniformly divide the curved manifold. There is, however, a small cost for these benefits. The projection leads to building 4 kd -trees, although asymptotically the cost is at worst a constant factor.

To determine in which projected volume a quaternion $\mathbf{q}$ lies, we find its component of greatest magnitude. Thus:

$$
\text { proj_volume }(\mathbf{q})=\underset{i \in a, b, c, d}{\operatorname{argmax}}|\mathbf{q}[i]|
$$

If $\theta$ is the angle between the unit quaternions $\mathbf{q}$ and $\mathbf{n}$, then $\mathbf{q} \cdot \mathbf{n}=\cos \theta$. We use this property and represent bounding and splitting hyperplanes by their normals $\mathbf{n}$. Determining on which side a quaternion $\mathbf{q}$ lies is a matter of evaluating the sign of the dot product-positive values are on one side, negative values are on the other, and a dot product of 0 lies on the hyperplane.

We will focus our discussion on the projected $a$-volume, with the other volumes ( $b, c$, and $d$ ) being permutations on it. The normals bounding the 6 sides of the projected $a$-volume are the unit quaternions normalized from:

| $(1,1,0,0)$ | $(-1,1,0,0)$ | $b$-axis bounds |
| :--- | :--- | :--- |
| $(1,0,1,0)$ | $(-1,0,1,0)$ | $c$-axis bounds |
| $(1,0,0,1)$ | $(-1,0,0,1)$ | $d$-axis bounds |

We observe that within the projected $a$-volume, the $a$ component of the hyperplane normals varies between $\sqrt{0.5}$ and $-\sqrt{0.5}$ (after normalizing), the axis component varies between $\sqrt{0.5}$ at the boundaries to 1 at $a=0$, and the other components are always zero. The bounds for the $b, c$, and $d$ projected volumes follow similarly.

Solving for $\mathbf{n}$ in $\mathbf{q} \cdot \mathbf{n}=0$, we can determine the normal of the axis-aligned hyperplane that passes through the quaternion $\mathbf{q}$. We define axisnorm $\operatorname{col}_{\text {voxis }}(\mathbf{q})$ as the axis-aligned normal within a projected volume for quaternion $\mathbf{q}$. The $a$-volume definitions are:

```
axisnorm
axisnorm
axisnorm}a\mathrm{ -vol, }d\mathrm{ -axis }(\mathbf{q})=\mp@subsup{\operatorname{normalize( }}{(\mathbf{q}[d], 0, 0, q[a]),}{
```

where normalize $(\mathbf{q})$ normalizes its input vector to a unit quaternion. From the axisnorm we define an angle of rotation about the axis. The angle is computed as the arctangent of the normal's volume component over the normal's axis component, thus for example, $\mathbf{q}$ 's angle about the $b$-axis in the $a$-volume is $\tan ^{-1}(-\mathbf{q}[a] / \mathbf{q}[b])$. This angle forms the basis for a relative ordering around an axis, and can be shortcut by comparing the volume component alone, as $\mathbf{q}_{1}[a]<\mathbf{q}_{2}[a] \Longleftrightarrow$ $\tan ^{-1}\left(-\mathbf{q}_{1}[a] / \mathbf{q}_{1}[b]\right)>\tan ^{-1}\left(-\mathbf{q}_{2}[a] / \mathbf{q}_{2}[b]\right)$.

### 4.2 Static KD-Tree

In a static nearest neighbor problem, in which $\mathbf{Q}$ does not change, we can use an efficient one-time kd-tree construction that allows for well balanced trees. Algorithm 1 outlines a static construction method for kd-trees on real-vector spaces.

The algorithm works as follows. First it checks if there is only one configuration, and if so it returns a leaf node with the single configuration (lines 1-2). Otherwise the set of configurations is partitioned into two subsets to create a branch. CHOOSE_PARTITION_AXIS ( $\mathbf{Q}$ ) in line 4 chooses the axis of the partition. A number of policies for choosing the axis are possible, e.g., splitting along the axis of greatest extent. Then, PARTITION ( $\mathbf{Q}$, axis) (line 5) splits $\mathbf{Q}$ along the axis into the partially ordered set $\mathbf{Q}^{\prime}$ such that $\forall \mathbf{q}_{\mathrm{i}} \in \mathbf{Q}^{\prime}{ }_{1 . . \mathrm{m}-1}: \mathbf{q}_{\mathrm{i}}[$ axis] $\leq$ split and $\forall \mathbf{q}_{\mathrm{j}} \in \mathbf{Q}_{\mathrm{m} . \mathrm{n}}^{\prime}: \mathbf{q}_{\mathrm{j}}[$ axis $] \geq$ split. Thus a median split chooses $m=n / 2$.

```
Algorithm 1 BuildKDTree (Q)
Require: \(\mathbf{Q}\) is a set of configurations of size \(\mathbf{n}>0\)
    if \(\mathbf{Q}\) has 1 configuration then
        return leaf node with \(\mathbf{Q}_{1}\)
    else
        axis \(\leftarrow\) CHOOSE_PARTITION_AXIS \((\mathbf{Q})\)
        ( \(\mathbf{Q}^{\prime}\), split,m) \(\leftarrow\) PARTITION \((\mathbf{Q}\), axis)
        left \(\leftarrow\) BuildKDTree \(\left(\mathbf{Q}_{1 . . \mathrm{m}-1}^{\prime}\right)\)
        right \(\leftarrow\) BuildKDTree \(\left(\mathbf{Q}_{\text {m..n }}^{\prime}\right)\)
        return branch node with split on (axis, split) and children (left,right)
```

The PARTITION function is implemented efficiently either by using a partialsort algorithm, or sorting along each axis before building the tree. Assuming median splits, BuildKDTree builds a kd-tree in $O(n \log n)$ time using a partial-sort algorithm.

In our $S O$ (3) projection, we define an axis comparison that allows us to find the minimum and maximum along each projected axis, and to perform the partial sort required for a median partition. The axis comparison is the relative ordering of each quaternion's axisnorm angle for that volume and projection.

The minimum and maximum extent along each axis is the quaternion for which all others are not-less-than or not-greater-than, respectively, any other quaternion in the
set. The angle of the arc subtending the minimum and maximum axisnorm values is the axis's extent. Thus, if we define $\mathbf{N}$ as the set of all axisnorm values for $\mathbf{Q}$ in the $a$-volume and along the $b$-axis therein: $\mathbf{N}_{\mathrm{a}, \mathrm{b}}=\left\{\operatorname{axisnorm}_{a \text {-vol }, b \text {-axis }}(\mathbf{q}): \mathbf{q} \in \mathbf{Q}\right\}$, then the minimum and maximum axisnorm along the $b$-axis is:

$$
\mathbf{n}_{\min }=\underset{\mathbf{n}_{\mathrm{i}} \in \mathbf{N}_{\mathrm{a}, \mathrm{~b}}}{\operatorname{argmin}} \mathbf{n}_{\mathrm{i}}[a] \quad \mathbf{n}_{\max }=\underset{\mathbf{n}_{\mathrm{j}} \in \mathbf{N}_{\mathrm{a}, \mathrm{~b}}}{\operatorname{argmax}} \mathbf{n}_{\mathrm{j}}[a]
$$

and the angle of extent is $\cos ^{-1}\left|\mathbf{n}_{\text {min }} \cdot \mathbf{n}_{\text {max }}\right|$. After computing the angle of extent for all axes in the volume, we select the greatest of them and that becomes our axis of greatest extent.

### 4.3 Dynamic KD-Tree

Sampling-based motion planners, such as RRT and RRT*, generate and potentially add a random configuration to the dataset at every iteration. For these algorithms, the nearest neighbor searching structure must be dynamic-that is, it must support fast insertions and removals interleaved with searches. In [9], Bentley and Saxe show that one approach is to perform a "static-to-dynamic conversion". Their method builds multiple static kd-trees of varying sizes in a manner in which the amortized insertion time is $O\left(\log ^{2} n\right)$ and the expected query time is $O\left(\log ^{2} n\right)$. In the text that follows, we describe our implementation for modifying the kd-tree to a dynamic structure, and we compare the approaches in Sect. 5.

```
Algorithm 2 DynamicKDInsert (q)
    \(\mathrm{n} \leftarrow \& k d r o o t\)
    \(\left(\mathbf{C}_{\text {min }}, \mathbf{C}_{\text {max }}\right) \leftarrow\) volume bounds
    for depth \(=0 \rightarrow \infty\) do
        (axis, split) \(\leftarrow\) KD_SPLIT \(\left(\mathbf{C}_{\min }, \mathbf{C}_{\text {max }}\right.\), depth)
        if \(\mathrm{n}=\varnothing\) then
            \(* \mathrm{n} \leftarrow\) new node with (axis, split, \(\mathbf{q}\) )
            return
        if \(q\) [axis] < split then
            \(\mathrm{n} \leftarrow \&\left(* \mathrm{n}_{\mathrm{left}}\right)\)
            \(\mathbf{C}_{\text {max }}[\) axis] \(\leftarrow\) split
        else
            \(\mathrm{n} \leftarrow \&\left(* \mathrm{n}_{\text {right }}\right)\)
            \(\mathbf{C}_{\text {min }}[\) axis \(] \leftarrow\) split
```

The kd-tree may also be easily modified into a dynamic structure by allowing children to be added to the leaves of the structure, and embedding a configuration in each tree node. When building such a dynamic kd-tree, the algorithm does not have the complete dataset, and thus cannot perform a balanced construction like the median partitioning in Sect.4.2. Instead, it chooses splits based upon an estimate of
what is likely to be the nature of the dataset. When values are inserted in random order into a binary tree, Knuth [23, pp. 430-431] shows that well-balanced trees are common, with insertions requiring about $2 \ln n$ comparisons, and the worst-case $O(n)$ is rare. In our experiments, we observe results suggesting that the generated trees are indeed well-balanced across a variety of scenarios. In the results section, we split at the midpoint of the bounding box. A few possible choices that empirically work well with sampling-based motion planners are: (1) split at the midpoint of the bounding box implied by the configuration space and the prior splits, (2) split at the hyperplane defined by the point being added, or (3) an interpolated combination of the two.

DynamicKDInsert (Algorithm 2) adds a configuration into a dynamic kd-tree. In this formulation, each node in the kd-tree contains a configuration, an axis and split value, and two (possibly empty) child nodes. Given the bounding box of the volume and a depth in the tree, the KD_SPLIT function (line 4) generates a splitting axis and value. In Euclidean space, KD_SPLIT can generate a midpoint split along the axis of greatest extent by choosing the axis that maximizes $\mathbf{C}_{\text {max }}[$ axis $]-\mathbf{C}_{\text {min }}$ [axis], and the split value of $\left(\mathbf{C}_{\min }\left[\right.\right.$ axis] $+\mathbf{C}_{\max }[$ axis] $) / 2$.

In our $S O(3)$ projection, the axis of greatest extent is computed from the angle between $\mathbf{c}_{\min }$ and $\mathbf{c}_{\text {max }}$, where $\mathbf{c}_{\min }$ and $\mathbf{c}_{\max }$ are an axis's bounding hyperplane normals from $\mathbf{C}_{\text {min }}$ and $\mathbf{C}_{\text {max }}$. An interpolated split is computed using a spherical linear interpolation [11] between the bounds:

$$
\mathbf{c}_{\text {split }}=\mathbf{c}_{\min } \frac{\sin t \theta}{\sin \theta}+\mathbf{c}_{\max } \frac{\sin (1-t) \theta}{\sin \theta} \quad \text { where } \quad \theta=\cos ^{-1}\left|\mathbf{c}_{\min } \cdot \mathbf{c}_{\max }\right|
$$

A split at the midpoint $(t=0.5)$ simplifies to $\mathbf{c}_{\text {mid }}=\left(\mathbf{c}_{\min }+\mathbf{c}_{\max }\right) /\left(2 \cos \frac{\theta}{2}\right)$.

```
Algorithm 3 DynamicKDSearch \(\left(\mathbf{q}, \mathrm{n}\right.\), depth \(\left., \mathbf{C}_{\min }, \mathbf{C}_{\max }, \mathbf{q}_{\text {nearest }}, \mathbf{s}, \mathbf{a}\right)\)
    if \(\mathrm{n}=\varnothing\) then
        return \(\mathbf{q}_{\text {nearest }}\)
    if \(\operatorname{DIST}\left(\mathbf{q}, \mathbf{q}_{\mathrm{n}}\right)<\operatorname{DIST}\left(\mathbf{q}, \mathbf{q}_{\text {nearest }}\right)\) then
        \(\mathbf{q}_{\text {nearest }} \leftarrow \mathbf{q}_{\mathrm{n}} \quad / / \mathbf{q}_{\mathrm{n}}\) is the configuration associated with n
    (axis, split) \(\leftarrow\) KD_SPLIT \(\left(\mathbf{C}_{\text {min }}, \mathbf{C}_{\text {max }}\right.\), depth)
    \(\left(\mathbf{C}_{\text {min }}^{\prime}, \mathbf{C}_{\text {max }}^{\prime}\right) \leftarrow\left(\mathbf{C}_{\text {min }}, \mathbf{C}_{\text {max }}\right)\)
    \(\mathbf{C}_{\text {min }}^{\prime}\left[\right.\) axis] \(\leftarrow \mathbf{C}^{\prime}{ }_{\text {max }}[\) axis \(] \leftarrow\) split
    if \(\mathbf{q}[\) axis] < split then
        \(\mathbf{q}_{\text {nearest }} \leftarrow\) DynamicKDSearch \(\left(\mathbf{q}, \mathrm{n}_{\text {left }}\right.\), depth \(\left.+1, \mathbf{C}_{\min }, \mathbf{C}^{\prime}{ }_{\text {max }}, \mathbf{q}_{\text {nearest }}, \mathbf{s}, \mathbf{a}\right)\)
    : else
        \(\mathbf{q}_{\text {nearest }} \leftarrow\) DynamicKDSearch \(\left(\mathbf{q}, \mathrm{n}_{\text {right }}\right.\), depth \(\left.+1, \mathbf{C}_{\text {min }}^{\prime}, \mathbf{C}_{\text {max }}, \mathbf{q}_{\text {nearest }}, \mathbf{s}, \mathbf{a}\right)\)
    s[axis] \(\leftarrow\) split
    \(\mathbf{a}\) [axis] \(\leftarrow 1\)
    if PARTIAL_DIST \((\mathbf{q}, \mathbf{s}, \mathbf{a}) \leq \operatorname{DIST}\left(\mathbf{q}, \mathbf{q}_{\text {nearest }}\right)\) then
        if \(\mathbf{q}[\) axis \(]<\) split then
            \(\mathbf{q}_{\text {nearest }} \leftarrow\) DynamicKDSearch \(\left(\mathbf{q}, \mathrm{n}_{\text {right }}\right.\), depth \(\left.+1, \mathbf{C}_{\min }^{\prime}, \mathbf{C}_{\text {max }}, \mathbf{q}_{\text {nearest }}, \mathbf{s}, \mathbf{a}\right)\)
        else
            \(\mathbf{q}_{\text {nearest }} \leftarrow\) DynamicKDSearch \(\left(\mathbf{q}, \mathrm{n}_{\text {left }}\right.\), depth \(\left.+1, \mathbf{C}_{\min }, \mathbf{C}^{\prime}{ }_{\text {max }}, \mathbf{q}_{\text {nearest }}, \mathbf{s}, \mathbf{a}\right)\)
    return \(\mathbf{q}_{\text {nearest }}\)
```

If instead we wish to split at the hyperplane that intersects the point being inserted, we use the axisnorm to define the hyperplane's normal. Furthermore, we may combine variations by interpolating between several options.

### 4.4 Kd-Tree Search

In Algorithm 3, we present an algorithm of searching for a nearest neighbor configuration $\mathbf{q}$ in the dynamic kd-tree defined in Sect.4.3. The search begins with $\mathbf{n}$ as the root of the kd-tree, a depth of $0, \mathbf{C}_{\text {min }}$ and $\mathbf{C}_{\text {max }}$ as the root volume bounds, an empty $\mathbf{q}_{\text {nearest }}$, and the split vectors $\mathbf{s}=\mathbf{a}=\mathbf{0}$.

The search proceeds recursively, following the child node on the side of the splitting hyperplane on which $\mathbf{q}$ resides (lines 8-11). Upon return from recursion, the search algorithm checks if it is possible that the other child tree could contain a configuration closer to $\mathbf{q}$ than the nearest one. This check is performed against the bounding box created by the splitting hyperplanes of the ancestor nodes traversed to reach the current one. It is essentially the bounding box defined by $\mathbf{C}^{\prime}{ }_{\text {min }}$ and $\mathbf{C}_{\text {max }}^{\prime}$. However, a full bounding box distance check is unnecessary-only the distance between the point and the bounds closest to the point are necessary. This distance is computed by the PARTIAL_DIST function, and is depicted in Fig. 2.

PARTIAL_DIST ( $\mathbf{q}, \mathbf{s}, \mathbf{a}$ ) (line 14) computes the distance between a configuration $\mathbf{q}$ and the corner of a volume defined by $\mathbf{s}$ and $\mathbf{a}$. The components of $\mathbf{s}$ are the split axis values between the current region and the region in which $\mathbf{q}$ resides. The components of $\mathbf{a}$ are 1 for each axis which is defined in $\mathbf{s}$ and 0 otherwise. This results in the PARTIAL_DIST definition for the $L^{2}$ distance metric: PARTIAL_DIST $_{\mathrm{L}^{2}}(\mathbf{q}, \mathbf{s}, \mathbf{a})=\left(\sum_{i=1}^{d}\left(\mathbf{q}_{\mathrm{i}}-\mathbf{s}_{\mathrm{i}}\right)^{2} \mathbf{a}_{\mathrm{i}}\right)^{1 / 2}$.

The partial distance metric must return a distance less than or equal to the closest possible configuration in the node's region. A poorly bound partial distance (e.g. PARTIAL_DIST $=0$ ) is valid, however search performance will suffer, dropping


Fig. 2 A kd-tree search for $\mathbf{q}$ determining if it should traverse the second node. The search checks if it is possible for any configuration in the region contained within the node to have a point closer than the one already found. In $\mathbf{a}$, the search computes the distance between $\mathbf{q}$ and region $A$-this is a 1-dimensional $L^{2}$ distance between $\mathbf{q}$ and the hyperplane that splits regions $A$ and $C$. In $\mathbf{b}$, the search computes the distance between $\mathbf{q}$ and region $B$-and it computes a 2-dimensional $L^{2}$ distance. Our method extends this computation to the curved projection on a 3 -sphere
to $O(n)$ in the worst case. Thus a tightly bound PARTIAL_DIST is critical to performance.

The PARTIAL_DIST function in our projected volume mapping of $S O(3)$ is the distance between a configuration $\mathbf{q}$ and a volume defined by hyperplanes partitioning a unit 3-sphere, and is complicated by the curvature of the space. For this function to be tightly bounded, it must take into account that the volume defined by the bounds on our projected manifold are curved (see Fig. 1). When only 1 hyperplane is defined (i.e., the first split in $S O(3)$ ), the distance is the angle between a configuration and a great circle defined by a splitting hyperplane's normal $\mathbf{n}_{\text {split }}$ and its intersection with the unit 3-sphere. This distance is:

$$
\text { PARTIAL_DIST } P^{3} \mid \mathbf{n}_{\text {split }}=\sin ^{-1}\left(\mathbf{q} \cdot \mathbf{n}_{\text {split }}\right)
$$

When 2 of the 3 axes are split, the distance is the angle between the configuration and an ellipse. The ellipse results from projecting the line defined by the two splitting hyperplanes onto a unit 3-sphere. If the split axis values are the normals $\mathbf{n}_{\mathrm{b}}$ and $\mathbf{n}_{\mathrm{c}}$ in the projected $a$ volume, and thus the $d$-axis is not yet split, the partial distance is:

$$
\text { PARTIAL_DIST } P_{P^{3} \mid \mathbf{n}_{b}, \mathbf{n}_{\mathrm{c}}}=\min _{\omega} \cos ^{-1}\left|\mathbf{q} \cdot \mathrm{ell}\left(\mathbf{n}_{\mathrm{b}}, \mathbf{n}_{\mathrm{c}}, \omega\right)\right|
$$

where ell is an ellipsoid parameterized by the normals $\mathbf{n}_{\mathrm{b}}$ and $\mathbf{n}_{\mathrm{c}}$, and varied over $\omega$ :

$$
\operatorname{ell}\left(\mathbf{n}_{\mathrm{b}}, \mathbf{n}_{\mathrm{c}}, \omega\right)=\left(\omega,-\omega \frac{\mathbf{n}_{\mathrm{b}}[a]}{\mathbf{n}_{\mathrm{b}}[b]},-\omega \frac{\mathbf{n}_{\mathrm{c}}[a]}{\mathbf{n}_{\mathrm{c}}[c]}, \pm \sqrt{1-\omega^{2}-\left(\omega \frac{\mathbf{n}_{\mathrm{b}}[a]}{\mathbf{n}_{\mathrm{b}}[b]}\right)^{2}-\left(\omega \frac{\mathbf{n}_{\mathrm{c}}[a]}{\mathbf{n}_{\mathrm{c}}[c]}\right)^{2}}\right)
$$

The distance is minimized at $\omega=\gamma / \sqrt{\eta\left(\gamma^{2}-\eta \mathbf{q}_{[ }[]\right)}$where

$$
\gamma=\mathbf{q}[a]-\mathbf{q}[b] \frac{\mathbf{n}_{\mathrm{b}}[a]}{\mathbf{n}_{\mathrm{b}}[b]}-\mathbf{q}[c] \frac{\mathbf{n}_{\mathrm{c}}[a]}{\mathbf{n}_{\mathrm{c}}[c]}, \quad \eta=1+\left(\frac{\mathbf{n}_{\mathrm{b}}[a]}{\mathbf{n}_{\mathrm{b}}[b]}\right)^{2}+\left(\frac{\mathbf{n}_{\mathrm{b}}[a]}{\mathbf{n}_{\mathrm{c}}[c]}\right)^{2} .
$$

When all three axes are split (e.g., the $b, c$, and $d$ axes in the $a$ projected volume), the distance is the angle between the configuration and the corner of the hyperplane bounded volume defined by the 3 axes. If the split axis values are the normals $\mathbf{n}_{\mathrm{b}}$, $\mathbf{n}_{\mathrm{c}}$, and $\mathbf{n}_{\mathrm{d}}$ (in the projected $a$ volume), the partial distance is:

$$
\text { PARTIAL_DIST } P^{3}\left|\mathbf{n}_{\mathrm{b}}, \mathbf{n}_{\mathrm{c}}, \mathbf{n}_{\mathrm{d}}=\cos ^{-1}\right| \mathbf{q} \cdot \mathbf{q}_{\text {corner }} \mid
$$

where: $\quad \mathbf{q}_{\text {corner }}=$ normalize $\left(1,-\frac{\mathbf{n}_{\mathrm{b}}[a]}{\mathbf{n}_{\mathrm{b}}[b]},-\frac{\mathbf{n}_{\mathrm{c}}[a]}{\mathbf{n}_{\mathrm{c}}[c]},-\frac{\mathbf{n}_{\mathrm{d}}[a]}{\mathbf{n}_{\mathrm{d}}[d]}\right)$
Each of these PARTIAL_DIST functions for $P^{3}$ successively provide a tighter bound, and thus prunes recursion better.

Each query in the $S O(3)$ subspace must search up to 4 kd-trees of the projected volumes on the 3 -sphere. The projected volume in which the query configuration lies we call the primary volume, and the remaining 3 volumes are the secondary volumes. The search begins by finding the nearest configuration in the kd-tree in the primary volume. The search continues in each of the remaining secondary volumes only if it is possible for a point within its associated volume to be closer than the nearest point found so far. For this check, the partial distance is computed between the query configuration and the two hyperplanes that separate the primary and each of the secondary volumes. There are two hyperplanes due to the curved nature of the manifold and the double-coverage property of quaternions. Since a closer point could lie near either boundary between the volumes, we must compare to the minimum of the two partial distances, thus:

$$
\min \left(\text { PARTIAL_DIST }_{P^{3} \mid \mathbf{n}_{\mathrm{ab}}}(\mathbf{q}), \quad \text { PARTIAL_DIST } P^{3} \mid \mathbf{n}_{\mathrm{ba}}(\mathbf{q})\right)
$$

where $\mathbf{n}_{\mathrm{ab}}$ and $\mathbf{n}_{\mathrm{ba}}$ are the normals of the two hyperplanes separating the volumes a and $b$.

### 4.5 Nearest, $k$-Nearest, and Nearest in Radius r Searches

Algorithm 3 implements the nearest neighbor search. We extend it to $k$-nearest neighbor search by replacing $\mathbf{q}_{\text {nearest }}$ with a priority queue. The priority queue contains up to $k$ configurations and is ordered based upon distance from $\mathbf{q}$, with the top being the farthest of the contained configurations from $\mathbf{q}$. The queue starts empty, and until the queue contains $k$ configurations, the algorithm adds all visited configurations to the queue. From then on, $\operatorname{DIST}\left(\mathbf{q}, \mathbf{q}_{\text {nearest }}\right)$ (lines 3 and 14) is the distance between $\mathbf{q}$ and the top of the priority queue. When the search finds a configuration closer than the top of the queue, it removes the top and adds the closer configuration to the queue (line 4). Thus the priority queue always contains the $k$ nearest configurations visited.

To search for nearest neighbors in radius $r$, $\mathbf{q}_{\text {nearest }}$ in Algorithm 3 is a result set. Distance comparisons on lines 3 and 14 treat $\operatorname{DIST}\left(\mathbf{q}, \mathbf{q}_{\text {nearest }}\right)=r$. When the algorithm finds a configuration closer than $r$, it adds it to the result set in line 4.

## 5 Results

We evaluate our method for nearest neighbor searches in four scenarios: (1) uniform random rotations in $S O$ (3), (2) uniform random rotations and translations in $S E$ (3), (3) configurations generated by RRT [24] solving the "Twistycool" motion planning scenario in OMPL [3], and (4) configurations generated by RRT* [2] solving the "Home" motion planning scenario in OMPL [3]. We compare four methods for nearest neighbor searching: (1) "dynamic" is a dynamic kd-tree using our method
and midpoint splits, (2) "static" is a static-to-dynamic conversion [9] of a mediansplit kd-tree using our method, (3) "rectilinear" is a static-to-dynamic conversion of a median-split kd-tree using rectangular splits [10] on $S O(3)$, and (4) "GNAT" is a Geometric Near-neighbor Access Tree [12]. All runs are computed on a computer with two Intel X5670 2.93 GHz 6-core Westmere processors, though multi-core capabilities are not used.

### 5.1 Random SO(3) Scenario

In the Random $S O(3)$ scenario, we generated uniformly distributed random configurations in $S O(3)$ and compute nearest neighbors for random configurations. We compute the average search time and the average number of distance computations performed to search a nearest neighbor data structure of size $n$. We vary $n$ from 100 to 1000000 configurations, and plot the result in Fig. 3. The average nearest neighbor search time in Fig. 3a shows an order of magnitude performance benefit when using our method. The number of distance computations in Fig. 3b is a rough metric for how much of the data structure each method is able to prune from the search. The performance gain in Fig. 3b gives insight into the reasons for the performance gains shown in Fig. 3a.


Fig. 3 Comparison of nearest neighbor search time and distance checks plotted with increasing configuration count in the searched dataset. In a we plot the average time to compute a single nearest neighbor for a random point. In $\mathbf{b}$ we track the average number of distance computations performed by a search

### 5.2 Random SE (3) Scenario

In this scenario, we build nearest neighbor search structures with random configurations generated in $S E(3)$. Using $\operatorname{DIST}_{\mathbb{R}^{m} P^{3}}$, we evaluate performance for $\alpha=1$ and 10 in Fig. 4. For small $\alpha$, the $S O(3)$ component of a configuration is given more weight, and thus provides for greater differentiation of our method. In Fig. 4a, we observe a 2 to $5 \times$ improvement in performance between our method and the rectilinear method, and an order of magnitude performance improvement over GNAT. As $\alpha$ increases, more weight is given to the translation component, so our $S O(3)$ splits have less impact on performance. Hence, our improvement drops, but is still 2 to $3 \times$ faster than rectilinear, and $8 \times$ faster than GNAT.

### 5.3 RRT on the Twistycool Scenario

We evaluate the impact of our method in the "Twistycool" motion planning scenario, using OMPL for both the scenario and the RRT planner. The Twistycool puzzle, shown in Fig. 5a, is a motion planning problem in which a rigid-body object (the robot) must move through a narrow passage in a wall that separates the start and goal configurations. At each iteration, the RRT motion planner computes a nearest neighbor for a random sample against all samples it has already added to its motion planning tree. We have adjusted the relative weighting $\alpha$ for translation and rotation from its default, such that each component has approximately the same impact on the weighted distance metric.


Fig. 4 Comparison of nearest neighbor search time for random configurations in $S E$ (3). In a and b the translation space is bounded to a unit cube, and the translation distance is weighted 1 and 10 respectively. In a the $\mathrm{SO}(3)$ component of a configuration is given more weigh, and thus has more impact on each search


Fig. 5 Twistycool scenario and RRT nearest neighbor search times. The scenario in a requires the red robot to move from its starting configuration on the left, through a narrow passage in the wall, to its goal configuration on the right. The average time per nearest neighbor search is plotted in (b)

As we see in Fig. 5b, the performance of our method with the dynamic kd-tree is more than $5 \times$ faster than GNAT and rectilinear split kd-trees. This matches our expectations formed by the uniform random scenario results, and shows little degradation with the non-uniform dataset created by this motion planning problem.

### 5.4 RRT* on the Home Scenario

We ran the "Home" scenario using the RRT* motion planner included in OMPL. As shown in Fig. 6a, the motion planner computes a plan that moves a table from one room to another while avoiding obstacles. The RRT* planner incrementally expands a motion planning tree, while "rewiring" it towards optimality as it goes. In each iteration RRT* finds an extension point using a nearest neighbor search, and then rewires a small neighborhood after a $k$-nearest neighbor search. Unlike RRT, we can allow RRT* to continue for as many iterations as desired, and get incrementally better results. As with the RRT scenario, we proportionally scale $\alpha$ so that the $S O$ (3) and translation components have approximately equivalent impact on the distance metric. As shown in Fig. 6b, our method in both variants outperforms GNAT and rectilinear splits by roughly a factor of 3 . In these results we observe also that the median split of "static" and the midpoint split of "dynamic" perform equally well, and the main differentiating factor between the kd-tree methods is thus the $S O(3)$ partitioning.


Fig. 6 Home scenario and RRT* nearest neighbor search times. In the scenario in a, the motion planner must find a path that moves the red table "robot" from its starting configuration in the lower right room to the goal configuration in the upper right. The average time for nearest neighbor search is plotted in (b)

## 6 Conclusion

We presented a method for efficient nearest neighbor searching in $S O(3)$ space and by extension $S E(3)$, using a kd-tree with a novel approach to creating hyperplanes that divide rotational space. Our partitioning approach provides two key benefits: (1) it reduces the dimensionality of the rotation representation from 4-dimensional quaternion vector to match its 3 degrees of freedom, and (2) creates an efficient partitioning of the curved manifold of the rotational group. We integrated our approach into RRT and RRT* and demonstrated the fast performance and efficient scaling of our nearest neighbor search as the tree size increases.

In future and ongoing work, we view our approach as something that should augment or work well in tandem with existing nearest neighbor search algorithms and implementations. We are looking to adapt our approach to include the approximate nearest neighbor kd-trees of the Fast Library for Approximate Nearest Neighbors (FLANN) [19] and contribute an implementation to OMPL.
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# Trackability with Imprecise Localization 

Kyle Klein and Subhash Suri


#### Abstract

Imagine a tracking agent $P$ who wants to follow a moving target $Q$ in $d$-dimensional Euclidean space. The tracker has access to a noisy location sensor that reports an estimate $\tilde{Q}(t)$ of the target's true location $Q(t)$ at time $t$, where $\|Q(t)-\tilde{Q}(t)\|$ represents the sensor's localization error. We study the limits of tracking performance under this kind of sensing imprecision. In particular, (1) what is $P$ 's best strategy to follow $Q$ if both $P$ and $Q$ can move with equal speed, (2) at what rate does the distance $\|Q(t)-P(t)\|$ grow under worst-case localization noise, (3) if $P$ wants to keep $Q$ within a prescribed distance $L$, how much faster does it need to move, and (4) what is the effect of obstacles on the tracking performance, etc. Under a relative error model of noise, we are able to prove upper and lower bounds for the worst-case tracking performance, both with or without obstacles. We also provide simulation results on real and synthetic data to illustrate trackability under imprecise localization.


## 1 Introduction

The problem of tracking a single known target is a classical one with a long history in artificial intelligence, robotics, computational geometry, graph theory and control systems. The underlying motivation is that many robotic applications including search-and-rescue, surveillance, reconnaissance and environmental monitoring have components that are best modeled as a tracking problem. The problem is often formulated as a pursuit-evasion game, with colorful names such as

[^26]Man-and-the-Lion, Cops-and-Robbers, Hunter-and-Rabbit, Homicidal Chauffeur, and Princess-and-Monster [1, 2, 4, 8]. Visibility-based pursuit evasion [7, 20], in particular, has been a topic of great interest, in part due to its simple but realistic model: a team of pursuers is tasked with locating a single adversarial evader in an geometric environment with polygonal obstacles where pursuers learn the evader's position only when the latter is in their line-of-sight. After two decades of research, tight bounds are known for detection or capture of the evader for many basic formulations of the problem [3, 7, 11], although the topic remains a rich subject of ongoing research [12, 15].

Most theoretical analyses of tracking, however, assume an idealized sensing model, ignoring the fact that all location sensing is noisy and imprecise in practice: the target's position is rarely known with complete and error-free precision. Although some papers have explored models to incorporate practical limitations of idealized visibility including angular visibility [10], beam sensing [17], field-of-view sensors [6], and range-bounded visibility [5], the topic of sensing noise or imprecision has largely been handled heuristically or through probabilistic techniques such as Kalman filters [9, 14, 19, 21]. One exception is [18], where Rote investigates a tracking problem under the absolute error model: in this model, the target's position is always known to lie within distance 1 of its true location, regardless of its distance from the tracker. The analysis in [18] shows that, under this noise model, the distance between the tracker and the target can grow at the rate of $\Theta\left(t^{1 / 3}\right)$, where $t$ is the time parameter. Our model, by comparison, deals with a more severe form of noise, with imprecision proportional to the distance from the tracker. Kuntsevich et al. [13] also have considered this relative error model but with important differences: (1) they approach the problem from a control-theory perspective with the goal of bounding the time needed by the tracker to capture the target, and (2) only consider trackability in unobstructed plane. Our approach is combinatorial, we analyze the worst-case tracking performance as a function of the localization precision parameter $\lambda$, and consider environments with and without obstacles.

Motivation and the Problem Statement. This paper takes a small step towards bridging the gap between theory and practice of trackability, and analyzes the effect of noisy sensing. In particular, we consider a tracking agent $P$ who wants to follow a moving target $Q$ in $d$-dimensional Euclidean space using a noisy location sensor. For simplicity, we analyze the problem in two dimensions, but the results easily extend to $d$ dimensions, as discussed in Sect. 5. We use the notation $Q(t)$ and $P(t)$ to denote the (true) positions of the target and the tracker at time $t$. We adopt a simple but realistic model of relative error in sensing noise: the localization error is proportional to the true distance between the tracker and the target. More precisely, the localization error is upper bounded as $\|Q(t)-\tilde{Q}(t)\| \leq \frac{1}{\lambda}\|P(t)-Q(t)\|$ at all times $t$, where $\lambda \geq 1$ is the quality measure of localization precision. Thus, the closer the target, smaller the error, and a larger $\lambda$ means better localization accuracy, while $\lambda=1$ represents the completely noisy case when the target can be anywhere within a disk of radius $\|P(t)-Q(t)\|$ around $Q(t)$. It is important to note that the parameter $\lambda$ is used only for the analysis, and is not part of information revealed to the tracker. In other words,
the tracker only observes the approximate location $\tilde{Q}(t)$, and not the uncertainty disk containing the target. The relative error model is intuitively simple (farther the object, larger the measurement error) and captures the realism of many sensors: for instance, the resolution error in camera-based tracking systems is proportional to the target's distance, and in network-based tracking, latency causes a proportionate localization uncertainty because of target's movement before the signal is received by the tracker.

We study the tracking problem as a game between two players, the tracker $P$ and the target $Q$, which is played in continuous time and space: that is, each player is able to instantaneously observe and react to other's position, and the environment is the two-dimensional plane, with or without polygonal obstacles. Both the target and the tracker can move with equal speed, which we normalize to one, without loss of generality. With the unit-speed assumption, the following holds, for all times $t_{1} \leq t_{2}$ :

$$
\left\|Q\left(t_{2}\right)-Q\left(t_{1}\right)\right\| \leq\left|t_{2}-t_{1}\right|, \quad\left\|P\left(t_{2}\right)-P\left(t_{1}\right)\right\| \leq\left|t_{2}-t_{1}\right|
$$

Under the relative localization error model, the reported location of the target $\tilde{Q}(t)$ always satisfies the following bound, where $\lambda$ is the accuracy parameter:

$$
\|Q(t)-\tilde{Q}(t)\| \leq \frac{\|P(t)-Q(t)\|}{\lambda}
$$

We measure the tracking performance by analyzing the distance function between the target and the tracker, namely, $D(t)=d(P(t), Q(t))$, over time, with $D(0)$ being the distance at the beginning of the game. Under error-free localization, the distance remains bounded as $D(t) \leq D(0)$. We analyze how $\|D(t)-D(0)\|$ grows under the relative error model, as a function of $\lambda$. Our main results are as follows.

Our Results. We first consider trackability in the unobstructed plane, and prove that the obvious simple-minded strategy "always move towards the observed location of the target" not only achieves a bounded error rate, but in fact that rate is the best possible in the worst-case. More specifically, the greedy strategy achieves $D(t) \leq$ $D(0)+t / \lambda^{2}$, meaning that the target's distance from the tracker can grow maximally at the rate of $O\left(\lambda^{-2}\right)$, the inverse quadratic function of the localization parameter. We also prove this rate to be worst-case optimal by presenting a strategy for the target that ensures that, under the relative error model, it can increase its distance as $D(t) \geq D(0)+\Omega\left(t / \lambda^{2}\right)$.

We then extend this analysis to environments with polygonal obstacles, and show that the tracker can increase its distance by $\Omega(t)$ in time $t$ for any finite $\lambda$. This is unsurprising because two points within a small margin of sensing error can be far apart in free-space, thereby fooling the tracker into "blind alleys." More surprisingly, however, if we adopt a localization error that is proportional to the geodesic distance (and not the Euclidean distance) between the target and the tracker, then the distance increases at a rate of $\Theta\left(\lambda^{-1}\right)$. This bound is also tight within a constant factor: the tracker can maintain a distance of $D(t) \leq D(0)+O(t / \lambda)$ by the greedy strategy, while the target has a strategy to ensure that the distance function grows as at least $D(t) \geq D(0)+\Omega(t / \lambda)$.

Our analysis also helps answer some other questions related to tracking performance. For instance, a natural way to achieve good tracking performance in the presence of noisy sensing is to let the tracker move at a faster speed than the target. Then, what is the minimum speedup necessary for the tracker to reach the target (or, keep within a certain distance of it)? We derive upper and lower bounds for this speedup function, which are within a constant factor of each other as long as $\lambda \geq 2$. All of our results extend easily to $d$ dimensions, for $d \geq 2$.

## 2 Tracking in the Unobstructed Plane

We begin with the simple setting in which a tracking agent $P$ wants to follow a moving target $Q$ in the two-dimensional plane without any obstacles. We show that the trivial "aim for the target's observed location" achieves essentially the best possible worst-case performance. We first prove the upper bound on the derivative $D^{\prime}(t)$ of the distance function $D(t)$, and then describe an adversary's strategy that matches this upper bound.

### 2.1 Tracker's Strategy and the Upper Bound

Our tracker uses the following obvious algorithm, whose performance is analyzed in Theorem 1 below.

GreedyTrack. At time $t$, the tracker $P$ moves directly towards the target's observed location $\tilde{Q}(t)$.

Theorem 1 By using GreedyTrack, the tracker can ensure that $D(t) \leq D(0)+$ $O\left(t / \lambda^{2}\right)$, for all $t \geq 0$.

Proof Consider the true and the observed positions of the target, namely $Q(t)$ and $\tilde{Q}(t)$, respectively, at time $t$, and let $\gamma$ be the angle formed by them at $P(t)$. See Fig. 1. Consider an arbitrarily small time period $\Delta t$ during which $P$ moves towards

Fig. 1 Proof of Theorem 1

$\tilde{Q}(t)$ and $Q(t)$ moves away from $P(t)$. We want to compute the derivative of the distance function, given as Eq. (1).

$$
\begin{equation*}
D^{\prime}(t)=\lim _{\Delta t \rightarrow 0} \frac{D(t+\Delta t)-D(t)}{\Delta t} \tag{1}
\end{equation*}
$$

The new distance between the target and the tracker is given by $b c$ in Fig. 1. In the triangle $a b c$, we have $a b=\Delta t \sin \gamma$ and $a c=D(t)+\Delta t-\Delta t \cos \gamma$. We, therefore, can bound $D(t+\Delta t)$ as follows (elementary algebraic details are omitted from this extended abstract):

$$
\begin{align*}
D(t+\Delta t) & =\sqrt{(\Delta t \sin \gamma)^{2}+(D(t)+\Delta t-\Delta t \cos \gamma)^{2}}  \tag{2}\\
& \leq D(t)+(\Delta t)(1+\Delta t / D(t))(1-\cos \gamma)
\end{align*}
$$

Returning to Eq. (1), we get
$D^{\prime}(t)=\lim _{\Delta t \rightarrow 0} \frac{D(t+\Delta t)-D(t)}{\Delta t} \leq \lim _{\Delta t \rightarrow 0}(1+\Delta t / D(t))(1-\cos \gamma)=1-\cos \gamma$
Finally, since $\sin \gamma \leq \frac{1}{\lambda}$, we get $D^{\prime}(t) \leq 1-\sqrt{1-\frac{1}{\lambda^{2}}}$, which simplifies by the Taylor series expansion:

$$
D^{\prime}(t) \leq 1-\left(1-\frac{1}{2 \lambda^{2}}-\frac{1}{8 \lambda^{4}}-\cdots\right)=\frac{1}{2 \lambda^{2}}+\frac{1}{8 \lambda^{4}}+\cdots \leq \frac{1}{\lambda^{2}}
$$

This completes the proof that $D(t) \leq D(0)+t / \lambda^{2}$.

### 2.2 Target's Strategy and the Lower Bound

We now show that this bound is asymptotically tight, by demonstrating a strategy for the target to grow its distance from the tracker at the rate of $D(t) \geq D(0)+$ $\Omega\left(t / \lambda^{2}\right)$, for all $t \geq 0$. We think of the target as an adversary who can choose its observed location at any time subject only to the constraints of the error bound: $\|Q(t)-\tilde{Q}(t)\| \leq \frac{1}{\lambda}(\|P(t)-Q(t)\|)$. (Recall that the tracker only observes the location $\tilde{Q}(t)$, and has no direct knowledge of either the parameter $\lambda$ or the distance $\|P(t)-Q(t)\|$. Those quantities are only used in the analysis. However, the lower bound holds even if the tracker knows the uncertainty disk, namely, the localization error $\frac{1}{\lambda}(\|P(t)-Q(t)\|)$.)

In order to analyze the lower bound, we divide the time into phases, and show that the distance from the tracker increases by a multiplicative factor in each phase, resulting in a growth rate of $\Omega\left(1+\lambda^{-2}\right)$. If the $i$ th phase begins at time $t_{i}$, then we
let $d_{i}=\left\|Q\left(t_{i}\right)-P\left(t_{i}\right)\right\|$ denote the distance between the target and the tracker at $t_{i}$. During the $i$ th phase, the target maintains the following invariant for a constant $0<\alpha<1$ to be chosen later.

Gap Invariant. Throughout the $i$ th phase, the target moves along a path $Q(t)$ such that $\|Q(t)-P(t)\| \geq \alpha d_{i}$, for all times $t$, and all reported locations satisfy $\| Q(t)-$ $\tilde{Q}(t) \| \leq \alpha d_{i} / \lambda$.

See Fig. 2(i) for an illustration. Consider the isosceles triangle with vertices at $Q\left(t_{i}\right), q_{a}$ and $q_{b}$, whose base $q_{a} q_{b}$ is perpendicular to the line $P\left(t_{i}\right) Q\left(t_{i}\right)$. The equal sides of the triangle have length $2 d_{i}$, the base has length $2 \alpha d_{i} / \lambda$, and let $q_{c}$ be the midpoint of the base. The target's strategy is to move from $Q\left(t_{i}\right)$ to either $q_{a}$ or $q_{b}$, and report its location $\tilde{Q}(t)$ at the closest point on the line $Q\left(t_{i}\right) q_{c}$; i.e. at all times, $\tilde{Q}(t)$ is the perpendicular projection of $Q(t)$ onto the line $Q\left(t_{i}\right) q_{c}$. By the symmetric construction, and the choice of the points $q_{a}$ and $q_{b}$, the tracker cannot tell whether the target is moving to $q_{a}$ or $q_{b}$. Thus, any deterministic tracker makes an incorrect choice in one of the two possible scenarios. For the worst-case performance bound, we can equivalently assume that the target non-deterministically guesses the tracker's intention, and moves to the better of the two possible locations, $q_{a}$ or $q_{b}$. The tracker makes this choice based on whether the tracker is on or below the line $Q\left(t_{i}\right) q_{c}$, or not. In the former case, the target moves to $q_{a}$, and to to $q_{b}$ otherwise. The $i$ th phase terminates when the target reaches either $q_{a}$ or $q_{b}$, and the next phase begins. (We note that, after $i$ phases, there are $2^{i}$ possible choices made by the tracker, reflected in whether it is above or below the line $Q\left(t_{i}\right) q_{c}$ at the conclusion of each phases. For each of these possible "worlds" there is a corresponding deterministic strategy of the target that "fools" the tracker in every phase, resulting in the maximum distance increase.) There is one subtle point worth mentioning here. It is possible that during the phase, the distance between the players may shrink if the tracker temporarily moves towards the same final location as the target-however, our Gap Invariant ensures that that the target's noisy location remains within the permissible error bound throughout the phase. The following lemma shows that this simple strategy of the target can maintain the Gap Invariant for any choice of $\alpha \leq 0.927$. Due to space constraints, the proof of the following lemma is omitted from this extended abstract.


Fig. 2 Target's strategy during the $i$ th phase (i), and proofs of Lemmas 1 and 2 (ii)

Lemma 1 The target can maintain the Gap Invariant for any $\alpha \leq 0.927$.
The preceding lemma shows that our construction satisfies the Gap Invariant, and so we can now lower bound the distance growth during a single phase. Due to space constraints, the proof of the following lemma is omitted from this extended abstract.

Lemma 2 At the start of phase $i+1$, we have $d_{i+1} \geq d_{i} \sqrt{1+\frac{\alpha^{2}}{2 \lambda^{2}}}$, where $\alpha=0.927$ is an absolute constant.

We can now prove the main result of this section.
Theorem 2 Under the relative error localization model, a target can increase its distance from an equally fast tracker at the rate of $\Omega\left(\lambda^{-2}\right)$. In other words, the target can ensure that $D(t) \geq D(0)+\Omega\left(t / \lambda^{2}\right)$ after any phase ending at time $t$.

Proof The target follows the phase strategy, where that after the $i$ th phase that lasts $2 d_{i}$ time units, the distance between the tracker and the target is at least $d_{i} \sqrt{1+\frac{\alpha^{2}}{2 \lambda^{2}}}$. Therefore, the distance increases during the $i$ th phase by at least the following multiplicative factor (using a Taylor series expansion):

$$
\frac{d_{i} \sqrt{1+\frac{\alpha^{2}}{2 \lambda^{2}}}-d_{i}}{2 d_{i}}=\frac{\sqrt{1+\frac{\alpha^{2}}{2 \lambda^{2}}}-1}{2} \geq \frac{\alpha^{2}}{4 \lambda^{2}}-\frac{\alpha^{4}}{16 \lambda^{4}}=\Omega\left(\frac{1}{\lambda^{2}}\right)
$$

## 3 Trackability with a Faster Tracker

The results of the previous section establish bounds on the relative advantage available to the target by the localization imprecision. Its distance from the tracker can grow at the rate of $\Theta\left(\lambda^{-2}\right)$ with time. A tracking system can employ a number of different strategies to compensate for this disadvantage. In this section, we explore one such natural mechanism: allow the tracker to move at a faster speed than the target. A natural question then is: what is the minimum speedup necessary to cancel out the localization noise as a function of $\lambda$ ? We give bounds on the necessary and sufficient speedups, which match up to small constant factors as long as $\lambda \geq 2$. The general form of the speedup function is $\left(1-\frac{1}{\lambda^{2}}\right)^{-1 / 2}$. The following theorem proves the sufficiency condition.

Theorem 3 Suppose the target moves with speed one, and the tracker has speed $\sigma=\sqrt{\frac{1}{1-1 / \lambda^{2}}}$, where $\lambda$ is the localization precision parameter. Then, the tracker can maintain $D(t) \leq D(0)$, for all times $t \geq 0$.

Proof Our analysis closely follows the proof of Theorem 1, and calculates the increase in the distance during time $\Delta t$. During this time, the tracker is able to move $\sigma \Delta t$, while the target can move at most $\Delta t$. We can then calculate distance at time $t+\Delta t$ from the triangle $a b c$ (Fig. 1), where $a b=\sigma \Delta t \sin \gamma$ and $a c=D(t)+\Delta t-\sigma \Delta t \cos \gamma$, as follows (due to space constraints we omit the full algebraic simplification):

$$
\begin{align*}
D(t+\Delta t) & =\sqrt{(\sigma \Delta t \sin \gamma)^{2}+(D(t)+\Delta t-\sigma \Delta t \cos \gamma)^{2}} \\
& \leq D(t)+\sigma^{2} \Delta t^{2} / 2 D(t)-\Delta t^{2} / 2 D(t)+\Delta t(1+\Delta t / D(t))(1-\sigma \cos \gamma) \tag{3}
\end{align*}
$$

This allows us to bound $D^{\prime}(t) \leq 1-\sigma \cos \gamma$, from which it follows that $D^{\prime}(t) \leq 0$ as long as $\sigma \geq \sqrt{\frac{1}{1-1 / \lambda^{2}}}$.

We now show that if $\lambda \geq 2$, this is the minimum speedup necessary as a function of $\lambda$, up to a small constant factor. We use the phase-based strategy of Theorem 2, however, the value of $\alpha$ determined by Lemma 1 is not sufficient to maintain the Gap Invariant in this case because of the higher speed of the tracker. Instead, the following lemma gives the sufficient choice of $\alpha$. Due to space constraints the proof of the following lemma is omitted from this extended abstract.

Lemma 3 Let $\lambda \geq 2$ and let $\alpha \leq 0.68$ be a constant. Then, the Gap Invariant can be maintained in any phase as long as $\sigma \leq \frac{1}{\sqrt{1-1 / \lambda^{2}}}$.

We can now prove a lower bound on the increase in the distance during the $i$ th phase. Due to space constraints the proof of the following lemma is omitted from this extended abstract.

Lemma 4 If $\lambda \geq 2, \alpha \leq 0.68$, and $\sigma \leq\left(1-1 / \lambda^{2}\right)^{-1 / 2}$, then at the start of the $i+1$ phase, we have $d_{i+1} \geq d_{i} \sqrt{(2 \sigma-3)^{2}+\alpha^{2}(\sigma-1 / 2) / \lambda^{2}}$, where $\alpha=0.68$ is an absolute constant.

Remark The preceding lemma can be used to calculate the maximum tracker speed for which the target can still force a non-negative distance for a specific $\lambda$ (algebraic derivation is omitted due to space constraints):

$$
\begin{equation*}
\sigma=\frac{-\sqrt{-8+\frac{\alpha^{2}}{2 \lambda^{2}}+\left(\frac{12-\alpha^{2} / \lambda^{2}}{4}\right)^{2}}+\frac{12-\alpha^{2} / \lambda^{2}}{4}}{2} \tag{4}
\end{equation*}
$$

As $\lambda$ gets large, the upper and lower bound are within a constant factor of each other. Indeed, with a more careful choice of $\alpha$, we can show that the upper and lower bounds are within a factor of 5.32 (as opposed to 10.23 for the above simple analysis) of each other for $\lambda \geq 2$, but we omit those details from this extended abstract.

## 4 Tracking in the Presence of Obstacles

The presence of obstacles makes the tracking problem considerably harder under the localization noise. The following simple example (Fig.3) shows that the target can grow its distance from the tracker as $D(t) \geq D(0)+t$, for any finite value of $\lambda$. The obstacle consists of a single $U$-shaped non-convex polygon. Initially, the target is at distance $D(0)$ from the tracker, and the "width" of the obstacle is less than $D(0) / 2 \lambda$, so that the localization error is unable to distinguish between a target moving inside the $U$ channel, or around its outer boundary. One can show that no matter how the tracker pursues, its distance from the target can grow linearly with time.

Path Proportionate Error. In order to get around this impossibility of tracking, we propose a path proportionate error measure, where the localization error is proportional to the shortest path distance between the target and the tracker, and not the Euclidean distance as used before. That is, the tracking signal and the physical movement of the agents follow the same path metric. Formally, the localization error at time $t$ always obeys the following bound:

$$
d(Q(t), \tilde{Q}(t)) \leq \frac{d(P(t), Q(t))}{\lambda}
$$

We show that the best tracking performance in this model is $D(t)=D(0)+$ $\Theta(t / \lambda)$; that is the distance grows linearly with $1 / \lambda$, as opposed to the inverse quadratic function for the unobstructed case.

### 4.1 Tracking Upper Bound

The tracker's strategy in this case is also greedy, except now the tracker makes shortterm commitments in phases, instead of continuously changing its path towards the new observed location. In particular, for each phase, the tracker fixes its goal as the observed position of the target at the start of the phase, moves along the shortest path to this goal, and then begins the next phase.

Algorithm 1 (ModifiedGreedy) The initial phase begins at time $t=0$. During the $i$ th phase, which begins at time $t_{i}$, the tracker moves along the shortest path to the observed location of the target at $t_{i}$, namely, $\tilde{Q}\left(t_{i}\right)$. When tracker reaches $\tilde{Q}\left(t_{i}\right)$, the $i$ th phase ends, and the next phase begins.

The upper bound on the tracking performance is given by the following theorem.

Fig. 3 Impossibility of tracking among obstacles


Theorem 4 Using ModifiedGreedy, the tracker can ensure that $D(t) \leq D(0)+$ $O(t / \lambda)$.
Proof First note that because $d\left(\tilde{Q}\left(t_{i}\right), Q\left(t_{i}\right)\right) \leq D\left(t_{i}\right) / \lambda$, it follows that $t_{i+1}-t_{i}=$ $D\left(t_{i}\right)+x D\left(t_{i}\right)$, where $\frac{-1}{\lambda} \leq x \leq \frac{1}{\lambda}$. Thus, the target's progress during the $i$ th phase is upper bounded as $d\left(Q\left(t_{i}\right), Q\left(t_{i+1}\right)\right) \leq D\left(t_{i}\right)+x D\left(t_{i}\right)$. Next, by applying the triangle inequality, the distance between $P$ and $Q$ at the beginning of phase $t_{i+1}$ is upper bounded as

$$
\begin{aligned}
d\left(P\left(t_{i+1}\right), Q\left(t_{i+1}\right)\right) & =d\left(\tilde{Q}\left(t_{i}\right), Q\left(t_{i+1}\right)\right) \\
& \leq d\left(\tilde{Q}\left(t_{i}\right), Q\left(t_{i}\right)\right)+d\left(Q\left(t_{i}\right), Q\left(t_{i+1}\right)\right) \\
& \leq \frac{D\left(t_{i}\right)}{\lambda}+D\left(t_{i}\right)+x D\left(t_{i}\right)
\end{aligned}
$$

Finally, the upper bound on the rate of distance increase is

$$
\begin{aligned}
\frac{d\left(P\left(t_{i+1}\right), Q\left(t_{i+1}\right)\right)-d\left(P\left(t_{i}\right), Q\left(t_{i}\right)\right)}{t_{i+1}-t_{i}} & \leq \frac{D\left(t_{i}\right)+D\left(t_{i}\right) / \lambda+x D\left(t_{i}\right)-D\left(t_{i}\right)}{D\left(t_{i}\right)+x D\left(t_{i}\right)} \\
& =\frac{1 / \lambda+x}{1+x} \leq \frac{2}{\lambda+1}
\end{aligned}
$$

where the final inequality uses the fact that the minimum value occurs when $x=1 / \lambda$. Thus, during each phase the distance between the tracker and the target increases by at most a factor of $\frac{2}{\lambda+1}$, giving the bound $D(t) \leq D(0)+O\left(\frac{t}{\lambda}\right)$.

### 4.2 Tracking Lower Bound

Our final result is to prove that the trackability achieved by ModifiedGreedy is essentially optimal. In particular, we construct an environment with polygonal obstacles and a movement strategy for the target that ensures $D(t) \geq D(0)+\Omega(t / \lambda)$. The construction of the polygonal environment is somewhat complicated and requires a carefully designed set of obstacles. The main schema of the construction is shown in Fig. 4, where each edge of the "tree-like" diagram corresponds to a "channel" bounded by obstacles, and each face corresponds to a "gadget" consisting of a group of carefully constructed obstacles, with the outer face occupied entire by a single large obstacle.

As in the proof of Theorem 2, the target moves either to top or the bottom point of the gadget during a phase, depending on the tracker's location. The gadget construction is such that the movement of the target along either path is indistinguishable to the tracker because both paths are satisfied by a common set of observed locations throughout the path. Thus, by invoking the earlier equivalence principle, we may as well assume that the target knows the tracker's choices. If the target moves to the top, then the next phase occurs in the top gadget, otherwise the bottom, and so on.


Fig. 4 A high level schema for the lower bound construction. The numbers next to the edges denote the "path length" in the corresponding channels



Fig. 5 The channel construction in (i). In ii the shortest paths between nodes on the center path have length $\frac{d_{i}}{4 \lambda}$, and the remaining all have length $\frac{d_{i}}{2 \lambda}$

To realize the geometric scheme of Fig.4, we replace each edge of the graph with a channel as shown in Fig. 5i. The desired edge length can be realized by adding any number of arbitrarily skinny bends such that the length of the shortest path through each channel equals the edge length. Each face is replaced with a set of obstacles, called a gadget, see Fig. 5ii for an abstract illustration. The jagged line between each pair of nodes corresponds to a channel such that shortest path through that channel has the given length. The target will move along the shortest path through either the top or bottom channel while reporting its location in the center channel. Meanwhile, the channels connecting the top and bottom to the center will guarantee that $d(Q(t), \tilde{Q}(t)) \leq \frac{1}{\lambda} d(Q(t), P(t))$ at all times $t$ during a phase.

Gadget Construction and its Properties. We now describe the construction of our gadgets and establish the geometric properties needed for the correctness of our lower bound. Each gadget is constructed out of two building blocks, the bent channels seen in Fig. 5i, and intersections depicted in Fig. 6i. Each intersection has the property that the shortest path between any two of the points among $a, b$ and $c$ has length $2 \delta$, where $\delta$ can be made arbitrarily close to 0 . Thus we can construct a channel that branches into two channels such that the path length through the intersection is the


Fig. 6 In $\mathbf{i}$ an example intersection such that the shortest path between any pair of $a b$ and $c$ has length $2 \delta$. In ii an example gadget construction, where each triangle corresponds to an intersection with corners representing the points $a b$ and $c$. The horizontal channels have length $\frac{d_{i}}{4 \lambda}$ between each pair of vertical dashed lines, except for the initial distance before the first line (which can be made arbitrarily small), and the remaining spillover distance after the last dashed line
same regardless of the branch chosen. In Fig. 6ii, we depict the construction of a gadget using only intersections (triangles) and channels (jagged lines).

As in the lower bound for the unobstructed case, the target starts the phase at $Q\left(t_{i}\right)$, and moves to $q_{a}$ or $q_{b}$ while the observed location of the targets moves along the shortest path from $Q\left(t_{i}\right)$ to $q_{c}$. In particular, let $\Pi_{a}, \Pi_{c}$, and $\Pi_{b}$ denote the shortest paths from $Q\left(t_{i}\right)$ to $q_{a}, q_{c}$ and $q_{b}$ respectively. The following lemma establishes several properties needed for the feasibility of the target's strategy.

Lemma 5 We can construct a gadget for each phase $i$ such that (1) $\Pi_{a}, \Pi_{c}$ and $\Pi_{b}$ have length $\left(1+\frac{1}{\lambda}\right) d_{i}$ and (2) for any point $x_{c}$ at distance $\ell$ along $\Pi_{c}$, the corresponding points $x_{a}$ and $x_{b}$ distance $\ell$ along $\Pi_{a}$ and $\Pi_{b}$, respectively, satisfy $d\left(x_{c}, x_{a}\right) \leq \frac{d_{i}}{\lambda}$ and $d\left(x_{c}, x_{b}\right) \leq \frac{d_{i}}{\lambda}$.

Proof By construction, the shortest path in each channel between the dashed lines in Fig. 6ii has length $\frac{d_{i}}{4 \lambda}$, and therefore this construction can be extended until $\Pi_{a}, \Pi_{c}$ and $\Pi_{b}$ have length exactly $\left(1+\frac{1}{\lambda}\right) d_{i}$. Next, by the symmetry of the construction, we need only show that $d\left(x_{c}, x_{a}\right) \leq d_{i} / \lambda$. We ignore the case where $x_{c}$ lies in the channels before the first dashed lines, as the length of such channels can be made arbitrarily small to guarantee that $d\left(x_{a}, x_{c}\right) \leq d_{i} / \lambda$. The maximum distance between $x_{a}$ and $x_{c}$ then occurs when $x_{a}$ lies at the midpoint between two intersections in the top channel. However, in this case one can easily verify that the following holds:

$$
d\left(x_{c}, x_{a}\right)=\delta+\frac{d_{i}}{4 \lambda}-2 \delta+2 \delta+\frac{d_{i}}{2 \lambda}-2 \delta+2 \delta+\frac{d_{i}}{4 \lambda}-\delta=\frac{d_{i}}{\lambda}
$$

Gap Invariant and the Proof of the Lower Bound. We now formulate the invariant maintained by the target so that its motion is valid under our (path proportionate) localization error and achieves the desired lower bound.
SP-Gap Invariant. Throughout the $i$ th phase, the target moves along a path $Q(t)$ such that $D(t) \geq d_{i}$ for all times $t$, and all reported locations satisfy $d(Q(t), \tilde{Q}(t)) \leq \frac{d_{i}}{\lambda}$.

## Lemma 6 For the duration of phase i, SP-Gap Invariant is maintained.

Proof Whether $Q$ moves along $\Pi_{a}$ or $\Pi_{b}$, they are both shortest paths (and this cannot be shortcut by $P$ ), implying that $D(t) \geq d_{i}$ for the duration of the phase. Without loss of generality, suppose $Q$ chooses $\Pi_{a}$. Then, after time $t$, both the target and its observed position have moved a distance of $t$ along $\Pi_{a}$ and $\Pi_{c}$, respectively. Therefore, by Lemma 5, we have $d(Q(t), \tilde{Q}(t)) \leq \frac{d_{i}}{\lambda}$.

We can prove our lower bound.
Theorem 5 The target's strategy guarantees that after each phase ending at time $t$, the distance function satisfies $D(t) \geq D(0)+\Omega\left(\frac{t}{\lambda}\right)$.

Proof The proof is by induction on the phase $i$. The basis of the induction is $i=0$. Since the localization error makes target's top and bottom paths indistinguishable to the tracker, the target can ensure that at the end of phase 0 the target is on the side of $\Pi_{c}$ that is opposite $P$. Without loss of generality, suppose that that target has reached $q_{a}$. Then the best case for $P$ is if it moved $\frac{d_{0}}{\lambda}$ along $\Pi_{c}$, which achieves $D\left(t_{1}\right) \geq D(0)+\frac{D(0)}{2 \lambda}$.

Now assume by induction that after phase $i-1$ ends at time $t_{i}$, we have $D\left(t_{i}\right) \geq D\left(t_{i-1}\right)+D\left(t_{i-1}\right) / 2 \lambda=d_{i}$. Suppose now that $P$ has yet to reach the gadget corresponding to phase $i$ when $Q$ has finished phase $i$ at time $t_{i+1}$. Then necessarily $D\left(t_{i+1}\right) \geq d_{i}+d_{i} / \lambda$, as that is the length $\Pi_{a}$ and $\Pi_{b}$. Otherwise if $P$ has moved into the gadget, then the inequality $D\left(t_{i}\right) \geq d_{i}$ ensures that the closest the target can be to the tracker is if $P$ has moved $\frac{\overline{d_{i}}}{\lambda}$ along $\Pi_{c}$, which implies $D\left(t_{i+1}\right) \geq D\left(t_{i}\right)+\frac{D\left(t_{i}\right)}{2 \lambda}$.

Thus, in a round with duration $\left(1+\frac{1}{\lambda}\right) d_{i}$, the distance increases by at least $d_{i} / 2 \lambda$. Thus, in the $i$ th phase, the distance increases by a factor of at least

$$
\frac{d_{i} / 2 \lambda}{\left(1+\frac{1}{\lambda}\right) d_{i}}=\frac{1}{2 \lambda\left(1+\frac{1}{\lambda}\right)}=\frac{1}{2+2 \lambda}
$$

Thus, at the end of any phase, we have the inequality $D(t) \geq D(0)+\Omega(t / \lambda)$, which completes the lower bound.

## 5 Extension to Higher Dimensions

Our analysis of trackability was carried out for 2-dimensional Euclidean plane, but the results generalize easily to $d$ dimensions. Indeed, in the unobstructed case, our analysis of the upper bound only makes use of the triangle inequality: the region of interest is the triangle formed by $P(t), Q(t)$, and $\tilde{Q}(t)$, and the target $Q$ moves directly away from $P$. Thus, within an arbitrarily small time interval $\Delta t, P$ and $Q$ are moving within the two-dimensional plane of the triangle $P(t) Q(t) \tilde{Q}(t)$. The upper
bound analysis therefore extend to any dimension $d \geq 2$. The same reasoning also holds in the presence of obstacles. Finally, the lower bound construction of $d=2$ immediately implies that the trackability lower bound holds in all dimensions $d \geq 2$.

## 6 Simulation Results

In our first simulation, we use a GPS trace of a hike available from [16]. Using the scale of the GPS coordinate system, the total length of the trace is 0.51 , and we place the tracker at an initial distance of 0.014 away from the target (Fig. 7), so that their initial separation is about $2.5 \%$ of the entire trajectory length. During the simulation, the target follows the GPS trace, the tracker moves directly toward the current reported location of the target, and they both have the same speed. The localization error for this simulation is set to $\lambda=3$, a fairly high level of imprecision. At each instant, the revealed location $\tilde{Q}$ of the target makes the largest allowable angle (deviation) from the $P(Q())$ line. In our simulation, we consistently chose $\tilde{Q}$ to be the rightward point of tangency. However, results were similar or better if $\tilde{Q}$ is chosen using some other rule such as, leftward point, or randomly chosen between left and right. In Fig. 7 we depict the paths followed by the players and observe that despite the initial distance between $P$ and $Q$, and the large localization error, the tracker $P$ quickly reduces its distance to $Q$. In fact, the gap continues to shrink, becoming almost zero, after only about $1 / 4$ of the trace. The right hand figure zooms into the initial portion of the trajectory to more clearly show the tracking path.

Our second simulation uses a synthetic trajectory to force a worst-case (adversarial) tracking behavior: instead of moving along a fixed path, the target $Q$ always moves directly away from $P$. The tracker moves directly toward the observed location $\tilde{Q}$, which as in the previous simulation is chosen as the rightward point of tangency at maximum distance from $Q$. The error parameter is again set to $\lambda=3$ and the simulation begins with $P$ positioned at the origin and $Q$ at the point $(10,10)$.
(i)

(ii)


Fig. 7 i shows the trajectories of $P, Q$, and $\tilde{Q}$. ii shows a zoomed-in view to illustrate the quick tracking convergence

Fig. 8 Paths taken by $P, Q$, and $\tilde{Q}$ take in a worst case simulation


The result is shown in Fig. 8. Essentially, $P$ always moves to the right of $Q$ 's true location, and as a result $Q$ moves further to the left at each step. This results in a spiralling trajectory in which the distance between $P$ and $Q$ is increasing by approximately 0.05 per time unit.

In another variation of this simulation, the initial conditions are the same, except that $\tilde{Q}$ is chosen uniformly at random among all possible locations of $\tilde{Q}$. In this case, we found that the distance between tracker and target grows only by about 0.005 per time unit, namely, an order of magnitude better than the adversarial target of the first simulation.

Finally, Fig. 9 graphs the increase in distance over time for this simulation setup. The curves labeled upper and lower bounds show the theoretical limits established in Sect. 2. Sim Worst and Sim Random show the results for the spiralling simulation, both with the worst-case target trajectory and the random target trajectory. We observe that in the worst case where $\tilde{Q}$ is always chosen at the maximum possible distance

Fig. 9 Growth in distance over time for simulations and proved bounds

from $Q$, the distance growth is very close to our upper bound, but if $\tilde{Q}$ is chosen randomly, the distance increase is about half of the theoretical (adversarial) lower bound.

## 7 Conclusion

Our paper is an attempt to formally study the worst-case impact of noisy localization on the performance of tracking systems. We analyzed a simple, but fundamental, problem where a tracker wants to pursue a target but the tracker's location sensor can measure the target's position only approximately, with a relative error parameterized by quantity $\lambda$. We prove upper and lower bound on the tracking performance as a function of this localization parameter $\lambda$. A few surprising consequences of our results are (1) that the naive strategy of "always move to the observed location" is asymptotically optimal, (2) the tracking error has a nice analytic form, showing an inverse quadratic dependence on $\lambda$, and (3) under the natural "path proportional error"'for environments with obstacles, the trackability has qualitatively a different dependence of the form $\Omega(1 / \lambda)$.

Compared to often-used heuristics such as Kalman filters, our work offers a more theoretical perspective for analyzing motion and localization errors in the presence of inevitable noise, which may be especially useful in situations where worst-case bounds are important, such as adversarial tracking or surveillance. In addition to improving the constant factors in our bounds, it will also be interesting to study the noisy sensing model for other more complex settings.
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# Kinodynamic RRTs with Fixed Time Step and Best-Input Extension Are Not Probabilistically Complete 

Tobias Kunz and Mike Stilman


#### Abstract

RRTs are a popular method for kinodynamic planning that many consider to be probabilistically complete. However, different variations of the RRT algorithm exist and not all of them are probabilistically complete. The tree can be extended using a fixed or variable time step. The input can be chosen randomly or the best input can be chosen such that the new child node is as close as possible to the sampled state according to the used distance metric. It has been shown that for finite input sets an RRT using a fixed step size with a randomly selected input is probabilistically complete. However, this variant is uncommon since it is less efficient. We prove that the most common variant of choosing the best input in combination with a fixed time step is not probabilistically complete.


## 1 Introduction

Rapidly-Exploring Random Trees (RRTs) as introduced by LaValle and Kuffner [11, 13, 15-17] are a popular method for geometric and kinodynamic planning. Many, e.g. [4, 5, 7], consider RRTs to be a synonym for probabilistic completeness. However, this is not necessarily the case. Kinodynamic RRTs [13, 15-17] only have the property of probabilistic completeness under a set of assumptions, which depend on implementation details that are left open by the RRT algorithm. These details govern how the time step and the input are chosen to extend the tree from the selected node. While it has been shown that the RRT algorithm for kinodynamic planning is probabilistically complete with a fixed time step and a random control input [16, 17], we now describe that the most commonly used variant is not probabilistically complete in the general case. This variant uses a fixed time step and chooses the best control input for the extension of the tree from the selected node. This variant is for example used in $[1,2,4,6,8,18]$.

Even though we prove this variant to not be probabilistically complete in general, it could potentially be made probabilistically complete by introducing additional

[^27]requirements on the system dynamics and/or the used distance metric. In fact, one of the goals of this paper is to spur further research on the exact conditions under which RRTs are probabilistically complete.

### 1.1 Problem Formulation

In this analysis, consider a system with differential constraints given as

$$
\begin{equation*}
\dot{x}=f(x, u) \tag{1}
\end{equation*}
$$

with state $\boldsymbol{x} \in \mathcal{X}$ and input $\boldsymbol{u} \in \mathcal{U}$.
The set of all collision-free states is given as $\mathcal{X}_{\text {free }} \subseteq \mathcal{X}$. An initial state $\boldsymbol{x}_{\text {init }} \in$ $\mathcal{X}_{\text {free }}$ and a goal set $\mathcal{X}_{\text {goal }} \subseteq \mathcal{X}_{\text {free }}$ are given. We want to find a duration $T$ and an input trajectory $\boldsymbol{u}(t)$ such that the differential constraints of Eq. 1 are satisfied for all $0 \leq t \leq T$, the trajectory is collision free with $\boldsymbol{x}(t) \in \mathcal{X}_{\text {free }}$ for all $0<t<T$, $\boldsymbol{x}(0)=\boldsymbol{x}_{\text {init }}$ and $\boldsymbol{x}(T) \in \mathcal{X}_{\text {goal }}$.

### 1.2 Kinodynamic RRT Algorithm

A distance function $\rho: \mathcal{X} \times \mathcal{X} \rightarrow[0, \infty)$ is given, which establishes a concept of closeness between states and is used by the RRT algorithm to extend the tree. Most commonly the Euclidean distance is used.

Algorithm 1 shows the construction of an RRT. Lavalle and Kuffner introduced different variants of the RRT algorithm. All RRT variants grow a tree from $\boldsymbol{x}_{\text {init }}$ by sampling the state space (line 4) and then selecting the node in the tree closest to the sampled state according to the provided distance function (line 5). This is visualized in Fig. 1a. The NewState function (line 6) extends the tree from the selected node by applying some input $\boldsymbol{u} \in \mathcal{U}$ for some time step $\Delta t$. Variants of the RRT algorithm differ in how $\Delta t$ and $\boldsymbol{u}$ are chosen.

```
Algorithm 1: BuildRRT( \(\left.\boldsymbol{x}_{\text {init }}, \mathcal{X}_{\text {goal }}\right)\)
    \(V \leftarrow\left\{\boldsymbol{x}_{\text {init }}\right\} ;\)
    \(E \leftarrow \emptyset\);
    while \(V \cap \mathcal{X}_{\text {goal }}=\emptyset\) do
        \(\boldsymbol{x}_{\text {rand }} \leftarrow\) SampleState();
        \(\boldsymbol{x}_{\text {near }} \leftarrow\) NearestNeighbor \(\left(V, \boldsymbol{x}_{\text {rand }}\right)\);
        \(\left(\boldsymbol{x}_{\text {new }}, \boldsymbol{u}_{\text {new }}, \Delta t\right) \leftarrow \operatorname{NewState}\left(\boldsymbol{x}_{\text {near }}, \boldsymbol{x}_{\text {rand }}\right)\);
        if CollisionFree \(\left(\boldsymbol{x}_{\text {near }}, \boldsymbol{x}_{\text {new }}, \boldsymbol{u}_{\text {new }}, \Delta t\right)\) then
            \(V \leftarrow V \cup\left\{x_{\text {new }}\right\} ;\)
            \(E \leftarrow E \cup\left\{\left(\boldsymbol{x}_{\text {near }}, \boldsymbol{x}_{\text {new }}, \boldsymbol{u}_{\text {new }}, \Delta t\right)\right\} ;\)
    return \((V, E)\);
```



Fig. 1 Visualization of best-input RRT variant. The shown system is a double integrator with $\dot{x}_{1}=x_{2}, \dot{x}_{2}=u$ and finite input set $\mathcal{U}$. a Select nearest node. b Select best input

Early work on RRTs [13, 15] used a fixed time step $\Delta t$ and chose the best input $\boldsymbol{u}$. Each input $\boldsymbol{u}$ is associated with a successor state, in which the system will end up when applying the input for a fixed time $\Delta t$ from the current node. "Best input" refers to the input whose successor state is closest to the sampled state. This is visualized in Fig. 1b and formalized in Algorithm 2.

```
Algorithm 2: NewState ( \(\boldsymbol{x}_{\text {near }}, \boldsymbol{x}_{\text {rand }}\) )
(using fixed time step and best-input extension)
\(1 \boldsymbol{u}_{\text {new }} \leftarrow \arg \min _{\boldsymbol{u} \in \mathcal{U}}\left\{\rho\left(\operatorname{Simulate}\left(\boldsymbol{x}_{\text {near }}, \boldsymbol{u}, \Delta t\right), \boldsymbol{x}_{\text {rand }}\right)\right\}\);
\(2 \boldsymbol{x}_{\text {new }} \leftarrow \operatorname{Simulate}\left(\boldsymbol{x}_{\text {near }}, \boldsymbol{u}_{\text {new }}, \Delta t\right)\);
3 return ( \(\boldsymbol{x}_{\text {new }}, \boldsymbol{u}_{\text {new }}, \Delta t\) );
```

The Simulate function used in Algorithm 2 returns a successor state by simulating the system forward by a given time step $\Delta t$ using a given constant input $\boldsymbol{u}$. I.e. it returns $\boldsymbol{x}(\Delta t)$, such that the differential equation $\dot{\boldsymbol{x}}=\boldsymbol{f}(\boldsymbol{x}(t), \boldsymbol{u})$ with the initial condition $\boldsymbol{x}(0)=\boldsymbol{x}_{\text {near }}$ is satisfied.

If $\mathcal{U}$ is finite, the best input in line 1 of Algorithm 2 can be chosen by forward simulating all inputs and evaluating all resulting successor states. If $\mathcal{U}$ is continuous, this is not possible. Instead an analytical method must be used for an exact solution. However, often the best input is approximated instead by choosing the best one out of a finite number of sampled inputs.

Later, [16, 17] generalized the RRT algorithm and gave choices for the implementation of the NewState function. The time step $\Delta t$ can either be fixed or variable and either the best or a random input $\boldsymbol{u}$ can be chosen. Algorithm 1 is general enough to allow all these variations. However, when the time step is fixed, the algorithm and data structures can be simplified by leaving out $\Delta t$.

Table 1 Probabilistic completeness of different kinodynamic RRT variants

|  | Fixed $\Delta t$ | Variable $\Delta t$ |
| :--- | :--- | :--- |
| Random $\boldsymbol{u}$ | Probabilistically <br> complete (if $\mathcal{U}$ <br> finite) [16, 17] | $?$ |
| Best $\boldsymbol{u}$ | Not <br> probabilistically <br> complete [this <br> paper] | $?$ |

### 1.3 Probabilistic Completeness of Kinodynamic RRTs

An algorithm is probabilistically complete if the probability that an existing solution is found converges to 1 as the number of iterations grows to infinity [14].

It has been shown in $[16,17]$ that if $\mathcal{U}$ is finite, $\Delta t$ is fixed and $\boldsymbol{u}$ is chosen at random, the RRT algorithm is probabilistically complete. However, choosing $\boldsymbol{u}$ randomly may not result in the RRT exploring the state space rapidly.

In contrast, the preliminary RRT variant introduced in [13, 15] also uses a fixed time step $\Delta t$ but chooses the best input $\boldsymbol{u}$. The very first paper on RRTs [13] but none of the later papers [15-17] claimed this variant to be "probabilistically complete under very general conditions". We show that this variant is not probabilistically complete.

Restricting the RRT to a fixed time step renders the algorithm unable to find solutions that do not consist of $\Delta t$ long segments of constant input. However, even if a solution with $\Delta t$ long segments of constant input exists, the RRT with best-input extension might never find it.

This section up until here is summarized in Table 1.
As mentioned in Sect. 1.2 the best input out of a continuous input set is often approximated in practice by sampling a finite set of inputs and choosing the best input out of the finite set. This approximation may render the RRT algorithm probabilistically complete because of the added randomness. However, an algorithm that is probabilistically complete only thanks to approximation errors is likely to not be very efficient.

### 1.4 RRTs Using Steering Methods

A steering method is able to exactly connect any two states $\boldsymbol{x}_{1}, \boldsymbol{x}_{2} \in \mathcal{X}$ with $\| \boldsymbol{x}_{1}-$ $x_{2} \|<\epsilon$ for some $\epsilon>0$ while ignoring obstacles. Computationally efficient steering methods are not available for general dynamical systems. They are only available for a few simple systems, e.g. Dubin's car [3,14] and a set of double integrators [12]. A steering method in combination with a collision checker yields what is called a local planner in the probabilistic roadmap literature [10].

To be generally applicable, kinodynamic RRTs as introduced in [13, 15-17] do not require a steering method. Instead, they only rely on an incremental simulator that can simulate the system forward for a given input and time step. However, there are RRT algorithms that make use of a steering method. These are not the topic of this paper. However, we want to briefly mention them in this section to make the differences clear and to emphasize that the negative result on probabilistic completeness presented in this paper does not apply to those.

A steering method usually returns a trajectory that minimizes some cost, e.g. time. When using a steering method, the distance function used by the RRT is also based on this steering method by defining the distance as the optimal cost to move between two states ignoring obstacles. Karaman and Frazzoli [9] proved that an RRT* using an optimal steering method in combination with a distance function based on that steering method is probabilistically complete. Since an RRT* uses the same vertices as an RRT, the RRT algorithm is also probabilistically complete under these assumptions.

Geometric RRT planners [11] that use a Euclidean distance function and connect configurations with a straight line in configuration space can also be viewed as using a steering method and fit into the framework assumed in [9]. The straight line is the trajectory that minimizes path length and the distance function returns that path length.

Whereas RRT planners using steering methods have been most successful in practice and come with guarantees on probabilistic completeness, not requiring a steering method was one of the selling points when the RRT was initially introduced.

## 2 Proof

We demonstrate that a kinodynamic RRT with fixed time steps and best-input extension is not generally probabilistically complete. The proof uses a counter example.

The RRT variant we are considering here selects both the node and the input by evaluating closeness to the sampled state according to the provided distance metric $\rho$. In order for a node to get selected it must be the closest one to the sample. The same goes for the input: In order to be selected, the successor state resulting from the input must be the closest one to the sample among all the successor states resulting from applying inputs from the current node. Even though for every node and for every input there exist states such that the considered node or the considered successor state is closest, in order for a specific input to be selected for extension from a specific node, more is required: (1) The specific node must be the closest to the sample and (2) among all the successor states resulting from applying inputs from the specific node, the state resulting from the specific input must be the closest. We provide an example case in which there is no state that could be sampled that satisfies both requirements.

The system used as counter example is described in Sect.2.1. In Sect.2.2 we present a possible intermediate tree and in Sect. 2.4 we demonstrate that the
considered RRT variant cannot explore the full reachable state space from that intermediate tree because there exists a node and an input such that no sampled state results in selecting both of them. Section 2.3 provides some background of Voronoi regions, which are used in the proof in Sect. 2.4.

### 2.1 Counter Example

Consider the following system with a 2-dimensional state vector $\left[x_{1}, x_{2}\right]$, a scalar input $u$ and no obstacles.

$$
\begin{align*}
& \dot{x}_{1}=u  \tag{2}\\
& \dot{x}_{2}=u^{2}-3  \tag{3}\\
& \text { with } \quad|u| \leq 1 \tag{4}
\end{align*}
$$



Fig. 2 States reachable from $\boldsymbol{x}_{\text {init }}$

Note that $-4 \leq \dot{x}_{2} \leq-2$ and thus the system is always moving in negative direction along the $x_{2}$ axis. The set of possible successor states after a time step of $\Delta t$ from the current state is a segment of a parabola. Figure 2 shows the set of states reachable within $3 \Delta t$ from some initial state $\boldsymbol{x}_{\text {init }}$ assuming constant input during a fixed time step $\Delta t$.

Observe that the system being restricted to always move in the negative direction of the $x_{2}$ axis makes it impossible to revisit an earlier state. Also, all states at $t=\Delta t$ and $t=2 \Delta t$ are only reachable at one specific point in time.

Our counter example uses a Euclidean distance for the RRT algorithm.

### 2.2 Intermediate Tree

A probabilistically complete algorithm must be able to explore the whole reachable space from any intermediate tree that the algorithm might produce. Figure 3 shows what the RRT could look like after two extensions from the initial state. The new


Fig. 3 RRT after two extensions. Gray areas of the state space are never explored
nodes $\boldsymbol{x}_{a}$ and $\boldsymbol{x}_{b}$ sit at the ends of the parabola segment that represents the reachable space at time $\Delta t$.

If the algorithm was probabilistically complete, it would still be able to explore the whole reachable space. However, we show that given this tree configuration, the RRT is never going to explore the state space areas shown in gray, even though they are reachable by the system. The parabola segment at $t=\Delta t$ is never explored except its endpoints. The unexplored space at $t=2 \Delta t$ and $t=3 \Delta t$ is just the result of the unexplored parabola segment at $t=\Delta t$, since getting there requires moving through a state in the interior of the parabola segment. Also, note that the unexplored space at $t=2 \Delta t$ and $t=3 \Delta t$ does not play a role for our proof, since the inability of the RRT to explore the interior of the parabola segment is enough for it to not be probabilistically complete. Part of the unexplored space at $t=3 \Delta t$ could potentially still be explored at $t=4 \Delta t$, since it overlaps with the reachable space at $t=4 \Delta t$, which is not shown in the figure.

### 2.3 Background: Voronoi Regions

Even though Voronoi regions are a well-known concept, we are going to review them in this section since our proof in the next section uses the less common concept of a Voronoi region of an infinite set of points instead of only Voronoi regions of single points.

Consider $k$ subsets $S_{i} \subset \mathcal{X}$ with $i=1 \ldots k$ such that $\forall i \neq j: S_{i} \cap S_{j}=\emptyset$. The sets $S_{i}$ are called sites. The Voronoi region of site $S_{i}$ is the set of all points that is closer to $S_{i}$ according to our distance metric $\rho$ than to any other site. Or more formally

$$
\begin{equation*}
\operatorname{Vor}\left(S_{i}\right)=\left\{\boldsymbol{x} \in \mathcal{X} \mid \exists \boldsymbol{p} \in S_{i} \forall j=1 \ldots k \forall \boldsymbol{q} \in S_{j}: \rho(\boldsymbol{x}, \boldsymbol{p}) \leq \rho(\boldsymbol{x}, \boldsymbol{q})\right\} \tag{5}
\end{equation*}
$$

Note that in the common case all sites $S_{i}$ only contain a single point, but we are also going to make use of a site $S_{i}$ containing infinitely many points. Also note that $\operatorname{Vor}\left(S_{i}\right)$ does not only depend on $S_{i}$ but on all $S_{j}$ with $j=1 \ldots k$. A Voronoi diagram is a tuple $\left(\operatorname{Vor}\left(S_{i}\right)\right)_{i \in\{1 \ldots k\}}$ of all the $k$ Voronoi regions.

### 2.4 Non-exploration of Parabola Segment

We now look closer at $t=\Delta t$ to determine why the interior of the parabola segment is not explored by the RRT algorithm. As mentioned in Sect. 2.1, because the example system is constrained to always move in negative $x_{2}$ direction, the states on the parabola segment can only be reached at time $t=\Delta t$. Thus, the parabola segment can only be explored by extending the tree from the root node.

Fig. 4 Voronoi diagram of the three tree nodes, i.e. of the three Voronoi sites $S_{1}=\left\{\boldsymbol{x}_{\text {init }}\right\}, S_{2}=\left\{\boldsymbol{x}_{a}\right\}$ and $S_{3}=\left\{x_{b}\right\}$. The root node's Voronoi region is shaded with lines


To extend the tree to the parabola segment, the random sample of the RRT algorithm must fall in the Voronoi region of the root node. The Voronoi regions of the three tree nodes (which are the Voronoi sites here) are shown in Fig. 4. The root node's Voronoi region is shaded with lines.

Now assume the RRT samples somewhere in the root node's Voronoi region and thus selects the root node as the nearest neighbor for extension. The next step is to choose the input to use to extend the tree from the root node. The RRT variant we are considering chooses the input such that the distance of the new child node to the sampled state is minimized. Similar to the way the closest node to the sample gets picked by the RRT algorithm, now the closest successor state of the selected node gets picked. We will now look at Voronoi regions of different successor states of the root node. We consider three sites and their Voronoi regions. Two sites are defined to be the two end points of the parabola segment and the third site is the entire rest, the interior, of the parabola segment. Note that the latter Voronoi site consists of infinitely many states. The three Voronoi regions of those sites are shown in Fig. 5. The Voronoi region of the interior of the parabola segment is shaded with dots.

For the RRT to explore the interior of the parabola segment, the sampled state must lie in both, the Voronoi region of the root node and the Voronoi region of the interior of the parabola segment. However, as Fig. 6 shows, the two Voronoi regions don't overlap. Thus, the RRT cannot explore the interior of the parabola segment and the algorithm is not probabilistically complete.

Fig. 5 Voronoi diagram of the successor states of the root node. Three Voronoi sites are considered: the two endpoints of the parabola segment, $S_{1}=\left\{x_{a}\right\}$ and $S_{2}=\left\{x_{b}\right\}$, and its interior $S_{3}=I$. The Voronoi region of the interior $I$ of the parabola segment is shaded with dots


Fig. 6 Combining the two Voronoi diagrams from Figs. 4 and 5: Voronoi regions of the root node (lines) and the interior of the parabola segment (dots). They do not overlap


Fig. 7 Points within the root node's Voronoi region are closer to either one of the endpoints of the parabola segment than to its interior


Figure 7 provides a slightly different illustration of the same fact that every sample in the root node's Voronoi region is closer to one of the endpoints of the parabola segment than to its interior. The figure shows three exemplary points within the root node's Voronoi region. The dashed circles around them show that the closest point on the parabola segment is always one of the endpoints.

### 2.5 Discrete Inputs

Above proof can easily be extended to the discrete case. For example we can replace the entire interior of the parabola by a single input that leads to a state in the center of the parabola segment. This means Eq. 4 is replaced by $u \in\{-1,0,1\}$. The voronoi regions for this discrete counter example are shown in Fig. 8. Similarly to the continuous case, the zero-input state shown in gray will never be explored.

However, in the discrete-input case the RRT algorithm can be easily adapted to be probabilistically complete by making sure that no input is applied to the same node twice [14]. This forces the RRT to eventually try to expand all inputs of a node. This adaption is not possible in the continuous-input case.

Fig. 8 Discrete case: Voronoi regions of the root node (lines) and the zero-input state (dots)


## 3 Conclusion

We showed that a common variant of kinodynamic RRTs is not probabilistically complete. This contradicts general perception that RRTs are inherently probabilistically complete. Instead, probabilistic completeness depends on the implementation details of the RRT, the specific problem and/or the chosen distance metric. Whether the RRT variant considered here can be made probabilistically complete by introducing constraints on the problem or distance metric is left open for further research. The question whether kinodynamic RRTs with a variable time step are probabilistically complete is also left open.

Even though RRTs were initially designed for not requiring a steering method, the finding in this paper provides an argument for using RRTs with a steering method as we do in [12].

Acknowledgments This paper is dedicated to the memory of Mike Stilman. This work was supported in part by ONR grant N00014-14-1-0120.

## References

1. Bhatia, A., Frazzoli, E.: Incremental search methods for reachability analysis of continuous and hybrid systems. In: Alur, R., Pappas, G. (eds.) Hybrid Systems: Computation and Control. Lecture Notes in Computer Science, vol. 2993, pp. 142-156. Springer (2004)
2. Cheng, P., LaValle, S.: Resolution complete rapidly-exploring random trees. In: IEEE International Conference on Robotics and Automation (2002)
3. Dubins, L.E.: On curves of minimal length with a constraint on average curvature, and with prescribed initial and terminal positions and tangents. Am. J. Math. 79(3), 497-516 (1957)
4. Esposito, J.M., Kim, J., Kumar, V.: Adaptive RRTs for validating hybrid robotic control systems. In: Algorithmic Foundations of Robotics VI, pp. 107-121. Springer (2005)
5. Frazzoli, E., Dahleh, M.A., Feron, E.: Real-time motion planning for agile autonomous vehicles. J. Guid. Control Dyn. 25(1), 116-129 (2002)
6. Glassman, E., Tedrake, R.: A quadratic regulator-based heuristic for rapidly exploring state space. In: IEEE International Conference on Robotics and Automation (2010)
7. Goerzen, C., Kong, Z., Mettler, B.: A survey of motion planning algorithms from the perspective of autonomous UAV guidance. J. Intell. Robot. Syst. 57(1-4), 65-100 (2010)
8. Kalisiak, M., van de Panne, M.: RRT-blossom: RRT with a local flood-fill behavior. In: IEEE International Conference on Robotics and Automation (2006)
9. Karaman, S., Frazzoli, E.: Optimal kinodynamic motion planning using incremental samplingbased methods. In: IEEE Conference on Decision and Control (2010)
10. Kavraki, L., Svestka, P., Latombe, J.C., Overmars, M.: Probabilistic roadmaps for path planning in high-dimensional configuration spaces. IEEE Trans. Robot. Autom. 12(4), 566-580 (1996)
11. Kuffner, J.J., LaValle, S.M.: RRT-connect: an efficient approach to single-query path planning. In: IEEE International Conference on Robotics and Automation (2000)
12. Kunz, T., Stilman, M.: Probabilistically complete kinodynamic planning for robot manipulators with acceleration limits. In: IEEE/RSJ International Conference on Intelligent Robots and Systems (2014)
13. LaValle, S.M.: Rapidly-exploring random trees: a new tool for path planning. Technical Report 98-11, Computer Science Department, Iowa State University (1998)
14. LaValle, S.M.: Planning Algorithms. Cambridge University Press, Cambridge (2006)
15. LaValle, S.M., Kuffner, J.J.: Randomized kinodynamic planning. In: IEEE International Conference on Robotics and Automation (1999)
16. LaValle, S.M., Kuffner, J.J.: Rapidly-exploring random trees: progress and prospects. In: Algorithmic and Computational Robotics: New Directions 2000 WAFR, pp. 293-308 (2000)
17. LaValle, S.M., Kuffner, J.J.: Randomized kinodynamic planning. Int. J. Robot. Res. 20(5), 378-400 (2001)
18. Petti, S., Fraichard, T.: Safe motion planning in dynamic environments. In: IEEE/RSJ International Conference on Intelligent Robots and Systems (2005)

# Featureless Motion Vector-Based Simultaneous Localization, Planar Surface Extraction, and Moving Obstacle Tracking 

Wen Li and Dezhen Song


#### Abstract

Motion vectors (MVs) characterize the movement of pixel blocks in video streams and are readily available. MVs not only allow us to avoid expensive feature transform and correspondence computations but also provide the motion information for both the environment and moving obstacles. This enables us to develop a new framework that is capable of simultaneous localization, scene mapping, and moving obstacle tracking. This method first extracts planes from MVs and their corresponding pixel macro blocks (MBs) using properties of plane-induced homographies. We then classify MBs as stationary or moving using geometric constraints on MVs. Planes are labeled as part of the stationary scene or moving obstacles using MB voting. Therefore, we can establish planes as observations for extended Kalman filters (EKFs) for both the stationary scene and moving objects. We have implemented the proposed method. The results show that the proposed method can establish planebased rectilinear scene structure and detect moving objects while achieving similar localization accuracy of 1-Point EKF. More specifically, the system detects moving obstacles at a true positive rate of $96.6 \%$ with a relative absolution trajectory error of no more than $2.53 \%$.


## 1 Introduction

For most mobile robots in GPS-challenged environments, simultaneous localization and mapping (SLAM) and obstacle avoidance are two critical navigation functionalities. They are often handled separately because SLAM usually views moving obstacles as noises in the environment whereas obstacle avoidance only concerns

This work was supported in part by the National Science Foundation under IIS-1318638 and NRI-1426752.

[^28]the relative motion between the robot and obstacles. This artificial separation was mostly due to the limitation of existing methods. Both SLAM results and obstacle motion information should be considered together when planning robot trajectories in real applications. In fact, the artificial separation can lead to problems such as synchronization or redundant processing of information, which are not desirable for time, power, and computation constrained mobile robots.

Motion vectors (MVs) characterize the movement of pixel blocks in video streams, which are readily available. With a monocular camera as the only sensor, we have employed MVs from video streams to create a new featureless SLAM method for visual navigation [14]. However, the method assumes a stationary environment despite that MVs encode motion information for both the environment and moving objects.

Here we show that MVs allow us to develop a new algorithm that is capable of performing the SLAM task and obstacle tracking in a single framework by simultaneous localization, planar surface extraction, and tracking of moving objects. Assuming a quasi-rectilinear urban environment, this method first extracts planes from MVs and their corresponding pixel macro blocks (MBs). We classify MBs as stationary or moving. These steps are based on geometric constraints and properties of plane-induced homographies under random sample consensus (RANSAC) framework. Planes are labeled as part of the stationary scene or moving obstacles using an MB voting process. This allows us to establish planes as observations for extended Kalman filters (EKFs) for both the stationary scene and moving objects. We have implemented the proposed method and compared it with the state-of-the-art 1-Point EKF [4]. The results show that the proposed method achieves similar localization accuracy. The relative absolute error is less than $2.53 \%$. At the same time, our method can directly provide plane-based rectilinear scene structure, which is a higher level of scene understanding, and is capable of detecting moving obstacles at a true positive rate of $96.6 \%$.

## 2 Related Work

Our work relates to vision-based SLAM (vSLAM) with a monocular camera. The general goal of vSLAM is to estimate the robot pose and reconstruct the 3D environment, while the robot travels in the environment. In a regular vSLAM approach, the environment is represented by a collection of landmarks, and cameras are used as the only sensors to provide observations for landmarks.

Depending upon landmarks/features, existing works for monocular vSLAM can be classified into different categories. Feature points have been well studied and are the most commonly used landmarks. A comprehensive study of different point detectors is provided in [11], where features like Harris corner, smallest univalue segment assimilating nucleus (SUSAN), scale invariant feature transform (SIFT), and speeded up robust features (SURF) are compared in aspects of stability and discover rates. Low level features like edgelets [6] and lines [13] are also studied, and combined
for better performance. Recently, high-level features like 3D lines and planes [9, 10, 15-17, 20, 25] are introduced to vSLAM works to construct hierarchical environment representations, and semantic features such as vertical and horizontal lines [8] also attract attentions. All of these works require feature transform, which is often computationally expensive.

For many vSLAM works, a common assumption is that the environment is stationary. This assumption becomes invalid when a robot navigates in an urban environment with moving vehicles and pedestrians. In recent years, vSLAM in dynamic environments receives increasing research attention. In existing methods, this problem is separated as a vSLAM in a stationary environment and a 3D visual tracking problem for each moving object [22, 23]. Our work is similar to these works in that we use multiple filters to track stationary and moving objects separately. However, existing methods do not perform motion separation and only work when the stationary landmarks are fixed or the moving objects' templates are given. To integrate motion separation with vSLAM, Zhou et al. [26] propose a multi-camera based approach using multiple views to triangulate points and compare the reprojection error between frames to differentiate stationary and moving points. For a monocular camera, the triangulation approach is not applicable within a single frame. Therefore, our work relies on an MV-based motion segmentation method using adjacent frames.

The motion separation in our work relates to motion-based object detection in monocular vision. Many existing MV-based object detection approaches require a stationary background $[1,7,19,24]$. Assuming that MBs on an object have the same motion, different clustering methods, such as expectation-maximization (EM) [1] and mean-shift [19], are used to classify foreground MVs into different regions. With the given object regions, the tracking can be performed by searching along all MVs in the object region [7]. However, these methods do not apply to our problem because the background is not stationary in our videos, and the object motion on images cannot be approximated by affine motion. Similar to MVs, optical flows (OFs) enable many motion-based object-detection work [3, 5, 18]. When a camera moves, OFs are used to detect a single dominant plane with the homography constraint [18]. When the dominating plane is the ground plane in [3], an OF model for the ground plane movement is estimated according to the camera motion where all mis-matchings to the model are detected as obstacles. Considering the low accuracy of MVs, we also use planes as landmarks in our work. However, the camera motion is unknown in our model.

## 3 Problem Formulation

### 3.1 System Overview and Introduction to Motion Vectors

Figure 1 shows that the proposed system consists of three parts: the plane extraction and camera motion estimation (top), the stationary scene filter (middle), and the


Fig. 1 System diagram. The $*$ represents the output of plane labeling, which is also the input to three sub-blocks below
moving object filter (bottom). The plane extraction and camera motion estimation takes MVs as input and outputs labeled stationary/moving planes and the estimated camera motion between the adjacent frames. The extracted stationary planes and camera motion information are fed into the stationary scene filter to perform localization and mapping tasks. The extracted moving planes are entered to the moving object filter for tracking. Since moving and stationary planes are not permanent in applications (e.g. a moving car may come to a stop), a plane management module is introduced to allow us to add, remove, verify, and/or re-label them according to EKF outputs.

Filtered MVs are the input to the entire system. Let us briefly introduce MVs here. Detailed description and the filtering process can be found in [14]. Moving Picture Experts Group (MPEG) stands for a class of video compression algorithms that are the most popular in use today. To achieve compression, each frame is partitioned into MBs in MPEG-1/2/4 standards (e.g. MPEG-2 codec uses $16 \times 16$-pixel MB). During encoding, block matching is performed to find similar MBs in reference frames. An MV is then established to represent a 2D shift of an MB with respect to (w.r.t) the reference frame. Depending on group of picture structure in different MPEG protocols, raw MVs may point to multiple future or past reference frames. It is worth noting that MVs are often noisy or missing due to the fact that MVs are computed purely based on the similarity of MBs. The similarity could be corrupted by occlusion, lighting, and large perspective changes or tricked by repetitive patterns.

Comparing with optical flows, MVs are readily available. However, MVs are sparser in spatial resolution but denser in temporal dimension. In [14], we have showed how to exploit this characteristic to reduce noise in MVs, which results in
the filtered MVs. Actually, filtered MVs represent the set of corresponding MBs between key frames $k$ and $k-1$, and are denoted by

$$
\begin{equation*}
\mathcal{C}^{k \rightarrow k-1}:=\left\{\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c}\right\} \tag{1}
\end{equation*}
$$

where $\boldsymbol{x}_{k}^{c}$ indicates the center of the MB in reference frame $k$ and $\boldsymbol{x}_{k-1}$ shows its corresponding position in reference frame $k-1$.

### 3.2 Problem Definition

To formulate the problem, we assume the urban scene can be approximated using planes: stationary or moving. A set of stationary planes is a good representation of quasi-rectilinear urban environments and always exists in sight. Moving planes can approximate vehicle exteriors. We assume that there are more stationary planes than moving objects. We also assume that moving planes follow pure translation in the short duration of observation. The intrinsic camera matrix $K$ is constant and known through pre-calibration. All 3D coordinate systems are right-handed coordinates, and common notations are defined as follows:

- Coordinate systems: $\left\{\Phi_{k}\right\}$ is a camera coordinate system (CCS) at frame $k$. For each CCS, its origin locates at the camera optical center, $\mathbf{z}$-axis coincides with the optical axis and points to the forward direction of the camera, its $x$-axis and $y$ axis are parallel to the horizontal and vertical directions of the CCD sensor plane, respectively. The world coordinate system (WCS) $\{W\}$ coincides with $\left\{\Phi_{0}\right\}$. To differentiate variables in CCS and WCS, a superscription $k$ means the variable is in $\left\{\Phi_{k}\right\}$ or its corresponding image coordinate system, while no superscription is default for $\{W\}$. In addition, a superscription $k \rightarrow k-1$ means from $\left\{\Phi_{k}\right\}$ to $\left\{\Phi_{k-1}\right\}$
- Image coordinate system: $\boldsymbol{x} \in \mathbb{P}^{2}$ is the homogeneous representation of an image coordinate where $\mathbb{P}^{2}$ is 2 D projective space.
- 3D planes: $\boldsymbol{\pi}=\left[\boldsymbol{n}^{\top}, d\right]^{\top}$ represents a 3D plane, where $\boldsymbol{n} \in \mathbb{R}^{3}$ is the plane normal vector and $d$ is the plane depth. $\tilde{\boldsymbol{\pi}}=\boldsymbol{n} / d$ is the inhomogeneous form.
- Subscripts: $k$ is the time/frame index. To distinguish stationary scene and moving objects, a subscript $s$ stands for stationary and $d$ represents dynamically moving. For example, $\boldsymbol{\pi}_{s, k}$ is a stationary plane at frame $k$.
- $\varepsilon_{F}\left(\boldsymbol{x}_{k-1}, \boldsymbol{x}_{k}, F\right)$ denotes the Sampson's error (p. 287 in [12]) for fundamental matrix $F$, where $\boldsymbol{x}_{k}^{\top} F \boldsymbol{x}_{k-1}=0 . \varepsilon_{H}\left(\boldsymbol{x}_{k-1}, \boldsymbol{x}_{k}, H\right)$ denotes the Sampson's error (p. 99 in [12]) for homography matrix $H$, where $\boldsymbol{x}_{k-1}=H \boldsymbol{x}_{k}$.

With the notations defined, we formulate the problem as below:
Problem 1 Given the set of MVs, $\mathcal{C}^{k \rightarrow k-1}$, up to time/frame $k$, estimate camera rotation $R_{k}$ from $\{W\}$ to $\left\{\Phi_{k}\right\}$ and camera location $\boldsymbol{t}_{k}$ in $\{W\}$ for each frame $k$, identify/label MBs for each plane, and reconstruct stationary and moving planes.

To solve this problem, we begin with planar surface extraction and camera motion estimation (top box in Fig. 1).

## 4 Planar Surface Extraction and Camera Motion Estimation

Since MVs are often too noisy to be used directly, we exploit the coplanar property of MBs in each adjacent key frame pair to filter MVs. We estimate camera motion first and then use the motion information to label MBs by identifying whether they belong to stationary scene or moving objects. This allows us to establish planes as observations for the later EKF-based approach.

### 4.1 Initial Estimation of Camera Motion

With the input MVs $\mathcal{C}^{k \rightarrow k-1}$ defined in (1), let us estimate camera motion between two adjacent frames. The correct MV for the stationary scene across adjacent frames should conform the relation

$$
\begin{equation*}
\left(\boldsymbol{x}_{k}^{c}\right)^{\top} F^{k \rightarrow k-1} \boldsymbol{x}_{k-1}=0, \tag{2}
\end{equation*}
$$

where $F^{k \rightarrow k-1}$ is the fundamental matrix between the two frames. We first obtain an initial $F^{k \rightarrow k-1}$ using normalized 8-point algorithm under RANSAC framework (p. 281 in [12]). This gives the inlier correspondence set for $F^{k \rightarrow k-1}$ :

$$
\begin{equation*}
\mathcal{C}_{F}^{k \rightarrow k-1}:=\left\{\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c}:\left\|\left(\boldsymbol{x}_{k}^{c}\right)^{\top} F^{k \rightarrow k-1} \boldsymbol{x}_{k-1}\right\|<\epsilon_{f}, \boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c} \in \mathcal{C}^{k \rightarrow k-1}\right\}, \tag{3}
\end{equation*}
$$

where $\epsilon_{f}$ is an error threshold and $\|\cdot\|$ represents the $l^{2}$ norm. This verification filters out many non-static MBs and noisy MVs that do not move along the epipolar line, such as the black arrows in Fig. 2a.

The fundamental matrix can be parameterized by camera rotation and translation as follows:

$$
\begin{equation*}
F^{k \rightarrow k-1}=K^{-\mathrm{T}}\left[t^{k \rightarrow k-1}\right]_{\times} R^{k \rightarrow k-1} K^{-1} \tag{4}
\end{equation*}
$$

where $R^{k \rightarrow k-1}$ is the camera rotation matrix from $\left\{\Phi_{k}\right\}$ to $\left\{\Phi_{k-1}\right\}, t^{k \rightarrow k-1}$ is the camera translation from $\left\{\Phi_{k}\right\}$ to $\left\{\Phi_{k-1}\right\}$ measured in $\left\{\Phi_{k}\right\}$, and $[\cdot]_{\times}$stands for the skew-symmetric matrix representation of the cross product.

Therefore, by minimizing Sampson's error on set $\mathcal{C}_{F}^{k \rightarrow k-1}$ using LevenbergMarquardt algorithm:

$$
\begin{equation*}
\min _{R^{k \rightarrow k-1}, \boldsymbol{t}^{k \rightarrow k-1}} \sum_{\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c} \in \mathcal{C}_{F}^{k \rightarrow k-1}} \varepsilon_{F}\left(\boldsymbol{x}_{k-1}, \boldsymbol{x}_{k}^{c}, F^{k \rightarrow k-1}\right), \tag{5}
\end{equation*}
$$

we obtain an initial estimation of camera motion between adjacent frames.


Fig. 2 Illustration of the MB labeling process (best viewed in color). The white dot and lines are the epipole and epipolar lines, respectively. Arrows indicate the movement of MBs between two adjacent frames. a MV direction constraint illustration: The camera motion is voted to be "forward", and red MBs are labeled stationary MBs, green and black MBs are moving MBs, and blue MBs are detected to be on the plane at infinity. b MV magnitude constraint illustration. Red arrows are labeled stationary, and the green arrows are moving. The red dashed line illustrates the fitted relationship between $\left\|\boldsymbol{x}_{k-1}^{\prime} \boldsymbol{x}_{k}^{c}\right\|$ and $\left\|\boldsymbol{e} x_{k}^{c}\right\|$ along the white epipolar line

### 4.2 MB Labeling for Stationary and Moving Objects

Before estimating planes, we need to properly classify MBs that belong to moving objects or the stationary scene. The simple verification in (3) cannot filter out all MBs on moving objects from the stationary background. If a vehicle moves along the epipolar line, then the corresponding MBs also satisfy (3). This happens frequently when a vehicle is in front of the camera and moves in the same direction with the camera on a straight road. The green arrows on the vehicle in Fig. 2a show a sample case. Since there are two cases: passing vehicles from the same direction of camera motion and approaching vehicles in the opposite direction, we verify the direction and magnitude of the MVs to identify them, respectively.

MV direction constraint: For a passing vehicle on a straight road, the MVs of the vehicle move along the epipolar line in an opposite direction with the background (e.g. the green arrows in Fig. 2a). If we know the camera moving direction, these MVs can be detected by checking direction consistency. Therefore, we start with detecting the camera moving direction. Since we know camera rotation from (5) and are only interested in camera translation, we can remove the effect of camera rotation first. This is done by projecting $\boldsymbol{x}_{k-1}$ to $\boldsymbol{x}_{k-1}^{\prime}$

$$
\begin{equation*}
\boldsymbol{x}_{k-1}^{\prime}=s K R^{k \rightarrow k-1} K^{-1} \boldsymbol{x}_{k-1} \tag{6}
\end{equation*}
$$

where $s$ is a scalar. After the projection, the displacement between $\boldsymbol{x}_{k-1}^{\prime}$ and $\boldsymbol{x}_{k}^{c}$ is caused by pure camera translation for stationary MBs. According to epipolar geometry (p. 247 in [12]), when the camera performs a pure translation, the epipole $\boldsymbol{e}$ should be a fixed point, and all stationary MBs should appear to move along lines
radiating from the epipole (see Fig. 2a). The colored dots in the figure are $\boldsymbol{x}_{k-1}^{\prime}$ and the arrows point to $\boldsymbol{x}_{k}^{c}$, an illustration of MVs.

If the camera moves forward along its optical axis, vectors $\overrightarrow{\boldsymbol{e} \boldsymbol{x}_{k-1}^{\prime}}$ and $\overrightarrow{\boldsymbol{x}_{k-1}^{\prime} \boldsymbol{x}_{k}^{c}}$ should be in the same direction, as the red arrows in the highlighted circle shown in Fig. 2a. If the camera moves backward, $\overrightarrow{\boldsymbol{e x}}{ }_{k-1}^{\prime}$ and $\overrightarrow{\boldsymbol{x}_{k-1}^{\prime} \boldsymbol{x}_{k}^{c}}$ should be in the opposite direction. Denote the absolute angle between $\overrightarrow{\boldsymbol{x}_{k-1}^{\prime}}$ and $\overrightarrow{\boldsymbol{x}_{k-1}^{\prime} \boldsymbol{x}_{k}^{c}}$ as $\alpha$. Of course, the perfect collinear relationship may not hold due to noises in the system. $\alpha$ is always somewhere between 0 and $180^{\circ}$. We examine each MV $\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c} \in \mathcal{C}_{F}^{k \rightarrow k-1}$. If its $\alpha$ is less than $90^{\circ}$, a vote of "forward" is assigned, otherwise a "backward" vote is assigned. Then the camera moving direction is obtained as the majority direction from all inlier correspondences. Figure 2a shows the camera moving direction is voted as "forward" because most of the MBs move away from the epipole. With the detected camera moving direction, we can identify MBs belonging to passing vehicles easily. However, this would not work for vehicles approaching the camera along the direction parallel to camera motion vector. The MVs on the approaching vehicles also move along the epipolar line and share the same direction as the background motion. For such cases, we need to verify the magnitude of MVs.

MV magnitude constraint: The additional motion introduced by the object results in sudden changes of MV magnitude along the epipolar line. To detect this type of moving objects, we start with computing the magnitude of MVs after removing camera rotation. Denote the MV magnitude of $\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c}$ as $\left\|\overrightarrow{\boldsymbol{x}_{k-1}^{\prime} \boldsymbol{x}_{k}^{c}}\right\|$, and the Euclidean distance between the MB and the epipole as $\|\overrightarrow{\boldsymbol{e x}} \boldsymbol{\vec { c }}\|$. From projective geometry we know that closer objects have larger displacements under the same camera motion. Therefore, along one epipolar line, $\left\|\overrightarrow{\boldsymbol{x}_{k-1}^{\prime} \boldsymbol{x}_{k}^{c}}\right\|$ should gradually increase as $\left\|\overrightarrow{\boldsymbol{e x}} \vec{k}_{k}^{c}\right\|$ increases. For each epipolar line, we approximate the 2D relationship between $\left\|\overrightarrow{\boldsymbol{x}_{k-1}^{\prime} \boldsymbol{x}_{k}^{c}}\right\|$ and $\|\overrightarrow{\boldsymbol{e x}} \vec{k}\|$ using RANSAC-based line fitting. An example of the fitted relationship is shown by the dashed line at the bottom of Fig. 2b. Therefore, for a given $\left\|\overrightarrow{\boldsymbol{e} \boldsymbol{x}_{k}^{c}}\right\|$ on the epipolar line, a predicted MV magnitude $\left\|\overrightarrow{\boldsymbol{x}_{k-1}^{\prime} \boldsymbol{x}_{k}^{c}}\right\|$ can be obtained from the fitted relationship (dashed circles in Fig. 2b). If the difference between $\| \xrightarrow{\left\|\overrightarrow{\boldsymbol{x}_{k-1}^{\prime} \boldsymbol{x}_{k}^{c}}\right\|}$ and $\left\|\overrightarrow{\boldsymbol{x}_{k-1}^{\prime} \boldsymbol{x}_{k}^{c}}\right\|$ is greater than a threshold $\epsilon_{e}$, we consider the corresponding MB is potentially moving. In the example shown in Fig. 2b, the green MBs have magnitudes much greater than the expected red dashed line, and are thus labeled as moving MBs.

With the above constraints, we can label every MB and partition the set $\mathcal{C}^{k \rightarrow k-1}$ into a stationary correspondence set $\mathcal{C}_{s}^{k \rightarrow k-1}$ and a moving correspondence set $\mathcal{C}_{d}^{k \rightarrow k-1}$, where $\mathcal{C}_{s}^{k \rightarrow k-1} \bigcup \mathcal{C}_{d}^{k \rightarrow k-1}=\mathcal{C}^{k \rightarrow k-1}$ :

Definition 1 (MB Labeling) An MV $\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c} \in \mathcal{C}^{k \rightarrow k-1}$ and its corresponding MBs are labeled as stationary $\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c} \in \mathcal{C}_{s}^{k \rightarrow k-1}$, if the following three conditions are all satisfied:

$$
\begin{equation*}
\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c} \in \mathcal{C}_{F}^{k \rightarrow k-1}, \tag{1}
\end{equation*}
$$

(2) $\alpha<90^{\circ}$ if camera moves forward or $\alpha \geq 90^{\circ}$ if camera moves backward,

$$
\begin{equation*}
\| \xrightarrow{\widetilde{\boldsymbol{x}_{k-1}^{\prime} \boldsymbol{x}_{k}^{c}}\|-\| \overrightarrow{\boldsymbol{x}_{k-1}^{\prime} \boldsymbol{x}_{k}^{c}} \| \mid<\epsilon_{e} . . . .} \tag{3}
\end{equation*}
$$

Otherwise, the MB belongs to moving objects: $\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c} \in \mathcal{C}_{d}^{k \rightarrow k-1}$.
In Fig. 2a, the MBs on building facades are labeled as stationary with red arrows whereas the MBs on the vehicle are labeled as moving.

### 4.3 Initial Plane Extraction and Labeling

With the labeled MB correspondences, we are able to extract planar regions. Since MBs in the plane at infinity $\pi_{\infty}$ have very low signal-to-noise ratio for camera translation estimation, they should be removed before plane extraction for better accuracy. Denote the set of correspondences in $\pi_{\infty}$ as $\mathcal{C}_{\infty}$,

$$
\begin{equation*}
\mathcal{C}_{\infty}^{k \rightarrow k-1}:=\left\{\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c}:\left\|\boldsymbol{x}_{k-1}^{\prime}-\boldsymbol{x}_{k}^{c}\right\|<\epsilon_{m}, \boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c} \in \mathcal{C}_{s}^{k \rightarrow k-1}\right\} \tag{7}
\end{equation*}
$$

where $\epsilon_{m}$ is the motion threshold. Figure 2a shows the detected $\pi_{\infty}$ in blue arrows.
On the rest of correspondences $\mathcal{C}^{k \rightarrow k-1} \backslash \mathcal{C}_{\infty}^{k \rightarrow k-1}$, RANSAC is applied iteratively to extract all possible planes. To extract one plane, four correspondences are sampled, and a homography $H$ is obtained using normalized direct linear transformation (p. 109 in [12]). Then, all correspondence resulting in an error below a given threshold: $\left\|\boldsymbol{x}_{k-1}-\lambda H \boldsymbol{x}_{k}^{c}\right\|<\epsilon_{h}$, is labeled as an inlier to the plane. In each RANSAC iteration, one largest plane is extracted, and its inliers are removed before next RANSAC iteration. This iterative RANSAC procedure can be replaced by J-linkage [21] if needed.

Then a set of planes, $\Pi^{k \rightarrow k-1}=\left\{\tilde{\pi}_{i}^{k}, i \in \mathcal{I}\right\}$ is initially constructed from $\left\{\Phi_{k}\right\}$. We use $\mathcal{I}$ to denote the index set for planes, and $i \in \mathcal{I}$ is the $i$ th plane. For each extracted plane $\tilde{\boldsymbol{\pi}}_{i}^{k}$, we denote its corresponding MV set as $\mathcal{C}_{\pi, i}^{k \rightarrow k-1}$. Thus, $\bigcup_{i \in \mathcal{I}} \mathcal{C}_{\pi, i}^{k \rightarrow k-1} \subseteq$ $\mathcal{C}^{k \rightarrow k-1} \backslash \mathcal{C}_{\infty}^{k \rightarrow k-1}$. To perform tracking and improve plane estimation, all planes need to be labeled as either stationary or moving. With the MB labeling result $\mathcal{C}_{s}^{k \rightarrow k-1}$ and $\mathcal{C}_{d}^{k \rightarrow k-1}$, the plane labeling is determined by the result of a majority voting of labeled MBs.

Definition 2 (Plane Labeling) A plane $\tilde{\boldsymbol{\pi}}_{i}^{k} \in \Pi^{k \rightarrow k-1}$ and its corresponding MV set $\mathcal{C}_{\pi, i}^{k \rightarrow k-1}$ are labeled as stationary $\tilde{\pi}_{i, s}^{k}$ and $\mathcal{C}_{\pi, i, s}^{k \rightarrow k-1}$, respectively, if $\mid \mathcal{C}_{\pi, i}^{k \rightarrow k-1} \cap \mathcal{C}_{s}^{k \rightarrow k-1}$
 $\mathcal{C}_{\pi, i, d}^{k \rightarrow k-1}$, respectively.

After the labeling step, the set of all planes $\Pi^{k \rightarrow k-1}$ is partitioned into

$$
\begin{equation*}
\Pi^{k \rightarrow k-1}=\Pi_{s}^{k \rightarrow k-1} \bigcup \Pi_{d}^{k \rightarrow k-1} \tag{8}
\end{equation*}
$$

where $\Pi_{s}^{k \rightarrow k-1}=\left\{\tilde{\pi}_{i, s}^{k}\right\}$ is the set of stationary planes and $\Pi_{d}^{k \rightarrow k-1}=\left\{\tilde{\pi}_{i, d}^{k}\right\}$ denotes the set of moving planes.

### 4.4 Plane Re-Estimation and Observation Extraction

With the labeled planes, we can refine all estimations and prepare observations for EKFs. We start with the stationary scene and the camera motion. For a stationary plane $\tilde{\boldsymbol{\pi}}_{i, s}^{k}$, the correspondences $\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c} \in \mathcal{C}_{\pi, i, s}^{k \rightarrow k-1}$ conform to homography relation:

$$
\begin{equation*}
\boldsymbol{x}_{k-1}=H_{i}^{k \rightarrow k-1} \boldsymbol{x}_{k}^{c}=K\left(R^{k \rightarrow k-1}\right)^{-1}\left[I_{3 \times 3}+\boldsymbol{t}^{k \rightarrow k-1}\left(\tilde{\boldsymbol{\pi}}_{i, s}^{k}\right)^{\top}\right] K^{-1} \boldsymbol{x}_{k}^{c}, \tag{9}
\end{equation*}
$$

where $H_{i}^{k \rightarrow k-1}$ is the homography matrix introduced by the plane, $I_{3 \times 3}$ is a 3-dimensional identity matrix. Therefore, for the stationary scene, the observations of relative camera motion and stationary plane equations can be estimated by minimizing the total errors of fundamental relationship in all stationary correspondences and homography relationship in all planar correspondences:

$$
\begin{align*}
\min _{R^{k \rightarrow k-1}, \boldsymbol{t}^{k \rightarrow k-1}, \tilde{\boldsymbol{\pi}}_{i, s}^{k} \in \Pi_{s}^{k \rightarrow k-1}} & \sum_{\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c} \in \mathcal{C}_{s}^{k \rightarrow k-1}} \varepsilon_{F}\left(\boldsymbol{x}_{k-1}, \boldsymbol{x}_{k}^{c}, F^{k \rightarrow k-1}\right) \\
+ & \sum_{i} \sum_{\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c} \in \mathcal{C}_{\pi, i, s}^{k \rightarrow k-1}} \varepsilon_{H}\left(\boldsymbol{x}_{k-1}, \boldsymbol{x}_{k}^{c}, H_{i}^{k \rightarrow k-1}\right) \tag{10}
\end{align*}
$$

where $F^{k \rightarrow k-1}$ and $H_{i}^{k \rightarrow k-1}$ are from (4) and (9), respectively. The resulting optimal $R^{k \rightarrow k-1}, \boldsymbol{t}^{k \rightarrow k-1}$ and $\tilde{\boldsymbol{\pi}}_{i, s}^{k}$ 's are inputs to the stationary EKF in the next section.

For a moving plane $\tilde{\boldsymbol{\pi}}_{i, d}^{k}$, denote its translation as $\boldsymbol{t}_{d}$. If we back shift the plane by $-\boldsymbol{t}_{d}$, then a homography relationship can be established for $\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c} \in \mathcal{C}_{\pi, i, d}^{k \rightarrow k-1}$,

$$
\begin{equation*}
H_{i}^{k \rightarrow k-1}=K\left(R^{k \rightarrow k-1}\right)^{-1}\left[I_{3 \times 3}+\left(t^{k \rightarrow k-1}-t_{i, d}^{k \rightarrow k-1}\right)\left(\tilde{\pi}_{i, d}^{k}\right)^{\top}\right] K^{-1}, \tag{11}
\end{equation*}
$$

Therefore, a moving plane is estimated by minimizing the following,

$$
\begin{equation*}
\min _{\tilde{\pi}_{i, d}^{k}, t_{i, d}^{k \rightarrow k-1}} \sum_{\boldsymbol{x}_{k-1} \leftrightarrow \boldsymbol{x}_{k}^{c} \in \mathcal{C}_{\pi, i, d}^{k \rightarrow k-1}} \varepsilon_{H}\left(\boldsymbol{x}_{k-1}, \boldsymbol{x}_{k}^{c}, H_{i}^{k \rightarrow k-1}\right) \tag{12}
\end{equation*}
$$

where $H_{i}^{k \rightarrow k-1}$ is from (11) with the estimated camera motion from (10). The resulting optimal plane equations and translations are inputs to the individual moving object filters later.

## 5 EKF-Based Localization and Tracking

With the planes and camera motions extracted for adjacent key frame pairs, we can feed them as observations to EKFs for global robot localization, stationary plane mapping, and moving object tracking. As Fig. 1 shows, the robot localization and stationary plane mapping are handled by one single EKF below.

Camera Localization and Static Scene Mapping: Based on stationary planes, this part is similar to the traditional visual SLAM problem. Following an EKF framework, we define the state vector $\boldsymbol{\mu}_{k}$ for the EKF filter as follows:

$$
\begin{equation*}
\boldsymbol{\mu}_{s, k}=\left[\ldots, \tilde{\boldsymbol{\pi}}_{i, s, k}^{\top}, \ldots, \boldsymbol{r}_{k}^{\top}, \boldsymbol{t}_{k}^{\top}, \dot{\boldsymbol{r}}_{k}^{\top}, \dot{\boldsymbol{i}}_{k}^{\top}\right]^{\top}, \tag{13}
\end{equation*}
$$

which includes the plane equations in $\{W\}$, the y-x-z Euler angles $\boldsymbol{r}_{k}$ for camera rotation from $\{W\}$ to $\left\{\Phi_{k}\right\}$, the camera location $\boldsymbol{t}_{k}$ in $\{W\}$, camera motion velocity $\dot{\boldsymbol{t}}_{k}$ in $\{W\}$, and the angular velocity of the camera $\dot{\boldsymbol{r}}_{k}$ in $\left\{\Phi_{k}\right\}$. Since stationary planes are segmented as observations, the problem is reduced to the same problem in [14]. We can employ the same EKF design in [14].

Moving Object Tracking: Similarly, this step is also handled using EKF (the bottom part of Fig. 1). Moving objects are considered to move independently w.r.t to the camera and each other. We employ one EKF to track each moving object individually. In each EKF, one global plane equation and one velocity vector are tracked. Here, we assume the motion of moving plane follows a constant linear velocity in $\{W\}$ without rotation, which is usually true for pedestrians or vehicles appearing in the camera view for a short period of time. The state vector for a single moving plane filter becomes

$$
\begin{equation*}
\boldsymbol{\mu}_{i, d, k}=\left[\tilde{\boldsymbol{\pi}}_{i, d, k}^{\top}, \boldsymbol{v}_{i, d, k}^{\top}\right]^{\top}, \tag{14}
\end{equation*}
$$

where $\boldsymbol{v}_{i, d, k}$ is the velocity of the $i$ th object in $\{W\}$. The state transition for the moving object $i$ is straightforward:

$$
\left\{\begin{array}{l}
\tilde{\boldsymbol{\pi}}_{i, d, k}=\tilde{\boldsymbol{\pi}}_{i, d, k-1} /\left(1-\tilde{\boldsymbol{\pi}}_{i, d, k-1}^{\top} \boldsymbol{v}_{i, d, k-1} \tau\right)  \tag{15}\\
\boldsymbol{v}_{i, d, k}=\boldsymbol{v}_{i, d, k-1}
\end{array}\right.
$$

where $\tau$ is the time interval. The observations for the moving object filters are the estimated plane equations in $\left\{\Phi_{k}\right\}$, and the observation function is the transform between coordinate systems given the camera rotation and translation:

$$
z_{i, d, k}=\left[\left(\tilde{\boldsymbol{\pi}}_{i, d}^{k}\right)^{\top},\left(\boldsymbol{t}_{i, d}^{k \rightarrow k-1}\right)^{\top}\right]^{\top}=\left[\begin{array}{l}
R\left(\boldsymbol{r}_{k}\right)^{-1} \tilde{\boldsymbol{\pi}}_{i, d, k} /\left(1+\tilde{\boldsymbol{\pi}}_{i, d, k}^{\top} \boldsymbol{t}_{k}\right)  \tag{16}\\
-\tau R\left(\boldsymbol{r}_{k}\right)^{-1} \boldsymbol{v}_{i, d, k}
\end{array}\right] .
$$

Plane Management: Apart from removal of planes that are no longer in the sight from the corresponding EKFs, plane labels are not permanent as a moving object may come to a stop or a parked vehicle may start moving. Since each plane has a stationary/moving label, plane label exchange happens when the label of an existing plane is not consistent with the outcome of the EKF. A moving plane's label will also be changed to stationary if its velocity is close to zero. When a plane changes its label, the corresponding state variables are moved from previous EKF filter to the EKF corresponding to the new label, with an initialized velocity if necessary. For each newly discovered plane, its parameters are added into the corresponding EKF according to its label.

## 6 Experiments

We have implemented the proposed system using C/C++ in Cygwin environment under Microsoft Windows 7. To test the performance of the method, evaluation is conducted in the following three aspects: the localization error, the stationary plane estimation error, and the detection of moving planes.

### 6.1 Localization Evaluation

Dataset: We perform the evaluation using the Màlaga urban dataset [2] which provides stereo videos from vehicle driving in a dense urban area. The video frame rate is 20 fps . Images with a resolution of $1024 \times 768$ are rectified and the intrinsic camera matrix after rectification is provided. Ground truth data are collected using multiple sensors including GPS, IMU, and laser range finder. Since we assume the scene is quasi-rectilinear with many static planes, two typical urban scenes from the data set are used in the experiment. Since our method is monocular, we only use the images from the left camera in the dataset. Sample thumbnails of frames in the experiment are shown in Fig. 3. The lengths (i.e. travel distance) of the two sequences are provided in Table 1.

Metric: The localization result is compared with GPS data. The GPS data is sampled once per second, and the image time stamps are aligned according to the GPS clock. The errors are measured using the absolute trajectory error (ATE) [4]. We define the GPS coordinate system by $\{G\}$ and the camera position in $\{G\}$ as $\hat{\boldsymbol{t}}_{k}^{G}$. For the estimated camera position $\boldsymbol{t}_{k}$ in $\{W\}$, a similarity transformation (rotation $R^{W \rightarrow G}$, translation $t^{W \rightarrow G}$ and scale $s$ ) is applied to transform the position to the GPS coordinate $\boldsymbol{t}_{k}^{G}=s R^{W \rightarrow G} \boldsymbol{t}_{k}+\boldsymbol{t}^{W \rightarrow G}$. The rotation, translation and scale are obtained via a non-linear optimization that minimizes the total error between the GPS data $\hat{\boldsymbol{t}}_{k}^{G}$ and the transformed estimation result $\boldsymbol{t}_{k}^{G}$. Therefore, the ATE for a frame $k$ is defined as $e_{k}=\left\|\boldsymbol{t}_{k}^{G}-\hat{\boldsymbol{t}}_{k}^{G}\right\|$.


Fig. 3 Trajectories and sample frame thumbnails. a and $\mathbf{c}$ are the camera trajectories in the two sequences, measured in meters. Black lines are the GPS ground truth, red solid lines are the estimated trajectories using our method and the blue dashed lines are trajectories estimated using [4]. b and d are the sample image frames in the two sequences

Table 1 Localization results using the Màlaga dataset

| Length (m) | \# frames | Method | Mean ATE <br> (m) | Max ATE (m) | \% over distance |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Seq 1 |  |  |  |  |  |
| 201.08 | 497 | Our method | 2.87 | 6.33 | 1.43 |
|  |  | 1-Point EKF | 1.99 | 3.67 | 0.99 |
| Seq 2 |  |  |  |  |  |
| 133.76 | 318 | Our method | 3.38 | 4.99 | 2.53 |
|  |  | 1-Point EKF | 9.08 | 12.30 | 6.80 |

Comparison: We compare our result with the popular 1-Point EKF [4] since both methods are EKF-based. The 1-point EKF [4] approach uses feature points as landmarks. Their system is tested under long distance trajectories with robust performance. The code for 1-Point EKF is acquired from the authors' website and is directly run in Matlab on our testing dataset. Table 1 shows the mean and maximum ATE for each sequence for both methods. The results show that the mean ATEs of our
method are below 3.5 m for both sequences and are below $3 \%$ of the overall trajectory length, which is comparable to [4]. In the first sequence, the vehicle travels on a mostly straight road, with occasional lane changes. In this case, our method and [4] perform similar, with [4] slightly better. In the second sequence, the vehicle starts from straight driving and experiences curved road later. In this case, our method outperforms [4] over 5 m in average. This experiment confirms that MV-based featureless navigation method is feasible.

### 6.2 Stationary Plane Estimation

To evaluate plane mapping accuracy, we compare our method with our previous work [14] which is referred as SLAPSE method since it only performs localization and plane mapping without ability of tracking moving objects. We use the dataset from [14] for comparison where ground truth is computed by points measured using a laser distance measurer with $\pm 1 \mathrm{~mm}$ accuracy. The reason that we do not use the Màlaga urban dataset here is because there is no ground truth data for planes. Similar to [14], we only consider the planes that appear in more than 3 continuous frames. The same error functions in [14] for plane depth and angles are used:
$\epsilon_{d}=\frac{1}{\sum_{i} N_{i}} \sum_{i} \sum_{k}\left|d_{i, k}^{k}-\hat{d}_{i, k}^{k}\right|$, and $\epsilon_{n}=\frac{1}{\sum_{i} N_{i}} \sum_{i} \sum_{k}\left|\arccos \left(\left(\boldsymbol{n}_{i, k}^{k}\right)^{\top} \cdot \hat{\boldsymbol{n}}_{i, k}^{k}\right)\right|$,
where $N_{i}$ is the number of frames plane $i$ appears, and^stands for the ground truth. The number of planes extracted in the site and the estimation errors are shown in Table 2. The comparison results show our method improves the estimation of scene planes in both depth and orientation accuracy.

### 6.3 Moving Object Detection

To evaluate the performance of moving object detection, the test is focused on the plane labeling algorithm as the EKF-based tracking performance is determined by the labeling correctness. A dataset of 64 video clips are manually collected from the Internet, such as YouTube. All video clips are recorded by cameras mounted on vehicles driving in urban environments. The frame rates vary between 23 and 30 fps ,

Table 2 Static plane estimation results

| Method | \# planes | $\epsilon_{d}(\mathrm{~m})$ | $\epsilon_{n}$ (degs.) |
| :--- | :--- | :--- | :--- |
| Our method | 5 | 0.55 | 6.80 |
| SLAPSE | 5 | 0.61 | 7.07 |



Fig. 4 Detected moving objects are highlighted with red rectangles
and the image resolution is between $640 \times 360$ and $1024 \times 768$. From all videos, there are a total of 88 moving vehicles that are manually identified, and their bounding box in each frame in annotated as ground truth. Note that the vehicles parking at red light or curbside are not labeled as moving objects, and the vehicles that are very far are not labeled because they are not objects of interest for collision avoidance.

Then the plane extraction and labeling method in Sect. 4 is applied to extract stationary and moving planes. Among 88 labeled moving objects, 85 are detected and labeled as moving planes, and the detection rate is $96.6 \%$. Among the 3 failure cases, 2 cases are caused by lack of correct MVs on the vehicles. This situation happens when the vehicle is too texture-less and has a color either similar to the ground or with large saturation. Another 1 case happens because the vehicle is relatively stationary to the camera, thus the MVs on it are not distinguishable from those on the infinite plane. The right most vehicle in Fig. 2b shows an example of this situation. Actually, due to the zero relative speed, that vehicle is not a concern for collision avoidance purpose.

Figure 4 shows some examples of the detected moving planes in a bounding box. The detection of moving object helps to separate outliers and wrong MVs that influence the static localization and mapping results.

## 7 Conclusion and Future Work

We presented a new algorithm that is capable of performing SLAM task and obstacle tracking using MVs as inputs. This algorithm simultaneously localizes the robot, establishes scene understanding through planar surface extraction, and tracks moving objects. To achieve this, we first extracted planes from MVs and their corresponding pixel MBs. We labeled MBs as either stationary or moving using geometric constraints and properties of plane-induced homographies. Similarly, planes were also labeled as either stationary or moving using an MB voting process. This allows
us to establish planes as observations for extended Kalman filters (EKFs) for both stationary scene mapping and moving object tracking. We implemented the proposed method and compared it with the state-of-the-art 1-point EKF. The results showed that the proposed method achieved similar localization accuracy. However, our method can directly provide plane-based rectilinear scene structure, which is a higher level of scene understanding, and is capable of detection moving obstacles at a true positive rate of $96.6 \%$.

In the future, we plan to adopt a local bundle adjustment approach to further improve localization accuracy. We will combine MVs with appearance data to establish higher level scene mapping. Fusing with other sensors such as depth or inertial sensors is also under consideration.
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#### Abstract

This work describes STABLE SPARSE RRT (SST), an algorithm that (a) provably provides asymptotic (near-)optimality for kinodynamic planning without access to a steering function, (b) maintains only a sparse set of samples, (c) converges fast to high-quality paths and (d) achieves competitive running time to RRT, which provides only probabilistic completeness. SST addresses the limitation of $R R T^{*}$, which requires a steering function for asymptotic optimality. This issue has motivated recent variations of RRT*, which either work for a limiting set of systems or exhibit increased computational cost. This paper provides formal arguments for the properties of the proposed algorithm. To the best of the authors' knowledge, this is the first sparse data structure that provides such desirable guarantees for a wide set of systems under a reasonable set of assumptions. Simulations for a variety of benchmarks, including physically simulated ones, confirm the argued properties of the approach.


## 1 Introduction and Background

Sampling-based motion planners can quickly provide feasible motions for many system types. Tree-based methods, such as RRT [16], EST [9] and variants [5, 24$26,29,30]$ exhibit good performance in terms of feasibility and have been used to optimize paths over costmaps [11]. Nevertheless, RRT converges to suboptimal solutions almost surely [14, 22]. This motivated the development of RRT*, which

[^29][^30]achieves asymptotic optimality, given access to a steering function [14]. A steering function optimally connects two states ignoring obstacles while satisfying motion constraints. Due to $\mathrm{RRT}^{*}$ 's desirable properties, many efforts focused on applying it in the kinodynamic domain by developing steering functions for specific systems [12] or linearizing the dynamics [8, 32]. Developing a steering function is not always easy and linearization is valid only locally. This motivates methods that rely little on the system dynamics and work even for complex physically simulated systems [7].

The computational cost of tree sampling-based planners methods is asymptotically dominated by the nearest neighbor queries, which depend on the number of vertices. In practice, the cost also depends on the number of propagations per iteration, which may correspond to numerical integration or a physics engine call. These operations are expensive and algorithms need to minimize them. Such considerations have led in methods that aim to speed up the performance of asymptotically optimal solutions [1, 2, 10, 23, 27].

A promising approach to make sampling-based planners more efficient is to maintain a sparse data structure. Many of the existing approaches along this direction focus on sparse roadmaps $[6,20,28,31]$ and provide near-optimality guarantees. Near-optimality has been shown in the context of heuristic search to provide significant computational benefits [18]. Tree data structures can also benefit from sparsity. By maintaining a small set of nodes, the nearest neighbor queries can be performed more efficiently. The authors have recently proposed an RRT variant, called SPARSE RRT, which maintained a sparse tree representation. It was shown empirically-but not formally-that it provides good running time, good quality paths and has low space requirements [19]. Most importantly, it does not require a steering function, but instead relies only on forward propagation. SPARSE RRT provides sparsity by creating regions of a certain radius around high path quality nodes, where only the high-quality node is stored.

This work extends SPARSE RRT [19] so that it is possible to argue formal properties for kinodynamic planning, since this was difficult for the original method. Specifically, nodes are eventually removed almost surely within a region of an optimum path, which makes it difficult to reason about asymptotic properties. A new, modified version of the algorithm is proposed in this work, which is referred to as STABLE SPARSE RRT, or SST. A finite set of witness samples, which corresponds to a "hard-core" point process [21], is built in the state space so as to guarantee that a node of the tree will always exist in the vicinity of every witness and the path cost over time of such nodes improves. The method provides the following properties without access to a steering function:

- Probabilistic $\delta$-robust completeness and asymptotic near-optimality.
- Fast convergence to good quality solutions.
- Low space overhead by building a sparse data structure.
- Lower asymptotic time complexity than RRT.

Table 1 Comparison of RRT, RRT* and SST (SST*)

| RRT | RRT* $^{*}$ | SST/SST* |
| :--- | :--- | :--- |
| Provably suboptimal | Asymp. optimal | Asymp. near-opt./asym. opt. |
| Forward propagation | Steering function | Forward propagation |
| Single propagation | Many steering calls | Single propagation |
| 1 NN Query $(\mathcal{O}(\log N))$ | 1 NN + 1 K-Query $(\mathcal{O}(\log N))$ | 1 NN + 1 K-Query $($ Bounded <br> time complexity/( $\mathcal{O}(\log N)))$ |
| Asymp. all samples | Asymp. all samples | Sparse/Asymp. all samples |
| Minimal | Minimal | Desired clearance / Minimal |

The proposed SST and SST* methods minimize computation cost and space requirements while providing asymptotic near-optimality. From top to bottom each row compares the following properties: optimality guarantees, propagation method, number of propagations per iteration, type of nearest neighbor query, number of nodes (sparsity), and number of input parameters

SST extends to an asymptotically optimal variant, SST* , which gradually relaxes the sparsification to eventually include all samples as nodes in the tree. Table 1 compares the proposed methods relative to RRT and RRT*.

Due to the space limitations, many of the formal arguments regarding the properties of SST are available in an extended version of this work [17].

## 2 Problem Formulation and Notation

This paper considers time invariant dynamical systems of the form:

$$
\begin{equation*}
\dot{x}(t)=f(x(t), u(t)), \text { where } x(t) \in \mathbb{X}, \text { and } u(t) \in \mathbb{U} \tag{1}
\end{equation*}
$$

Let $\mathbb{X}_{f} \in \mathbb{X}$ denote the obstacle-free space and assume that $\mathbb{X} \subset \mathbb{R}^{n}$. It should be sufficient if $\mathbb{X}$ is only diffeomorphic to a Euclidean space so that distances can be easily defined locally. Next, define a $\delta$-robust trajectory to be a trajectory $\pi$ with minimum clearance from obstacles, i.e., $\forall x_{o b s} \in \mathbb{X} \backslash \mathbb{X}_{f}: \min \left(\left\|\pi(t)-x_{o b s}\right\|\right) \geq \delta$. This work focuses on the following problem:

Definition 1 ( $\delta$-Robustly Feasible Motion Planning) Given that a $\delta$-robust trajectory exists that connects an initial state $x_{0} \in \mathbb{X}_{f}$ to a goal region $\mathbb{X}_{G} \in \mathbb{X}_{f}$ for a dynamical system that follows Eq. 1 , find a solution trajectory $\pi:\left[0, t_{\pi}\right] \rightarrow \mathbb{X}_{f}$, for which $\pi(0)=x_{0}$ and $\pi\left(t_{\pi}\right) \in \mathbb{X}_{G}$.

Finding a trajectory $\pi$ corresponds to computing controls $u(t)$ that generate $\pi$. Trajectory $\pi$ does not have to be $\delta$-robust. The authors reason first about a variation of the traditional probabilistic completeness property, which explicitly incorporates the clearance value $\delta$.

Definition 2 (Probabilistic $\delta$-Robust Completeness) Let $\Pi_{n}^{A L G}$ denote the set of trajectories discovered by an algorithm $A L G$ at iteration $n$. Algorithm $A L G$ is probabilistically $\delta$-robustly complete, if, for any $\delta$-robustly feasible motion planning problem $\left(f, \mathbb{X}_{f}, x_{0}, \mathbb{X}_{G}, \delta\right)$ the following holds:

$$
\liminf _{n \rightarrow \infty} \mathbb{P}\left(\exists \pi \in \Pi_{n}^{A L G}: \pi \text { solution to }\left(f, \mathbb{X}_{f}, x_{0}, \mathbb{X}_{G}, \delta\right)\right)=1
$$

In the above definition, $\mathbb{P}(Z)$ corresponds to the probability of event $Z$. This paper also argues about the following property relating to path quality:

Definition 3 (Asymptotic $\delta$-Robust Near-Optimality) Let $c^{*}$ denote the minimum cost over all solution trajectories for a $\delta$-robust feasible motion planning problem $\left(f, \mathbb{X}_{f}, x_{0}, \mathbb{X}_{G}, \delta\right)$. Let $Y_{n}^{A L G}$ denote a random variable that represents the minimum cost value among all solutions returned by algorithm $A L G$ at iteration $n . A L G$ is asymptotically $\delta$-robustly near-optimal if:

$$
\mathbb{P}\left(\left\{\limsup _{n \rightarrow \infty} Y_{n}^{A L G} \leq(1+\alpha \cdot \delta) \cdot c^{*}\right\}\right)=1
$$

for some known parameter $\alpha>0$.
Definitions 2 and 3 correspond to weaker versions of probabilistic completeness and asymptotic near-optimality. This work will first describe a method that provides these weaker properties and then leverage the approach so as to achieve the original, more desirable properties. In addition, Definitions 2 and 3 make intuitive sense in real-world applications where clearance from obstacles is desirable.

## 3 Algorithmic Description

Algorithm 1 details STABLE SPARSE RRT (SST), an adaptation of the previously proposed SPARSE RRT so as to achieve formal guarantees [19]. The main idea is that within a neighborhood region only the node with the best path cost from the root is considered in nearest neighbor queries and for expansion. This allows for the removal of nodes that do not contribute to good quality paths.

SST receives as input the typical parameters of kinodynamic planners (state space $\mathbb{X}$, control space $\mathbb{U}$, initial state $x_{0}$, propagation time $T_{\text {prop }}$, and number of iterations $N)$. Furthermore, two new parameters are required, $\delta_{v}$ and $\delta_{s}$, which correspond to radii that are used in different distance metric queries. The authors found that $\delta_{v}>\delta_{s}$ worked well in practice. For analysis purposes, these two parameters need to satisfy the constraint $\delta>\delta_{v}+2 \delta_{s}$ where $\delta$ is the clearance of a $\delta$-robust trajectory that exists in the space.

```
Algorithm 1: \(\operatorname{SST}\left(\mathbb{X}, \mathbb{U}, x_{0}, T_{\text {prop }}, N, \delta_{v}, \delta_{s}\right)\)
    \(i \leftarrow 0 ; \quad / /\) Iteration counter
    \(\mathbb{V}_{\text {active }} \leftarrow\left\{x_{0}\right\}, \mathbb{V}_{\text {inactive }} \leftarrow \emptyset, \mathbb{V} \leftarrow \mathbb{V}_{\text {active }} \cup \mathbb{V}_{\text {inactive }} ; \quad / /\) Node sets
    \(\mathbb{E} \leftarrow \emptyset, G=\{V, \mathbb{E}\} ; \quad / /\) Initialize graph
    \(s_{0} \leftarrow x_{0}\), so.rep \(=x_{0}, S \leftarrow\left\{s_{0}\right\} ; \quad / /\) Initialize witness set
    while \(i++<N\) do
        \(s_{\text {sample }} \leftarrow \operatorname{Sample}(\mathbb{X}) ; \quad / /\) Uniform sampling in state space
        \(x_{\text {nearest }} \leftarrow \operatorname{BestNear}\left(\mathbb{V}_{\text {active }}, s_{\text {sample }}, \delta_{v}\right) ; / /\) Return the BestNear node
        \(x_{\text {new }} \leftarrow\) MonteCarlo-Prop \(\left(x_{\text {nearest }}, \mathbb{U}, T_{\text {prop }}\right)\); // Propagate forward
        if CollisionFree \(\left(\overline{x_{\text {nearest }}} \rightarrow x_{\text {new }}\right)\) then
            \(s_{\text {new }} \leftarrow\) Nearest \(\left(S, x_{\text {new }}\right)\); // Get the nearest witness to \(x_{\text {new }}\)
            if \(\operatorname{dist}\left(x_{\text {new }}, s_{\text {new }}\right)>\delta_{s}\) then
                \(S \leftarrow S \cup\left\{x_{\text {new }}\right\} ; \quad / /\) Add a new witness that is \(x_{\text {new }}\)
                \(s_{\text {new }} \leftarrow x_{\text {new }}\);
                \(s_{\text {new }} . r e p \leftarrow N U L L\);
            \(x_{\text {peer }} \leftarrow s_{\text {new }}\). rep; // Get current represented node
            if \(x_{\text {peer }}=N U L L\) or \(\operatorname{cost}\left(x_{\text {new }}\right)<\operatorname{cost}\left(x_{\text {peer }}\right)\) then
                \(\mathbb{V}_{\text {active }} \leftarrow \mathbb{V}_{\text {active }} \backslash\left\{x_{\text {peer }}\right\} ; \quad / /\) Removing old rep
                \(\mathbb{V}_{\text {inactive }} \leftarrow \mathbb{V}_{\text {inactive }} \cup\left\{x_{\text {peer }}\right\} ; \quad / /\) Making old rep inactive
                \(s_{\text {new }} \cdot r e p \leftarrow x_{\text {new }} ; \quad / /\) Assign the new rep
                \(\mathbb{V}_{\text {active }} \leftarrow \mathbb{V}_{\text {active }} \cup\left\{x_{\text {new }}\right\}, \mathbb{E} \leftarrow \mathbb{E} \cup\left\{\overline{x_{\text {nearest }} \rightarrow x_{\text {new }}}\right\} ; \quad / /\) Grow \(G\)
                while IsLeaf \(\left(x_{\text {peer }}\right)\) and \(x_{\text {peer }} \in \mathbb{V}_{\text {inactive }}\) do
                    \(x_{\text {parent }} \leftarrow \operatorname{Parent}\left(x_{\text {peer }}\right)\);
                \(\mathbb{E} \leftarrow \mathbb{E} \backslash\left\{\overline{x_{\text {parent }} \rightarrow x_{\text {peer }}}\right\} ; \quad / /\) Remove from \(G\)
                \(\mathbb{V}_{\text {inactive }} \leftarrow \mathbb{V}_{\text {inactive }} \backslash\left\{x_{\text {peer }}\right\} ; \quad / /\) Remove from inactive set
                \(x_{\text {peer }} \leftarrow x_{\text {parent }} ; \quad / /\) Recurse to parent if inactive
    return \(G\);
```

SST begins by initializing two vertex sets $\mathbb{V}_{\text {active }}$ and $\mathbb{V}_{\text {inactive }}$ (Line 2 ). The union of these sets corresponds to the set of tree nodes. The two subsets are treated differently by nearest neighbors queries, which will be discussed shortly. Next, the set of witness nodes $S$ is initialized to contain the start node $x_{0}$ (Line 4). The algorithm maintains the invariant that within the neighborhood of radius $\delta_{s}$ around any $s \in S$, there is always one state in $V_{\text {active }}$. This state in $\mathbb{V}_{\text {active }}$ is called the representative of the witness $s$. Representatives can change over time but only as long as their cost from the root decreases. To add new nodes to the tree, an approach similar to the framework of sampling-based kinodynamic planning [9, 16] is used, but with some modifications inspired from analysis.

First, a state is sampled in the state space (Line 6). Then an operation called BestNear $[19,30]$ determines which existing node in $\mathbb{V}_{\text {active }}$ will be selected for propagation (Line 7). To achieve this, a neighborhood of size $\delta_{v}$ is explored around the randomly sampled point $s_{\text {sample }}$. For every node that exists in that neighborhood, path cost values from the root are compared and the best path cost node $x_{\text {nearest }}$ is returned. If no nodes exist within the neighborhood, the nearest node is returned. This
has been shown to have good properties for path quality, and will be more formally explored in the analysis section.

After selecting $x_{\text {nearest }}$, the method calls MonteCarlo-Prop to generate $x_{\text {new }}$ (Line 8), which forward simulates the system using a random piecewise-constant control for a random duration. It can be shown that this random propagation has good asymptotic properties, argued in the analysis section. Given the newly propagated trajectory is collision-free, the method determines the closest witness $s_{\text {new }}$ to node $x_{\text {new }}$ (Lines 9-10). If the closest witness is outside the $\delta_{s}$ radius, a new witness in the set $S$ is created that corresponds to $x_{\text {new }}$ (Lines 11-14). This computation requires access to a distance function $\operatorname{dist}(\cdot, \cdot)$ in the state space. In practice, this distance can be computed in a lower-dimensional task space $\mathbb{T}$.

Finally, after the closest witness $s_{n e w}$ has been found, the representative $x_{\text {peer }}$ of $s_{\text {new }}$ and the new node $x_{\text {new }}$ are compared (Line 16). The comparison is performed using the function $\operatorname{cost}(\cdot)$, which is the cost of the trajectory from $x_{0}$ to that node in the tree. If $x_{\text {new }}$ has a better cost or $x_{\text {peer }}$ is $N U L L$ (which is the case when $x_{\text {new }}$ is outside the $\delta_{s}$ radius of the closest witness), the witness $s_{n e w}$ will forget about its old representative $x_{\text {peer }}$ and now it will be represented by $x_{n e w}$ (Lines 1720). Subsequently, the old node $x_{\text {peer }}$ will be removed from $\mathbb{V}_{\text {active }}$ and added to $\mathbb{V}_{\text {inactive }}$, thereby removing it from any nearest neighbor queries. One can think of the $\mathbb{V}_{\text {inactive }}$ set as consisting of nodes that no longer themselves provide good paths, but may provide connectivity to children nodes in $\mathbb{V}_{\text {active }}$ that may be the best in their respective neighborhoods. After manipulating the vertex sets, an optimization step can be taken that involves removing needless nodes in the tree (Lines 21-25). These correspond to leaf nodes that are in the $\mathbb{V}_{\text {inactive }}$. They can be removed in a recursive manner. The addition and removal of nodes in the two vertex sets $\mathbb{V}_{\text {active }}$ and $\mathbb{V}_{\text {inactive }}$ is an important part of making SST computationally efficient, and is illustrated in Fig. 1.

SST is a modification of SPARSE RRT that makes use of the "witness" set of nodes. Including the set of witnesses allows for regions in the state space to have a representative node, regardless of the pruning process of the tree. While SPARSE RRT performed well experimentally, when exploring the theoretical guarantees that the


Fig. 1 Relation between $S$ and the $V$ sets. a A tree and a trajectory $\overline{x_{i n i t} \rightarrow x_{c} \rightarrow x_{a}}$ where $x_{a}$ is the representative of $s$; $\mathbf{b}$ The algorithm extends $\overline{x_{i n i t} \rightarrow x_{b}}$ where $x_{b}$ has better cost than $x_{a} . x_{a}$ is moved from $V_{\text {active }}$ to $V_{\text {inactive. }}$ c The representative of $s$ is now $x_{b}$ (Lines 21-25 of Algorithm 1). The trajectory $\overline{x_{c} \rightarrow x_{a}}$ in $\mathbb{V}_{\text {inactive }}$ is pruned
algorithm could provide, difficulties arose when reasoning about probabilistic completeness and asymptotic optimality. The main issue was that in execution, nodes are potentially deleted frequently and unpredictably, which meant that some asymptotic behaviors are difficult to determine.

## 4 Analysis

This section discusses the properties of SST and describes a schedule for reducing parameters $\delta_{s}$ and $\delta_{v}$ over time to achieve asymptotic optimality.

Assumption 1 The assumptions used by the analysis include the following:

- The dynamics of Eq. 1 are Lipschitz continuous in states and controls, have bounded second derivatives, and the system is Small-Time Locally Accessible (STLA) [4].
- The cost function is considered by this work to be the duration of a trajectory. Thus, the cost function is Lipschitz continuous w.r.t. states, additive, and monotonic.
- The robustly feasible motion planning problem admits robustly feasible trajectories that are generated by piecewise constant control functions.

This set of assumptions define the widest set of systems for which asymptotic optimality has been shown without access to a BVP solver.

A key part of the analysis is concerned with examining a $\delta$-robust optimal path. To facilitate this, a covering ball sequence is defined over such a path.

Definition 4 (Covering Balls) Given a trajectory $\pi(t):\left[0, T_{\text {end }}\right] \rightarrow \mathbb{X}_{f}$, clearance $\delta \in R^{+}$and time step $T$, the set of covering balls $\mathbb{B}(\pi(t), \delta, T)$ is defined as a set of $M+1$ balls $\left\{\mathcal{B}_{\delta}\left(x_{0}\right), \mathcal{B}_{\delta}\left(x_{1}\right), \ldots, \mathcal{B}_{\delta}\left(x_{M}\right)\right\}$ of radius $\delta$, such that $\mathcal{B}_{\delta}\left(x_{M}\right)$ is centered at $x_{i}=\pi(i T) \forall i \in[0, M]$, where $M=\frac{T_{e n d}}{T}$.

For an example of a covering ball sequence, see Fig. 2. This construction gives rise to the following definition:

Definition 5 ( $\delta$-Similar Trajectories) Trajectories $\pi, \pi^{\prime}$ are $\delta$-similar if for a continuous scaling function $\sigma:[0, t] \rightarrow\left[0, t^{\prime}\right]$, it is true: $\pi^{\prime}(\sigma(t)) \in \mathcal{B}_{\delta}(\pi(t))$.

Fig. 2 A set of covering balls $\mathbb{B}\left(\pi^{*}(t), \delta, T\right)$ around the optimal path $\pi^{*}$


Lemma 1 (Existence of $\delta$-Similar Trajectories) Let there be a trajectory $\pi$ satisfying Eq. 1. Then there exists a positive value $\delta_{0}$, such that: $\forall \delta \in\left(0, \delta_{0}\right], \forall x_{0}^{\prime} \in \mathcal{B}_{\delta}(\pi(0))$, and $\forall x_{1}^{\prime} \in \mathcal{B}_{\delta}(\pi(t))$, there exists a $\delta$-similar trajectory $\pi^{\prime}$, so that: (i) $\pi^{\prime}(0)=x_{0}^{\prime}$ and $\pi^{\prime}\left(t^{\prime}\right)=x_{1}^{\prime}$.

Lemma 1, which can be argued given the assumptions, helps to show that a $\delta$-similar trajectory to a $\delta$-robust optimal one can be generated. If such a $\delta$-similar trajectory is found, then from the assumptions of Lipschitz continuity and the cost function characteristics, a bound on the path quality can also be drawn.

### 4.1 Probabilistic $\delta$-Robust Completeness

The proof begins by constructing a sequence of balls $\mathbb{B}\left(\pi^{*}, \delta, T\right)$ that cover the $\delta$-robust optimal path $\pi^{*}$ (see Fig. 2), which is guaranteed to exist by the problem definition. Let $\mathcal{B}_{\delta}\left(x_{i}^{*}\right)$ denote the $i$-th ball in the sequence centered around state $x_{i}^{*}$ on $\pi^{*}$. The first thing to show is that if a trajectory reaches one of these balls, there will always be a node in the ball with equal or better cost in future iterations. Lemma 2 explains this result.

Lemma 2 Let $\delta_{c}=\delta-\delta_{v}-2 \delta_{s}>0$. If a state $x \in V_{\text {active }}$ is generated at iteration $n$ s.t. $x \in \mathcal{B}_{\delta_{c}}\left(x_{i}^{*}\right)$, then for every iteration $n^{\prime} \geq n$, there is a state $x^{\prime} \in V_{\text {active }}$ so that $x^{\prime} \in \mathcal{B}_{\left(\delta-\delta_{v}\right)}\left(x_{i}^{*}\right)$ and $\operatorname{cost}\left(x^{\prime}\right) \leq \operatorname{cost}(x)$.

Proof Given $x$ is a node, there is a witness point $s$ located near $x$. As in Fig.3a, the witness $s$ can be located, in the worst case, at distance $\delta_{s}$ away from the boundary of $\mathcal{B}_{\delta_{c}}\left(x_{i}^{*}\right)$ if $x \in \mathcal{B}_{\delta_{c}}\left(x_{i}^{*}\right)$. Note that $x$ can be removed from $\mathbb{V}_{\text {active }}$ by SST in later iterations. In fact, $x$ almost surely will be removed, if $x \neq x_{0}$. When $x$ is removed, there could be no state in the ball $\mathcal{B}_{\delta_{c}}\left(x_{i}^{*}\right)$. In this case, the selection procedure has no chance to return any state within this ball. The sample $s$ will not be deleted, however. A node $x^{\prime}$ representing $s$ will always exist in $\mathbb{V}_{\text {active }}$ and $x^{\prime}$ will not leave the ball


Fig. 3 A visualization of the relationship between the different radii used in the analysis of SST
$\mathcal{B}_{\delta_{s}}(s)$. SST guarantees that the cost of $x^{\prime}$ will never increase, i.e. $\operatorname{cost}\left(x^{\prime}\right) \leq \operatorname{cost}(x)$. In addition, $x^{\prime}$ has to exist inside $\mathcal{B}_{\delta-\delta_{v}}\left(x_{i}^{*}\right)=\mathcal{B}_{\delta_{c}+2 \delta_{s}}\left(x_{i}^{*}\right)$.

Lemma 3 lower bounds the probability of selecting $x^{\prime} \in \mathcal{B}_{\delta-\delta_{v}}\left(x_{i}^{*}\right)$, which exists.
Lemma 3 Assuming uniform sampling in the Sample function of Alg. l, if $\delta_{v}+$ $2 \delta_{s}<\delta$ and if $\exists x \in \mathbb{V}_{\text {active }}$ s.t. $x \in \mathcal{B}_{\delta_{c}}\left(x_{i}^{*}\right)$ at iteration n, then the probability that BestNear selects for propagation a node $x^{\prime} \in \mathcal{B}_{\delta}\left(x_{i}^{*}\right)$ can be lower bounded by a positive constant $\gamma$ for every $n^{\prime}>n$.

Proof BestNear performs uniform random sampling in $\mathbb{X}$ to generate $s_{\text {sample }}$ and examines the ball $\mathcal{B}_{\delta_{v}}\left(s_{\text {sample }}\right)$ to find the node with the best path. In order for a node in $\mathcal{B}_{\delta}\left(x_{i}^{*}\right)$ to be returned, the sample needs to be in $\mathcal{B}_{\delta-\delta_{v}}\left(x_{i}^{*}\right)$. If the sample is outside this ball, then a node not in $\mathcal{B}_{\delta}\left(x_{i}^{*}\right)$ can be considered, and therefore may be selected. See Fig. 3a. Next, consider the size of the intersection of $\mathcal{B}_{\delta-\delta_{v}}\left(x_{i}^{*}\right)$ and a ball of radius $\delta_{v}$ that is entirely enclosed in $\mathcal{B}_{\delta}\left(x_{i}^{*}\right)$. Let $x_{v}$ denote the center of this ball. This intersection, shown in Fig. 3b, represents the area that a sample can be generated to return a state from ball $\mathcal{B}_{\delta-\delta_{v}}\left(x_{i}^{*}\right)$. In the worst case, the center of ball $\mathcal{B}_{\delta_{v}}\left(x_{v}\right)$ could be on the border of $\mathcal{B}_{\delta-\delta_{v}}\left(x_{i}^{*}\right)$ as in Fig. 3b. Then, the probability of sampling a state in this region is: $\gamma=\inf \mathbb{P}\left(\left\{x^{\prime}\right.\right.$ returned by BestNear : $\left.\left.x^{\prime} \in \mathcal{B}_{\delta}\left(x_{i}^{*}\right)\right\}\right)=$ $\frac{\mu\left(\mathcal{B}_{\delta-\delta_{v}}\left(x_{i}^{*}\right) \cap \mathcal{B}_{\delta_{v}}\left(x_{v}\right)\right)}{\mu\left(\mathbb{X}_{f}\right)}$. This is the smallest region that guarantees selection of a node in $\mathcal{B}_{\delta}\left(x_{i}\right)$.

Given the assumptions of STLA, the Lipschitz continuity of $\mathbb{X}, \mathbb{U}$, and bounded second order derivatives of the system equation, it can be shown that the probability of propagating from one ball to another using MonteCarlo-Prop is positive.

Lemma 4 Given a trajectory $\pi$ of duration $T$, the success probability for function MonteCarlo-Prop to generate a $\delta$-similar trajectory to $\pi$ when called from an input state $x_{\text {prop }} \in \mathcal{B}_{\delta}\left(\pi\left(x_{i-1}^{*}\right)\right)$ and for a propagation duration $T_{\text {prop }}>T$ to the ball $\mathcal{B}_{\delta_{c}}\left(\pi\left(x_{i}^{*}\right)\right)$ is lower bounded by a positive value $\rho_{\delta \rightarrow \delta_{c}}>0$.

At this point, lower bounds on both the probability of selecting a node and the probability of generating a trajectory that ends in the next ball of the sequence have been argued. Based on these lower bounds, the following can be shown:

Theorem 1 If $\delta_{v}+2 \delta_{s}<\delta$, then STABLE SPARSE RRT is probabilistically $\delta$-robustly complete.

Proof As in Fig. 2, consider the sequence $\mathbb{B}\left(\pi^{*}, T, \delta\right)$ over the optimal path $\pi^{*}$ for $\delta>\delta_{v}+2 \delta_{s}$. A specific ball $\mathcal{B}_{\delta}\left(x_{i}^{*}\right)$ can be seen in Fig. 3a. Lemma 2 shows that nodes will continue to exist in $\mathcal{B}_{\delta_{c}}\left(x_{i}^{*}\right)$, if one was generated. Lemma 3 shows there is a positive probability that nodes in $\mathcal{B}_{\delta-\delta_{v}}\left(x_{i}^{*}\right)$ can be selected. Lemma 4 argues that MonteCarlo-Prop has a positive probability $\rho_{\delta \rightarrow \delta_{c}}$ of generating a trajectory into the next ball $\mathcal{B}_{\delta_{c}}\left(x_{i+1}^{*}\right)$.

Let $A_{i}^{(n)}$ denote the event that at the $n$-th iteration, the algorithm generates one trajectory $\pi$ such that $\pi(0) \in \mathcal{B}_{\delta}\left(x_{i-1}^{*}\right)$ and $\pi\left(T_{\text {end }}\right) \in \mathcal{B}_{\delta_{c}}\left(x_{i}\right)$, meaning $\pi$ is $\delta$ similar to $\overline{x_{i-1}^{*}, x_{i}^{*}}$. Let $E_{i}^{(n)}$ denote the event that from iteration 1 to $n$, the algorithm generates at least one such trajectory. Then, the event $\neg E_{i}^{(n)}$ is the event the algorithm fails to generate any near-optimal trajectory inside $\mathcal{B}_{\delta-\delta_{v}}\left(x_{i}^{*}\right)$ after $n$ iterations, which only happens when all $n$ iterations fail, i.e.,

$$
\begin{equation*}
\mathbb{P}\left(\neg E_{i}^{(n)}\right)=\mathbb{P}\left(\neg A_{i}^{(1)}\right) \cdot \mathbb{P}\left(\neg A_{i}^{(2)} \mid \neg A_{i}^{(1)}\right) \cdot \ldots \cdot \mathbb{P}\left(\neg A_{i}^{(n)} \mid \bigcap_{j=1}^{n-1} \neg A_{i}^{(j)}\right) \tag{2}
\end{equation*}
$$

The probability that $\neg A_{i}^{(n)}$ happens given $\bigcap_{j=1}^{n-1} \neg A_{i}^{(j)}$ is equivalent to the probability of failing to generate a trajectory to the $\mathcal{B}_{\delta_{c}}\left(x_{i-1}^{*}\right)$ plus the probability that a trajectory has been generated to $\mathcal{B}_{\delta_{c}}\left(x_{i-1}^{*}\right)$, but fails to generate a new trajectory to $\mathcal{B}_{\delta_{c}}\left(x_{i}^{*}\right)$, i.e.,

$$
\begin{align*}
& \mathbb{P}\left(\neg A_{i}^{(n)} \mid \bigcap_{j=1}^{n-1} \neg A_{i}^{(j)}\right)=\mathbb{P}\left(\neg E_{i-1}^{(n)}\right)+\mathbb{P}\left(E_{i-1}^{(n)}\right) \cdot \mathbb{P}\left(\left\{\text { fails to propagate to } \mathcal{B}_{\delta_{c}}\left(x_{i}^{*}\right)\right\}\right) \\
& \quad \leq \mathbb{P}\left(\neg E_{i-1}^{(n)}\right)+\mathbb{P}\left(E_{i-1}^{(n)}\right)\left(1-\gamma \rho_{\delta \rightarrow \delta_{c}}\right) \leq 1-\mathbb{P}\left(E_{i-1}^{(n)}\right) \cdot \gamma \rho_{\delta \rightarrow \delta_{c}} \tag{3}
\end{align*}
$$

Using Eqs. 2 and 3,

$$
\begin{equation*}
\mathbb{P}\left(E_{i}^{(n)}\right) \geq 1-\prod_{j=1}^{n}\left(1-\mathbb{P}\left(E_{i-1}^{(j)}\right) \cdot \gamma \rho_{\delta \rightarrow \delta_{c}}\right) \tag{4}
\end{equation*}
$$

For the base case, $\mathbb{P}\left(E_{0}^{(j)}\right)=1$ because $x_{0}$ is always in $\mathcal{B}_{\delta_{c}}\left(x_{0}\right)$. Then, consider event $E_{1}$ from iteration 1 to $n$ using Eq. 4,

$$
\begin{gathered}
\mathbb{P}\left(E_{1}^{(n)}\right) \geq 1-\prod_{j=1}^{n}\left(1-\gamma \rho_{\delta \rightarrow \delta_{c}}\right)=1-\left(1-\gamma \rho_{\delta \rightarrow \delta_{c}}\right)^{n} \Longrightarrow \\
\lim _{n \rightarrow \infty} \mathbb{P}\left(E_{1}^{(n)}\right) \geq 1-\lim _{n \rightarrow \infty}\left(1-\gamma \rho_{\delta \rightarrow \delta_{c}}\right)^{n}=1-0=1
\end{gathered}
$$

The same result needs to be shown for $E_{i+1}^{(n)}$. Set $y_{i}^{(n)}=\prod_{j=1}^{n}\left(1-\mathbb{P}\left(E_{i-1}^{(j)}\right)\right.$. $\gamma \rho_{\delta \rightarrow \delta_{c}}$ ). The logarithm of $y_{i}^{(n)}$ behaves as follows,

$$
\begin{align*}
\log y_{i}^{(n)} & \left.=\log \prod_{j=1}^{n}\left(1-\mathbb{P}\left(E_{i-1}^{(j)}\right) \cdot \gamma \rho_{\delta \rightarrow \delta_{c}}\right)=\sum_{j=1}^{n} \log \left(1-\mathbb{P}\left(E_{i-1}^{(j)}\right) \cdot \gamma \rho_{\delta \rightarrow \delta_{c}}\right)\right) \\
& <\sum_{j=1}^{n}-\mathbb{P}\left(E_{i-1}^{(j)}\right) \cdot \gamma \rho_{\delta \rightarrow \delta_{c}}=-\gamma \rho_{\delta \rightarrow \delta_{c}} \cdot \sum_{j=1}^{n} \mathbb{P}\left(E_{i-1}^{(j)}\right) \tag{5}
\end{align*}
$$

From the inductive assumption that, $\mathbb{P}\left(E_{i}^{(j)}\right)$ converges to 1 as $j \rightarrow \infty$, then $\lim _{n \rightarrow \infty} \sum_{j=1}^{n} \mathbb{P}\left(E_{i}^{(j)}\right)=\infty$. Then,

$$
\lim _{n \rightarrow \infty} \log y_{i+1}^{(n)}<-\gamma \rho_{\delta \rightarrow \delta_{c}} \cdot \lim _{n \rightarrow \infty} \sum_{j=1}^{n} \mathbb{P}\left(E_{i}^{(j)}\right)=-\infty \Longleftrightarrow \lim _{n \rightarrow \infty} y_{i+1}^{(n)}=0
$$

Using Eq. (4), with $\lim _{n \rightarrow \infty} y_{i+1}^{(n)}=0$, it can be shown that:

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(E_{i+1}^{(n)}\right)=1-\lim _{n \rightarrow \infty} y_{i+1}^{(n)}=1-0=1
$$

### 4.2 Asympotic Near-Optimality

The proof of asymptotic $\delta$-robust near-optimality follows directly from Theorem 1, the Lipschitz continuity, additivity, and monotonicity of the cost function (Assumption 1). The completeness proof is already examining the generation of a near optimal trajectory, but the bound on the cost needs to be calculated.

Theorem 2 If $\delta_{v}+2 \delta_{s}<\delta$, then STABLE SPARSE RRT is asymptotically $\delta$ robustly near-optimal.

Proof Let $\overline{x_{i-1}^{\prime}, x_{i}}$ denote the $\delta$-similar trajectory segment generated by SST where $x_{i-1}^{\prime} \in \mathcal{B}_{\delta_{c}}\left(x_{i-1}^{*}\right)$ of the optimal path and $x_{i} \in \mathcal{B}_{\delta-\delta_{v}}\left(x_{i}^{*}\right)$. Lemma 4 guarantees that the probability of generating it by MonteCarlo-Prop can be lower bounded as $\rho_{\delta \rightarrow \delta_{c}}$. Then from the definition of $\delta$-similar trajectories and Lipschitz continuity of the cost function ( $K_{x}$ is the Lipschitz constant for $\mathbb{X}$ ):

$$
\begin{equation*}
\operatorname{cost}\left(\overline{x_{i-1}^{\prime} \rightarrow x_{i}}\right) \leq \operatorname{cost}\left(\overline{x_{i-1}^{*} \rightarrow x_{i}^{*}}\right)+K_{x} \cdot \delta \tag{6}
\end{equation*}
$$

Lemma 3 guarantees that when $x_{i}$ exists in $\mathcal{B}_{\delta-\delta_{v}}\left(x_{i}^{*}\right)$, then $x_{i}^{\prime}$, returned by the BestNear function with least bound $\gamma$, must have equal or less cost, i.e. $x_{i}^{\prime}$ can be the same state as $x_{i}$ or a different state with smaller or equal cost:

$$
\begin{equation*}
\operatorname{cost}\left(x_{i}^{\prime}\right) \leq \operatorname{cost}\left(x_{i}\right) \tag{7}
\end{equation*}
$$

Consider $\mathcal{B}_{\delta}\left(x_{1}^{*}\right)$, as illustrated in Fig. 4, according to (6) and (7),

Fig. 4 Sequence of covering balls over an optimal trajectory $\pi^{*}$ and nodes/edges generated by SST


$$
\operatorname{cost}\left(\overline{x_{0} \rightarrow x_{1}^{\prime}}\right) \leq \operatorname{cost}\left(\overline{x_{0} \rightarrow x_{1}}\right) \leq \operatorname{cost}\left(\overline{\left(x_{0} \rightarrow x_{1}^{*}\right.}\right)+K_{x} \cdot \delta
$$

Assume this is true for $k$ segments, then: $\operatorname{cost}\left(\overline{x_{0} \rightarrow x_{k}^{\prime}}\right) \leq \operatorname{cost}\left(\overline{x_{0} \rightarrow x_{k}^{*}}\right)+k \cdot K_{x} \cdot \delta$. Consider the cost of the trajectory with $k+1$ segments:

$$
\begin{aligned}
\operatorname{cost}\left(\overline{x_{0} \rightarrow x_{k+1}^{\prime}}\right) & \leq \operatorname{cost}\left(\overline{x_{0} \rightarrow x_{k+1}}\right)=\operatorname{cost}\left(\overline{x_{0} \rightarrow x_{k}^{\prime}}\right)+\operatorname{cost}\left(\overline{x_{k}^{\prime} \rightarrow x_{k+1}}\right) \\
& \leq \operatorname{cost}\left(\overline{x_{0} \rightarrow x_{k}^{*}}\right)+k \cdot K_{x} \cdot \delta+\operatorname{cost}\left(\overline{x_{k}^{\prime} \rightarrow x_{k+1}}\right) \\
& \leq \operatorname{cost}\left(\overline{x_{0} \rightarrow x_{k}^{*}}\right)+k \cdot K_{x} \cdot \delta+\operatorname{cost}\left(\overline{x_{k}^{*} \rightarrow x_{k+1}^{*}}\right)+K_{x} \cdot \delta \\
& =\operatorname{cost}\left(\overline{x_{0} \rightarrow x_{k+1}^{*}}\right)+(k+1) \cdot K_{x} \cdot \delta
\end{aligned}
$$

By induction, this holds for all $k$.
Since the largest $k=\frac{T_{k}^{*}}{T}$, and the cost of the trajectory is its duration,

$$
\operatorname{cost}\left(\overline{x_{0} \rightarrow x_{k}^{\prime}}\right) \leq \operatorname{cost}\left(\overline{x_{0} \rightarrow x_{k}^{*}}\right)+\frac{\operatorname{cost}\left(\overline{x_{0} \rightarrow x_{k}^{*}}\right)}{T} \cdot K_{x} \cdot \delta=\left(1+\frac{K_{x} \delta}{T}\right) \cdot c_{k}^{*}
$$

Recall from Theorem 1, event $E_{k}$ implies event $\left\{Y^{S S T} \leq(1+\alpha \delta) c_{k}^{*}\right\}$.

$$
\mathbb{P}\left(E_{k}^{(n)}\right)=\mathbb{P}\left(\left\{Y_{n}^{S S T} \leq\left(1+\frac{K_{x} \delta}{T}\right) c_{k}^{*}\right\}\right)
$$

As $n \rightarrow \infty$, Theorem 1 guarantees that if $\delta>\delta_{v}+2 \delta_{s}, E_{k}^{(\infty)}$ almost surely happens.

$$
\mathbb{P}\left(\left\{\limsup _{n \rightarrow \infty} Y_{n}^{S S T} \leq\left(1+\frac{K_{x} \delta}{T}\right) c_{k}^{*}\right\}\right)=\lim _{n \rightarrow \infty} \mathbb{P}\left(E_{k}^{(n)}\right)=1
$$

### 4.3 Time Complexity Arguments

Now consider the convergence rate for SST, i.e. the iterations needed to return a near-optimal trajectory with a certain probability. Specifically, the convergence rate depends on the difficulty level of the kinodynamic planning problem which is measured by the probability $\rho_{\delta \rightarrow \delta_{c}}$ of successfully generating a $\delta$-similar trajectory segment connecting two covering balls.

Theorem 3 For a $\delta$-robust optimal trajectory consisting of $k>0$ segments, and $a$ fixed $\rho_{\delta \rightarrow \delta_{c}}>0$, the iterations $N_{\rho_{\delta \rightarrow \delta_{c}}}$ for SST to generate a near-optimal solution with probability greater than $1-e^{-1}$ can be bounded by: $n \leq \frac{1}{1-e^{-1}} \cdot \frac{k}{\gamma \rho_{\delta \rightarrow \delta_{c}}}$.

Theorem 3 argues that in order to achieve at least $1-e^{-1} \approx 63.21 \%$ probability for SST to generate a near-optimal trajectory, the needed iterations can be upper bounded. This bound is in the same order as the expected number of iterations for RRT to return a solution [16]. The iteration bound for RRT to return a feasible solution with probability of at least $1-e^{-1}$ is shown as $\frac{k}{p}$, where $k$ is the number of trajectory segments of the solution and $p$ is the minimum probability to select a vertex in the "attraction sequence". Probability $p$ corresponds to the same concept of $\gamma_{r r t}$ in this paper. RRT models the Extend procedure with an additional assumption such that generating a connection edge between consecutive "attraction wells" shall succeed in one shot. Here, the Extend function corresponds to MonteCarlo-Prop, which generates connection edges with probability at least $\rho_{\delta \rightarrow \delta}$. Therefore, the expected iteration bound for RRT is in the form of $\mathcal{O}\left(\frac{k}{\gamma_{r r t} \cdot \rho_{\delta \rightarrow \delta}}\right)$.

In contrast to RRT* which employs a steering function, the proposed algorithm involves no such functions. All operations for the proposed algorithm are well understood. Therefore, it is possible to evaluate the overall computational cost needed for SST. The proof for Lemmas 5 and 6 are included in an extended version of this work [17].

Lemma 5 For a k segment optimal trajectory with $\delta$ clearance, the expected running time for SST to return a near-optimal solution with $1-e^{-1}$ probability can be evaluated as, $\mathcal{O}\left(\delta^{-d} \cdot \frac{k}{\gamma \rho_{\delta \rightarrow \delta_{c}}}\right)$.

The benefit of SST is that the per iteration cost ends up being lower than that of $R R T$, while a certain form of optimality guarantees can be provided.

Lemma 6 For a k segments trajectory with $\delta$ clearance, the expected running time for the RRT algorithm to return a solution with $1-e^{-1}$ probability can be evaluated as $\mathcal{O}\left(\left(\frac{k}{\gamma_{r r t} \rho_{\delta \rightarrow \delta}}\right) \cdot\left(\log \left(\frac{k}{\gamma_{r r t} \rho_{\delta \rightarrow \delta}}\right)\right)\right)$.

Comparing Lemmas 5 and 6 by quotient, $\mathcal{O}\left(\frac{k / \gamma \rho_{S \rightarrow \delta_{c}}}{k / \gamma_{r r t} \rho_{\delta \rightarrow \delta} \log \left(k / \gamma_{r t t} \rho_{\delta \rightarrow \delta}\right)}\right)=$ $\mathcal{O}\left(\frac{\gamma_{r r t} \rho_{\delta \rightarrow \delta}}{\gamma \rho_{\delta \rightarrow \delta_{c}}} \cdot \frac{1}{-\log \gamma_{r t t} \rho_{\delta \rightarrow \delta}}\right)$. The first term $\frac{\gamma_{r r t} \rho_{\delta \rightarrow \delta}}{\gamma \rho_{\delta \rightarrow \delta_{c}}}$ is a finite value which is shown in [17]. In addition, the second term converges to 0 as $\rho_{\delta \rightarrow \delta}$ decreases to 0 .

Therefore, the expected time complexity of SST is indeed smaller than the expected time complexity of RRT for sufficiently difficult kinodynamic problems. This is mainly because SST keeps a sparse data structure so that the cost of all near neighbor queries, which is asymptotically the most expensive operation in these algorithms, can be bounded by a constant. But this is noticeable only for difficult problems where $\rho_{\delta \rightarrow \delta}$ is sufficiently small. Practically, RRT, perhaps, is still the fastest algorithm to return the first feasible trajectory.

### 4.4 Space Requirements Arguments

A fairly simple fact is stated formally in Lemma 7.
Lemma 7 For any two distinct witnesses of $S S T s_{1}, s_{2} \in S$, where $s_{1} \neq s_{2}$, the distance between them is at least $\delta_{s}$, e.g., $\forall s_{1}, s_{2} \in S:\left\|s_{1}-s_{2}\right\|>\delta_{s}$.

It can then be shown that $S$ can be bounded if $\mathbb{X}_{f}$ is bounded.
Corollary 1 If $\mathbb{X}_{f}$ is bounded, the number of points of the set $S$ and nodes in $\mathbb{V}_{\text {active }}$ is always finite, i.e. $\exists M \in \mathcal{O}\left(\delta^{-d}\right):|S|=\left|V_{\text {active }}\right| \leq M$.

The size of $\mathbb{V}_{\text {inactive }}$ cannot be easily bounded, but if pruning is performed as in the algorithm, the size of $\mathbb{V}_{\text {inactive }}$ is manageable.

Generating the set $S$ corresponds to a variant of Poisson Disk Sampling, a.k.a. Naive Dart-Throwing with the difference that the sampling does not strictly follow a Poisson Distribution. Related research refers to such processes as Matérn Type III point processes [21]. This literature can be utilized to improve the distribution of $S$, i.e., improve its discrepancy and dispersion. In kinematic planning, there have been demonstrations of quasi-random sampling for generating low discrepancy points [15]. The requirement for $S$ is that it has to be evenly distributed such that each Voronoi cell can be bounded by a hyper ball. Therefore, SST can take advantage of deterministic sampling. In addition, "hardcore" point process contributions can be employed for kinodynamic planning by generating $S$ offline, and then running SST.

### 4.5 Asymptotically Optimal Variant

Now consider the SST* algorithm shown in Algorithm 2. It provides a schedule to shrink the parameters of SST. It appropriately merges solving an infinite sequence of $\delta$-robust motion planning problems. It can be proven that $\mathrm{SST}^{*}$ is probabilistically complete and asymptotically optimal. This is done by leveraging decreasing $\delta_{s}$ and $\delta_{v}$ values determined by the scaling parameter $\xi \in(0,1)$ ) and the decreasing $\delta$ of the $\delta$-robust trajectories that are admitted by SST.

```
Algorithm 2: \(\mathrm{SST}^{*}\left(\mathbb{X}, \mathbb{U}, x_{0}, T_{\text {prop }}, \delta_{s, 0}, \delta_{v, 0}, \xi\right)\)
    \(j \leftarrow 0 ; K \leftarrow k_{0}\);
    \(\delta_{s} \leftarrow \delta_{s, 0} ; \delta_{v} \leftarrow \delta_{v, 0} ;\)
    while true do
        \(\operatorname{SST}\left(\mathbb{X}, \mathbb{U}, x_{0}, T_{\text {prop }}, K, \delta_{v}, \delta_{s}\right) ;\)
        \(\delta_{s} \leftarrow \xi \cdot \delta_{s} ; \delta_{v} \leftarrow \xi \cdot \delta_{v} ; j \leftarrow j+1 ;\)
        \(K \leftarrow(1+\log j) \cdot \xi^{-(d+w+1) j} \cdot k_{0} ;\)
```

Theorem 4 SST* is probabilistically complete and is asymptotically optimal.
When the $\delta$ clearance is arbitrarily small, the arguments outlined in Theorems 1 and 2 still hold. The drawback with starting with this arbitrarily small $\delta$ is that SST will not be able to take advantage of sparsity. SST* is able to take advantage of intermediate results, returning near-optimal results quickly, and progressively increasing the number of nodes allowed for nearest neighbor queries, and thereby providing an asymptotically optimal solution.

## 5 Evaluation

In order to evaluate the proposed method, a set of experiments involving several different systems have been conducted. The proposed algorithm, SST, is compared against RRT as a baseline and also with another common algorithm: (a) if a steering function is available, a comparison with $R R T^{*}$ is conducted, (b) if $R R T^{*}$ cannot be used, a comparison with a heuristic alternative based on a "shooting" function is utilized [13].

The shooting function is numerically approximating a steering function but doesn't connect two states exactly. To alleviate this problem, when a rewire is performed, entire subtrees are resimulated with the new end state that is close to the original state. The overall results show that $S S T$ can provide consistently improving path quality given more iterations as $\mathrm{RRT}^{*}$ does for kinematic systems, achieve running time equivalent (if not better) than RRT, and maintain a small number of nodes, all while using a very simple random propagation primitive.

Figure 5 details the various setups that the algorithms have been evaluated on. As a baseline, a kinematic point system is used. This allows a direct comparison of results with $\mathrm{RRT}^{*}$ given that a steering function is easily created. SST still makes use of random propagation in this case, but good behavior is shown in the following sections.

Evaluation was also conducted on pendulum-like systems, which include a single link pendulum, a two-link passive-active acrobot system, and a cart-pole system. In addition, a quadrotor system is considered, where distances are taken in a task space.


Fig. 5 The benchmarks considered in the experiments. Each experiment is averaged over 50 runs for each algorithm

These systems have simple state update equations, but are nonlinear. No steering function is used in these experiments.

One of the more interesting applications of SST is in the domain of planning for physically-simulated systems [3]. SST is able to provide improving path quality given enough time and keeps the number of forward propagations to one per iteration. In this setup, the computational cost of propagation overtakes the cost of nearest
neighbor queries. Nearest neighbor queries become the bottleneck in problems like the kinematic point where propagation and collision checking are cheap. In this respect, SST is specially suited to plan for physically-simulated systems.

### 5.1 Quality of Solution Trajectories

In Fig. 6, the average solution quality to nodes in each tree is shown. This average is a measure of the quality of trajectories that have explored the space being searched. In every case, SST is able to improve quality over time, even in the case of the physically-simulated car. RRT will increase this average over time because it chooses suboptimal nodes and further propagates them.

### 5.2 Time Efficiency

Figure 7 shows time versus iterations plots for each of the systems. The graphs show the amount of time it took to achieve a number of iterations. The running time of SST is always comparable or better than RRT. RRT* has a higher time cost per iteration as expected. Initially SST is slightly slower than RRT for the kinematic point, but becomes increasingly more efficient later on. This is explained by Lemmas 5 and 6 , since SST has better running time than RRT given the sparse data structure. For physically-simulated systems, the computational cost is dominated by the forward propagation, where both RRT and SST perform the same amount.


Fig. 6 The average cost to each node in the tree for each algorithm (RRT, RRT* or the shooting approach, and SST)


Fig. 7 The amount of time needed for each algorithm (RRT, RRT* or the shooting approach, and SST)

### 5.3 Space Efficiency

One of the major gains of using SST is in the smaller number of nodes that are needed in the data structure. Figure 8 shows the number of nodes stored by each of the algorithms. The number of nodes is significantly lower in SST, even when also considering the witness set $S$. The sparse data structure of SST makes the memory requirements quite small, in contrast to $R R T$ and $R R T^{*}$, which don't perform any pruning operations. In the case of the shooting variant, sometimes the inaccuracy of shooting will cause collisions to occur in resimulated trees, pruning them from the tree. This however can lead to losing solution trajectories.


Fig. 8 Number of nodes in the tree (RRT, RRT* or the shooting approach, and SST)

## 6 Discussion

The focus in motion planning has recently shifted towards methods with formal guarantees in terms of path quality. Achieving this objective for systems with dynamics has generally required specialized steering functions $[8,12,32]$. The proposed SST method does not require a steering function but still minimizes the length of the solution trajectory over time. Theoretical analysis and simulated experiments indicate that the running time and space requirements of SST are better even than RRT, which can quickly provide feasible trajectories.

With regard to memory and in contrast to other tree planners, SST builds a sparse data structure. Instead of requiring an infinite number of states, SST keeps a set of finite witnesses for given input parameters. This is reminiscent of grid-based approaches. Nevertheless, SST still provides benefits over such solutions. The grid points in grid-based methods are usually fixed and fully specified upon initialization. The solution trajectories have to go through these grid points. In SST, however, the trajectories can change dynamically, are adaptive to the underlying characteristic of the environment (e.g., presence of obstacles) and do not have to go through the static witnesses. Furthermore, SST is an incremental method. It will only asymptotically require the same set of samples as a grid-based technique and a solution is found fast in practice. Improvements, such as branch-and-bound, can further reduce space requirements.

By removing the requirement for a steering function, SST is well suited to solve problems in other domains where steering functions are difficult to construct. One of these areas is planning under uncertainty, where planning is performed in belief space. It is typically not possible to compute a steering function in this domain, but forward propagation can be used to update a probability distribution. It is also important to evaluate the effectiveness of the approach on real systems with significant dynamics, high-dimensional state spaces, in cluttered spaces and the effects of contacts in the properties of the method.
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# Adaptive Informative Path Planning in Metric Spaces 
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#### Abstract

In contrast to classic robot motion planning, informative path planning (IPP) seeks a path for a robot to sense the world and gain information. In adaptive IPP, the robot chooses the next sensing location using all information acquired so far. The goal is to minimize the robot's travel cost required to identify a true hypothesis. Adaptive IPP is NP-hard. This paper presents Recursive Adaptive Identification (RAId), a new polynomial-time approximation algorithm for adaptive IPP. We prove a polylogarithmic approximation bound when the robot travels in a metric space. Furthermore, our experiments suggest that RAId is efficient in practice and provides good approximate solutions for several distinct robot planning tasks. Although RAId is designed primarily for noiseless observations, a simple extension allows it to handle some tasks with noisy observations.


## 1 Introduction

Path planning usually seeks a collision-free path for a robot to reach a physical location. In contrast, informative path planning (IPP) seeks a path for the robot to sense the world and gain information:

- An unmanned aerial vehicle (UAV) searches a disaster region to pinpoint the location of survivors.
- A mobile manipulator moves around and senses an object with laser range finders [18] or tactile sensors [13] in order to estimate the object pose for grasping.
- An autonomous underwater vehicle inspects a ship hull for the presence of explosive devices [10].

[^31]In all these tasks, the robot has a set of hypotheses on the underlying state of the world-the location of survivors, the pose of an object, etc.-and must move to different locations in order to sense and eventually identify the true hypothesis. Each sensing operation provides new information, which enables the robot to act more effectively in the future. To acquire this information, the robot, however, must move around and incur movement cost, in addition to sensing cost. This paper presents a practical algorithm, recursive adaptive identification (RAId), which computes a near-optimal path for the robot to identify the true hypothesis with minimum movement cost.

IPP contains, as a special case, the well-studied optimal decision tree (ODT) problem, which basically has a single location with all sensing operations. Unfortunately, ODT, even with noiseless sensing, is not only NP-hard, but also NP-hard to approximate within a factor of $(\log n)$, where $n$ is the total number of hypotheses [2].

There are two general classes of algorithms for IPP, nonadaptive and adaptive. In nonadaptive planning, we compute a sequence of sensing operations in advance. A robot executes these operation in order, regardless of the outcomes of operations executed earlier. In adaptive planning, we choose, in each step, new sensing operations conditioned on the outcomes of sensing operations executed earlier. This is clearly more powerful. RAId belongs to the second class.

RAId takes a divide-and-conquer approach, somewhat similar to binary search. Each recursive step of binary search chooses a single most discriminating query that prunes half of all hypotheses. RAId shares the basic idea, but is more complex. There are two main difficulties. First, we cannot choose sensing locations one at a time in isolation, because different locations provide different sensing information and moving to a location affects future choices. Second, when choosing multiple sensing locations together, we must consider not only information gain, but also movement cost. Each recursive step of RAId constructs a near-optimal adaptive plan that traverses a subset of sensing locations, by solving a group Steiner problem [1]. The traversal terminates when the robot encounters an "informative" observation, which guarantees to eliminate a significant fraction of existing hypotheses.

In the following, Sect. 2 briefly surveys related work. Section 3 defines informative path planning and presents RAId. Section 4 analyzes the performance of the algorithm. Section 5 compares RAId with two widely used greedy algorithms. Although our algorithm is designed primarily for noiseless observations, Sect. 6 presents an extension of RAId to handle some tasks with noisy observations. Finally, Sect. 7 discusses limitations of this work and directions for future research.

## 2 Related Work

IPP is important to robotics and various related fields. The importance and the difficulty in efficiently computing optimal solutions for IPP have attracted significant interest in recent years. One idea is to choose a set of "informative" sensing locations and then construct a minimum-cost tour to traverse them [11]. Another idea is
to search for a plan over a finite horizon [10]. Although these heuristic algorithms may work well in practice, they do not provide any theoretical performance guarantee. The NAIVE algorithm replans in each step, using a nonadaptive IPP algorithm, in order to achieve adaptivity [20]. It guarantees near-optimal performance when the adaptivity gap is small, in other words, when adaptive planning does not have significant advantage over nonadaptive planning. Unfortunately the adaptive gap can be exponentially large even for very simple problems [10]. This is unsurprising in light of the well-known benefit of acting adaptively [4, 7]. Furthermore, to achieve nontrivial performance bound, NAIVE requires explicit construction of a submodular function with the locality property [20]. This is not always easy or possible. One strength of NAIVE is its ability to handle noisy observations. Our current work makes the assumption of noiseless observations, though we are extending the algorithm to handle noisy observations (Sect.6).

IPP is closely related to the adaptive traveling salesman (ATSP) problem [9]. In contrast to the standard TSP, the traveling salesman here services only a subset of locations with requests, but does not know this subset initially. When the salesman arrives at a location, he finds out whether there is a request there. The goal is to find an adaptive strategy for the salesman to service all requests and minimize the expected cost of traveling. IPP contains ATSP as a special case. Each hypothesis represents a subset of locations with requests. Each "sensing" operation is binary and answers the query whether the current location has a service request or not. RAId has its root in the isolation algorithm for ATSP [9]. To provide the theoretical performance bound, the isolation algorithm uses linear programming in the inner loop to solve the group Steiner problem. This is impractical. RAId solves the more general IPP problem, which allows arbitrary hypothesis space and non-binary sensing. To solve the group Steiner problem, it uses a combinatorial approximation algorithm [1] that is far more effective in practice.

Our IPP algorithm contains three key elements: information gathering, robot movement cost, and adaptivity. It touches on several important research topics, which contain one or two, but not all three elements. If we focus on information gathering only and ignore robot movement cost, IPP becomes sensor placement, view planning, or ODT, which admits efficient solutions through, e.g., submodular optimization, in both non-adaptive [15] and adaptive settings [7, 13]. If we account for movement cost, there are several nonadaptive algorithms with performance guarantee (e.g., $[12,19]$ ).

Although active localization [6] and simultaneous localization and mapping (SLAM) [5] bear some similarity to IPP, they are in fact different, because IPP assumes that the robot location is fully observable. Reducing active localization or SLAM to IPP incurs significant representational and computational cost.

IPP, as well as other information-gathering tasks mentioned above, can all be modeled as partially observable Markov decision processes (POMDPs) [14], which provide a general framework for planning under uncertainty. However, solving largescale POMDP models near-optimally remains a challenge, despite the dramatic progress in recent years [16, 17, 21]. The underlying structure of IPP allows simpler and more efficient solutions.

## 3 Informative Path Planning

Formally an IPP problem is specified as a tuple $\mathcal{I}=(X, d, H, \rho, O, \mathcal{Z}, r)$. First, $X$ is a finite set of sensing locations, with associated distance metric $d\left(x, x^{\prime}\right)$ for any $x, x^{\prime} \in X$. Next, $H$ is a finite set of hypotheses, and $\rho(h)$ specifies the prior probability of hypothesis $h \in H$ occurring. We also have a finite set of observations $O$ and a set of observation functions $\mathcal{Z}=\left\{Z_{x} \mid x \in X\right\}$, with one observation function $Z_{x}$ for each location location $x$. For generality, we define the observation functions probabilistically: $Z_{x}(h, o)=p(o \mid x, h)$. For noiseless observations, $Z_{x}(h, o)$ is either 1 or 0 . We say that an observation $o$ and a hypothesis $h$ are consistent, if $Z_{x}(h, o)=1$. In this work, we focus mainly on the noiseless case. Finally, $r$ is the robot's start location. To simplify the presentation, we assume $r \notin X$, because either $r$ provides no useful sensing information or the robot has already visited $r$ and acquired the information.

In adaptive planning, the solution is a policy $\pi$, which can be represented as a tree. Each node of the policy tree is labeled with a sensing location $x \in X$, and each edge is labeled with an observation $o \in O$ (Fig. 1). To execute such a policy, the robot starts by moving to the location at the root of the policy tree and receives an observation $o$. It then follows the edge labeled with $o$ and moves to the next location at the child node. The process continues until the robot identifies the true hypothesis. Thus every path in the policy tree of $\pi$ uniquely identifies a hypothesis $h \in H$. Let $C(\pi, h)$ denote the total cost of traversing this path. Our goal is to find a policy that identifies the true hypothesis by taking observations at the chosen locations and minimizes the expected cost of traveling.

We now state the problem formally:
Problem 1 Given an IPP problem $\mathcal{I}=(X, d, H, \rho, O, \mathcal{Z}, r)$, compute an adaptive policy $\pi$ that minimizes the expected cost

$$
\begin{equation*}
C(\pi)=\mathrm{E}_{H} C(\pi, h)=\sum_{h \in H} C(\pi, h) \rho(h) \tag{1}
\end{equation*}
$$



Fig. 1 A policy tree with sensing locations $\{A, B, C, D\}$, observations $\{0,1\}$, hypotheses $\left\{h_{1}, h_{2}, \ldots, h_{5}\right\}$. With noiseless observations, every path in a policy tree from the root to a leaf uniquely identifies a hypothesis. Suppose that a robot follows the shaded path $\sigma$. Then a hypothesis $h$ is consistent with all observations received along $\sigma$ if and only if $h$ belongs to the subtree rooted at the node $D$

We assume without loss of generality that in the worst case, the true hypothesis can be identified by visiting all locations in $X$.

RAId is a recursive divide-and-conquer algorithm. In each recursive step, it constructs a near-optimal adaptive plan to traverse a subset of sensing locations in $X$ and eliminates inconsistent hypotheses using the observations received. The traversal terminates when the robot receives an "informative" observation that reduces the probability of the current hypothesis set $H$ by a half. RAId then recurses on the remaining hypotheses, until identifying the true hypothesis. A sketch of the algorithm is shown in Algorithm 1.

To generate such a traversal, RAId solves a group Steiner problem. A group Steiner problem is defined by two elements. One is an edge-weighted graph $G=$ $\left(V, E, W_{E}\right)$. The other is a collection of groups $\mathcal{V}=\left\{V_{1}, V_{2}, \ldots, V_{m}\right\}$ with corresponding group-weights $W_{\mathcal{V}}=\left\{\nu_{1}, \nu_{2}, \ldots, \nu_{m}\right\}$. Each group $V_{i}$ contains a subset of vertices in $V$. A subgraph of $G$ covers a group $V_{i} \subseteq V$ if the subgraph contains at least one vertex in $V_{i}$. The usual goal of a group Steiner problem is to find a minimum-edge-weight tree that covers a sub-collection of groups with total group-weight at least $\nu$, for some given constant $\nu$. In Algorithm 1, the procedure $\operatorname{GroupSteinerTour}\left(V, E, W_{E}, \mathcal{V}, W_{\mathcal{V}}, \nu\right)$ computes a group Steiner tour, i.e., a cycle in a graph-theoretic sense, instead of a tree.

```
Algorithm 1 RAId
    procedure \(\operatorname{RAId}(X, d, H, \rho, O, \mathcal{Z}, r)\)
        if \(|H|=1\) then
            return \(H\).
        else
            \(\nu \leftarrow \min \left(0.5,1-\max _{h \in H} \rho(h)\right)\).
            \(\tau \leftarrow \operatorname{GroupSteInERTOUR}\left(X, X \times X, d,\left\{X_{h}\right\}_{h \in H}, \rho, \nu\right)\),
            where \(\tau=\left(x_{0}, x_{1}, \ldots, x_{t}\right)\) and \(x_{0}=x_{t}=r\).
            \((H, r) \leftarrow \operatorname{EXECUTEPLAN}(\tau, H, r)\).
            Renormalize the probability \(\rho(h)\) for all \(h \in H\) so that \(\sum_{h \in H} \rho(h)=1\).
            \(\operatorname{RAId}(X, d, H, \rho, O, \mathcal{Z}, r)\)
    procedure ExEcutePlan \((\tau, H, r)\)
        \(i \leftarrow 1\).
        repeat
            \(r \leftarrow x_{i}\).
            Visit location \(r\) and receive observation \(o\).
            Remove from \(H\) all hypotheses inconsistent with \(o\).
            \(i \leftarrow i+1\).
        until \(o \in \Omega_{r}\) or \(i=t\).
        \(r \leftarrow x_{t}\).
        Move to location \(r\).
        return \((H, r)\).
```

For IPP, the graph in the group Steiner problem is the complete graph over $X$, and the edge-weight between two vertices $x$ and $x^{\prime}$ is $d\left(x, x^{\prime}\right)$.

A key step in our construction is to define the groups. Let $H_{x, o} \subseteq H$ be the subset of hypotheses consistent with observation $o$ at $x$. We define the informative observation set at $x$ :

$$
\begin{equation*}
\Omega_{x}=\left\{o \mid p\left(H_{x, o}\right) \leq 0.5\right\} . \tag{2}
\end{equation*}
$$

By definition, $H_{x, o}$ has small probability (less than 0.5 ), and $H \backslash H_{x, o}$, the set of hypotheses inconsistent with $o$, has large probability (greater than 0.5 ). As a result, upon receiving $o$, each recursive step of RAId prunes all inconsistent hypotheses $H \backslash H_{x, o}$ and reduces the probability of remaining consistent hypotheses by at least a half (see Lemma 1). In this sense, each observation $o \in \Omega_{x}$ is informative. Let $o_{x}^{*}$ be the most likely observation at $x: o_{x}^{*}=\arg \max _{o \in O} p\left(H_{x, o}\right)$. It is interesting to observe that

$$
\Omega_{x}= \begin{cases}O & \text { if } p\left(H_{x, o_{x}^{*}}\right) \leq 0.5 \text { for all } o \in O \\ O \backslash\left\{o_{x}^{*}\right\} & \text { otherwise }\end{cases}
$$

Now we define one group for each hypothesis $h \in H$ :

$$
\begin{equation*}
X_{h}=\left\{x \in X \mid Z_{x}(h, o)=1 \text { for some } o \in \Omega_{x}\right\} \tag{3}
\end{equation*}
$$

which contains all locations having informative observations consistent with $h$. The group-weight for $X_{h}$ is simply $\rho(h)$.

Finally, we set the target $\nu=\min \left(0.5,1-\max _{h \in H} \rho(h)\right)$. RAId guarantees that by traversing such a group Steiner tour, the robot will prune inconsistent hypotheses with total probability at least $\nu$. It would be desirable, but is not possible to simply set $\nu=0.5$. If the true hypothesis has high probability, RAId may not be able to achieve substantial pruning, as the remaining hypotheses have small total probability.

GroupSteinerTour first solves for a group Steiner tree $T$ using a greedy approximation algorithm [1] and then applies Christofides' metric TSP approximation algorithm [3] to the vertex set of $T$ in order to generate a tour. Both approximation algorithms rely critically on the the metric property of the edge weight $d$.

RAId is an online algorithm, which interleaves planning and plan execution. It plans a tour (Algorithm 1, line 6). The robot then traverses the locations on the tour (Algorithm 1, line 7). At each location, the robot prunes all hypotheses inconsistent with the received observation. It ends the traversal and returns to the start location, after receiving an observation in the informative observation space or exhausting the tour. RAId guarantees that the traversal either reduces the probability of consistent hypotheses by a half or identifies the true hypothesis (see Lemma 1).

## 4 Analysis

Our analysis consists of two main steps. In the first step, we analyze a variant of IPP, called rooted IPP, in which the robot must return to the start location $r$ in the end. Our main idea is to show that each group Steiner tour computed enables the robot to either prune inconsistent hypotheses with probability at least 0.5 or identify the true hypothesis (Lemma 1). Furthermore, the robot traversing such a tour incurs a cost not more than twice the expected cost of an optimal policy (Lemmas 2 and 3). By bounding the number of recursive calls to RAId, we then obtain a result on its performance for rooted IPP (Theorem 1). In the second step, we exploit this result to bound the performance of RAId for IPP itself (Theorem 2).

We consider only rooted IPP for Lemmas 1-4 and Theorem 1.
Lemma 1 Let $H^{\prime} \subset H$ be the set of remaining hypotheses after a single recursive call to RAId. Then, either $p\left(H^{\prime}\right) \leq 0.5$ or $\left|H^{\prime}\right|=1$.

Proof In each recursive call to RAId, the robot follows a group Steiner tour $\tau$. If it receives an observation $o \in \Omega_{x}$ at some location $x$ on $\tau$, then the robot returns to $r$ immediately (Algorithm 1, line 19) and $p\left(H^{\prime}\right)=p\left(H_{x, o}\right) \leq 0.5$ by definition of $\Omega_{x}$. Otherwise, the robot visits every location $x$ on $\tau$ and receives at every $x$ an observation $o_{x}^{*} \notin \Omega_{x}$. Consider $x \in X_{h}$ for some $x$ on $\tau$ and $h \in H$. If the robot receives the observation $o_{x}^{*} \notin \Omega_{x}$ at $x$, then $h$ is inconsistent with $o_{x}^{*}$ by the definition of $X_{h}$ and is pruned. Since the target of our group Steiner problem is $\nu$, the pruned hypotheses has probability at least $\nu$, and the remaining hypothesis set $H^{\prime}$ has probability at most $1-\nu$. If there is a single hypothesis $h^{*}$ with $p\left(h^{*}\right) \geq$ 0.5 , then $h^{*}$ must be the only remaining hypothesis. Otherwise, $p\left(H^{\prime}\right) \leq 1-\nu$ $\leq 0.5$.

Next, we bound the edge-weight of an optimal group Steiner tour.
Lemma 2 Let $\pi^{*}$ be an optimal policy for a rooted IPP problem $\mathcal{I}$. Let $W^{*}$ be the total edge-weight of an optimal group Steiner tour for $\mathcal{I}$. Then $W^{*} \leq 2 C\left(\pi^{*}\right)$.

Proof First, we extract a path $\sigma$ from an optimal policy tree $\pi^{*}$ and use $\sigma$ to construct a feasible, but not necessarily optimal solution $\sigma_{\mathrm{r}}$ to the group Steiner problem for $\mathcal{I}$. Next, we show that the optimal policy traverses $\sigma$ with probability at least 0.5 . This allows us to bound the total edge-weight of $\sigma_{\mathrm{r}}$ and thus that of an optimal group Steiner tour by the cost of the optimal policy. Let $\left(r, x_{1}, x_{2}, \ldots, r\right)$ be a path in the optimal policy tree $\pi^{*}$ such that every edge following a node $x_{i}$ in the path is labeled with the most likely observation $o_{x_{i}}^{*}=\arg \max _{o \in O} p\left(H_{x_{i}, o}\right)$. For any subpath $\phi$, $H_{\phi}=\left\{h \in H \mid Z_{x_{i}}\left(h, o_{x_{i}}^{*}\right)=1\right.$ for all $x_{i}$ in $\left.\phi\right\}$ is the set of hypotheses consistent with the observations received at all locations in $\phi$. Let $\sigma=\left(r, x_{1}, x_{2}, \ldots, x_{s}\right)$ be the shortest subpath of $\left(r, x_{1}, x_{2}, \ldots, r\right)$ such that $p\left(H_{\sigma}\right) \leq 1-\nu$, where the length of $\sigma$ is measured in the number of nodes in the path.

We now show that the tour $\sigma_{\mathrm{r}}=\left(r, x_{1}, x_{2}, \ldots, x_{s}, r\right)$ is a feasible solution to the group Steiner tour problem. The key issue is to determine the total group-weight of
$\mathcal{X}$, the collection of groups covered by $x_{1}, x_{2}, \ldots, x_{s}$. At each location $x_{i}$ on $\sigma$, the robot receives an observation $o_{x_{i}}^{*}$. If a hypothesis $h \in H$ is inconsistent with $o_{x_{i}}^{*}$, then $h$ must be consistent with some $o \neq o_{x_{i}}^{*}$, i.e., $Z_{x_{i}}(h, o)=1$ for $o \in \Omega_{x_{i}}$. Then $x_{i} \in X_{h}$ by definition. In other words, $x_{i}$ covers $X_{h}$ if $h$ is inconsistent with $o_{x_{i}}^{*}$ at $x_{i}$, and $\mathcal{X}=\left\{X_{h} \mid Z_{x_{i}}\left(h, o_{x_{i}}^{*}\right)=0\right.$ for some $x_{i}$ in $\left.\sigma\right\}$. Since $p\left(H_{\sigma}\right) \leq 1-\nu$, the total group-weight of $\mathcal{X}$ must be least $\nu$. This proves that $\sigma_{\mathrm{r}}$ is a feasible group Steiner tour.

Now consider the subpath $\sigma^{\prime}=\left(r, x_{1}, x_{2}, \ldots, x_{s-1}\right)$. We have $p\left(H_{\sigma^{\prime}}\right)>1-\nu$, as $\sigma$ is the shortest path with $p\left(H_{\sigma}\right) \leq 1-\nu$. To bound the expected cost of the optimal policy $\pi^{*}$,

$$
C\left(\pi^{*}\right)=\sum_{h \in H} \rho(h) C\left(\pi^{*}, h\right) \geq \sum_{h \in H_{\sigma^{\prime}}} \rho(h) C\left(\pi^{*}, h\right) .
$$

For any $h \in H_{\sigma^{\prime}}$, the path that leads to $h$ in the optimal policy tree $\pi^{*}$ must contain $\sigma$ as a subpath. Thus,

$$
C\left(\pi^{*}\right) \geq \sum_{h \in H_{\sigma^{\prime}}} \rho(h) w\left(\sigma_{\mathrm{r}}\right) \geq(1-\nu) w\left(\sigma_{\mathrm{r}}\right) \geq(1-\nu) W^{*},
$$

where $w\left(\sigma_{\mathrm{r}}\right)$ is the total edge-weight of the tour $\sigma_{\mathrm{r}}$. Rearranging the inequality above, we get

$$
W^{*} \leq \frac{1}{1-\nu} \cdot C\left(\pi^{*}\right) \leq 2 C\left(\pi^{*}\right)
$$

Lemma 3 If RAId computes an optimal group Steiner tour, then the robot travels a path with cost at most $2 C\left(\pi^{*}\right)$ in each recursive step of RAId.

Proof In each recursive step of RAId, the robot travels a path whose cost is bounded by the total edge-weight of the group Steiner tour computed. The conclusion then follows directly from Lemma 2.

Before moving to our first theorem, we need to connect a rooted IPP problem to its subproblems, as RAId is recursive.

Lemma 4 Suppose that $\pi^{*}$ is an optimal policy for a rooted IPP problem $\mathcal{I}$ with hypothesis set $H$ and prior probability distribution $\rho$. Let $\left\{H_{1}, H_{2}, \ldots, H_{n}\right\}$ be a partition of $H$, and let $\pi_{i}^{*}$ be an optimal policy for the subproblem $\mathcal{I}_{i}$ with hypothesis set $H_{i}$ and prior probability distribution $\rho_{i}$, where $\rho_{i}(h)=\rho(h) / \rho\left(H_{i}\right)$ for each $h \in H_{i}$. Then we have

$$
\sum_{i=1}^{n} \rho\left(H_{i}\right) C\left(\pi_{i}^{*}\right) \leq C\left(\pi^{*}\right)
$$

Proof For each subproblem $\mathcal{I}_{i}$, we can construct a feasible policy $\pi_{i}$ for $\mathcal{I}_{i}$ from the optimal policy $\pi^{*}$ for $\mathcal{I}$. Consider the policy tree $\pi^{*}$. Every path from the root of $\pi^{*}$
to a leaf uniquely identifies a hypothesis $h \in H$. So we choose the policy tree $\pi_{i}$ as the subtree of $\pi^{*}$ that consists of all the paths leading to hypotheses in $H_{i}$. Clearly $\pi_{i}$ is feasible, as it identifies all the relevant hypotheses. Then,

$$
\begin{aligned}
\sum_{i=1}^{n} \rho\left(H_{i}\right) C\left(\pi_{i}^{*}\right) & \leq \sum_{i=1}^{n} \rho\left(H_{i}\right) C\left(\pi_{i}\right) \\
& \leq \sum_{i=1}^{n} \rho\left(H_{i}\right) \sum_{h \in H_{i}} \frac{\rho(h)}{\rho\left(H_{i}\right)} \cdot C\left(\pi_{i}, h\right) \\
& =\sum_{h \in H} \rho(h) C\left(\pi^{*}, h\right)=C\left(\pi^{*}\right)
\end{aligned}
$$

We are now ready to bound the performance of RAId for rooted IPP, under an assumption.

Theorem 1 Let $\pi$ denote the policy that RAId computes for a rooted IPP problem. If RAId computes an optimal group Steiner tour in each step, then

$$
C(\pi) \leq 2(\log (1 / \delta)+1) C\left(\pi^{*}\right)
$$

where $C(\pi)$ is the expected cost of RAId and $\delta=\min _{h \in H} \rho(h)$.
Proof By Lemma 1, if a recursive step of RAId does not terminate, it reduces the probability of consistent hypotheses by a factor of $1 / 2$. For any $h \in H$, the number of recursive steps required is then at most $\log (1 / \delta)+1$.

We now complete the proof by induction on the number of recursive calls to RAId. For the base case of $k=1$ call, $C(\pi) \leq 2 C\left(\pi^{*}\right)$ by Lemma 3. Assume that $C(\pi) \leq 2(k-1) C\left(\pi^{*}\right)$ when there are at most $k-1$ recursive calls. Now consider the induction step of $k$ calls. The first recursive call partitions the hypothesis set $H$ into a collection of mutually exclusive subsets, $H_{1}, H_{2}, \ldots, H_{n}$. Let $\mathcal{I}_{i}$ be the subproblem with hypothesis set $H_{i}$ and optimal policy $\pi_{i}^{*}$, for $i=1,2, \ldots, n$. After the first recursive call, it takes at most $k$ additional calls for each $\mathcal{I}_{i}$. In the first call, the robot incurs a cost at most $2 C\left(\pi^{*}\right)$ by Lemma 3 . For each $\mathcal{I}_{i}$, the robot incurs a cost at most $2(k-1) C\left(\pi_{i}^{*}\right)$ in the remaining $k-1$ calls, by the induction hypothesis. Putting together this with Lemma 4, we conclude that the robot incurs a total cost of at most $2 k C\left(\pi^{*}\right)$ when there are $k$ calls.

Finally, we use Theorem 1 to analyze the performance of RAId on IPP rather than rooted IPP. To start, we argue that a rooted IPP solution provides a good approximate solution for IPP.

Lemma 5 An $\alpha$-approximation algorithm for rooted IPP is a $2 \alpha$-approximation algorithm for IPP.

Proof Let $C^{*}$ and $C_{\mathrm{r}}^{*}$ be the expected cost of an optimal policy for an IPP problem $\mathcal{I}$ and for a corresponding rooted IPP problem $\mathcal{I}_{r}$, respectively. Since any policy for $\mathcal{I}$ can be turned into a policy for $\mathcal{I}_{\mathrm{r}}$ by retracing the solution path back to the start location, we have $C_{\mathrm{r}}^{*} \leq 2 C^{*}$. An $\alpha$-approximation algorithm for rooted IPP computes a policy $\pi$ for $\mathcal{I}_{\mathrm{r}}$ with expected $\operatorname{cost} C_{\mathrm{r}}(\pi) \leq \alpha C_{\mathrm{r}}^{*}$. It then follows that $C_{\mathrm{r}}(\pi) \leq \alpha C_{\mathrm{r}}^{*} \leq 2 \alpha C^{*}$ and this algorithm provides a $2 \alpha$-approximation to the optimal solution of $\mathcal{I}$.

To obtain our main result, we need to address two remaining issues. First, Theorem 1 assumes that RAId computes an optimal group Steiner tour. This is, however, not achievable in polynomial time under standard assumptions. RAId uses a polynomial-time greedy algorithm [1] that computes a group Steiner tree $T$ with a guaranteed approximation factor. It then applies Christofides' metric TSP algorithm [3] to the vertex set of $T$ and generates a tour, instead of traversing $T$ directly, because Christofides algorithm provides a guaranteed 3/2-approximation to the optimal TSP tour. Second, the greedy group Steiner approximation algorithm assumes integer group-weights. To apply this algorithm and obtain the approximation bound, we assume that the prior probabilities are coded in non-negative integers. We remove the renormalization step (Algorithm 1, line 8) and make other minor changes accordingly. Normalization of probabilities is not necessary for RAId. It only simplifies presentation.

Theorem 2 Let $\mathcal{I}=(X, d, H, \rho, O, \mathcal{Z}, r)$ be an IPP problem. Assume that the prior probability distribution $\rho$ is represented as non-negative integers with $\sum_{h \in H} \rho(h)=$ P. Let $\delta=\min _{h \in H} \rho(h) / P$. For any constant $\epsilon>0$, RAId computes a policy $\pi$ for $\mathcal{I}$ in polynomial time such that $C(\pi) \in O\left((\log |X|)^{2+\epsilon} \log P \log (1 / \delta)\right.$ $C\left(\pi^{*}\right)$ ).

Proof In the group Steiner problem for $\mathcal{I}$, the vertex set is $X$. The greedy approximation in RAId computes an $\alpha$-approximation $T$ to the optimal group Steiner tree $T^{*}$ [1], with $\alpha \in O\left((\log |X|)^{2+\epsilon} \log P\right)$. The total edge-weight of an optimal group Steiner tree, $w\left(T^{*}\right)$, must be less than that of an optimal group Steiner tour, $W^{*}$, as we can remove any edge from a tour and turn it into a tree. Thus, $w(T) \leq \alpha w\left(T^{*}\right) \leq \alpha W^{*}$. Applying Christofides' metric TSP to the vertices of $T$ produces a tour $\tau$, which has weight $w(\tau) \leq 2 w(T)$, using an argument similar to that in [3]. It then follows that $w(\tau) \leq 2 \alpha W^{*}$. In other words, RAId obtains a $2 \alpha$-approximation to the optimal group Steiner tour. Putting this together with Theorem 1 and Lemma 5, we get the desired approximation bound. The algorithm clearly runs in polynomial time.

IPP is an NP-hard optimization problem. RAId provides a polylogarithmic approximation algorithm that runs in polynomial time. We further show in the next section that RAId works well in practice.

## 5 Implementation and Experiments

It is probably unsurprising that the robot actually does not need to return to the start position, line 18-19) in each recursive step (Algorithm 1). This is mainly to simplify the analysis. For the experiments, we implemented a RAId variant without these two lines.

For comparison, we also implemented two greedy algorithms. The first one, Information gain (IG), is widely used in practice. Let $Q$ denote that random variable that represents the true hypothesis. Suppose that the robot is currently located at $x$. If it receives observation $o$ at the next location $x^{\prime}$, the information gain is $\mathbb{H}(Q)-\mathbb{H}\left(Q \mid x^{\prime}, o\right)$, where $\mathbb{H}$ denotes the Shannon entropy. Entropy measures the uncertainty in a random variable. Reducing entropy is the same as gaining information. IG always chooses the next location to maximize the expected information gain in a greedy manner:

$$
\max _{x^{\prime} \in X} \sum_{h \in H} \sum_{o \in O}\left(\mathbb{H}(Q)-\mathbb{H}\left(Q \mid x^{\prime}, o\right)\right) p\left(o \mid x^{\prime}, h\right) p(h) .
$$

To account for robot movement cost, one simple way is to maximize information gain per unit movement cost (IG-Cost), again in a greedy manner:

$$
\max _{x^{\prime} \in X} \sum_{h \in H} \sum_{o \in O} \frac{\mathbb{H}(Q)-\mathbb{H}\left(Q \mid x^{\prime}, o\right)}{d\left(x, x^{\prime}\right)} p\left(o \mid x^{\prime}, h\right) p(h) .
$$

We implemented all three algorithms in the Clojure language and compared their performance in simulation (Table 1). For each test case, we ran the algorithms on every hypothesis in $H$ and calculated the average policy cost weighted by the prior probabilities. Although cost is our main performance measure, we also recorded total planning time for completeness (Table 1). The running times were obtained on

Table 1 Performance comparison

|  | $\|X\|$ | $\|H\|$ | $\|O\|$ | Cost |  |  |  |  |  |  |  | Time (s) |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | IG | IG-Cost | RAId | IG | IG-Cost | RAId |  |  |  |  |  |
| 2-Star $(\mathrm{d}=10, \mathrm{n}=5)$ | 37 | 32 | 2 | 25.3 | 32.9 | 19.0 | 0.03 | 0.03 | 0.13 |  |  |  |  |  |
| 2-Star $(\mathrm{d}=10, \mathrm{n}=6)$ | 70 | 64 | 2 | 27.9 | 22.3 | 21.0 | 0.10 | 0.12 | 0.34 |  |  |  |  |  |
| 2-Star $(\mathrm{d}=53, \mathrm{n}=6)$ | 70 | 64 | 2 | 102.1 | 62.0 | 64.0 | 0.13 | 0.75 | 1.07 |  |  |  |  |  |
| 2-Star $(\mathrm{d}=53, \mathrm{n}=7)$ | 135 | 128 | 2 | 102.4 | 127.4 | 69.4 | 0.40 | 5.58 | 1.22 |  |  |  |  |  |
| 2-Star $(\mathrm{d}=53, \mathrm{n}=8)$ | 264 | 256 | 2 | 100.9 | 257.7 | 68.0 | 1.39 | 3.35 | 4.96 |  |  |  |  |  |
| Grasping | 170 | 144 | 154 | 2822.9 | 839.9 | 690.1 | 2.39 | 4.14 | 6.43 |  |  |  |  |  |
| UAV Search | 128 | 64 | 2 | 97.2 | 142.7 | 74.7 | 0.45 | 2.54 | 7.23 |  |  |  |  |  |

"Cost" is the average cost of a computed policy over all hypotheses. "Time" is the average total planning time, excluding the time for plan execution
a computer server with an Intel Xeon 2.4 GHz processor. Overall, RAId takes longer computation time than the two greedy algorithms, but produces much better policies. Although our implementation is not optimized as a result of the implementation language, the running times, which are on the order of seconds for these moderatescale test problems, are adequate for a range of online robot planning tasks.

### 5.1 2-Star Graph

We start with a simple example to gain some understanding of the main issues. There are a total of $2^{n}$ possible hypotheses $H=\left\{0,1,2, \ldots, 2^{n}-1\right\}$, with equal probability of occurring. Each hypothesis $h \in H$ is coded in its binary representation.

To identify the true hypothesis, the robot visits the nodes in a graph consisting of two connected stars (Fig. 2). One star has center $b_{n}$ and $n$ peripheral nodes $b_{0}, b_{2}, \ldots, b_{n-1}$. The other star has center $s_{2^{n}}$ and $2^{n}$ peripheral nodes $s_{0}, s_{1}, \ldots$, $s_{2^{n}-1}$. There is an edge connecting the two centers nodes, with edge-weight $d$. The weight for an edge between a center and a connected peripheral node is 1 . The set $X$ contains only the peripheral nodes and not the two centers, $b_{n}$ and $s_{2^{n}}$, which only serve the purpose of connecting the peripheral nodes. The robot is initially located at $s_{0}$.

At each node $b_{i}$ in $X$, the robot receives observation 1 if the $i$ th bit of a hypothesis $h$ is 1 , and receives 0 otherwise. At each node $s_{i}$ in $X$, the robot receives observation 1 if $h=i$, and receives 0 otherwise. Clearly the $b$-nodes provide much more informative observations than the $s$-nodes. The observations at $b$-nodes behave like binary search, while the observations at $s$-nodes behave like sequential search. Since the robot starts at $s_{0}$, the main issue is to decide whether to pay the high cost of traversing the interstar edge in order to benefit from the more informative observations at the $b$-nodes. Unfortunately, even in this very simple example, the issue cannot be resolved locally.

RAId has the best or close to the lowest cost in all instances (Table 1). IG-Cost reasons about cost, but it is unable to decide optimally whether to jump to $b$-nodes or stay on $s$-nodes. When $d=10$, IG-Cost transits to the $b$-nodes because it is not deterred by distance. However, it turns out to be profitable to jump to $b$-nodes only when $n=6$. Hence, IG-Cost performs worse in $n=5$. When we increase distance $d$ to 53 , IG-Cost is misled by the greedy local analysis and decides to stay at the $s$-nodes simply because it is cheaper to reach them. Its performance degrades quickly

Fig. 2 The 2-star graph

as the number of hypotheses increases. In fact, IG-Cost's regret, measured against the optimal solution, increases exponentially, as $n$ increases. Interestingly, IG sometimes performs better than IG-Cost. This is, however, coincidence. By completely ignoring the movement cost, IG naturally moves the $b$-nodes, which provide more informative observations.

### 5.2 Grasping a Cup

There are two cups on the table, one with a handle and one without. A robot arm needs to lift the cup with a handle by grasping on the handle (Fig.3). Using an external camera placed on the left side of the table, the robot can accurately sense the positions of the two cups. However, due to occlusion, it is uncertain which cup has a handle and where the handle is.

Each hypothesis $(\kappa, \theta)$ has two parameters: $\kappa$ is a binary value that indicates which cup has a handle, and $\theta$ is the cup's orientation, which determines the handle location. The handle must face away from the camera. So those hypotheses have higher prior probabilities.

The robot arm has a single-beam laser range finder mounted at its the wrist. The range finder reports the (discretized) distance to the nearest object in the direction that the range finder is facing.

We sample seven wrist positions $x_{1}, x_{2}, \ldots, x_{7}$ around the cups (Fig. 3). At each position, the robot can pan the range finder in the plane parallel to the tabletop. Panning by a fixed amount incurs a cost of 4 . Moving the wrist from one position to another incurs a higher cost: the distance between the current position and the target


Fig. 3 Grasp the cup with a handle. The figure shows the side view and the top view of the same robot configuration with the robot hand on the right side of the table
position, scaled up by a factor of 15 . The robot arm starts at wrist position $x_{1}$ on the left side of the table.

RAId again has the lowest cost. Under RAId, the robot moves progressively from $x_{1}$ to $x_{7}$ and pans the range finder at each position to take observations. This is a good strategy, because it avoids excessive robot arm movement, which incurs high cost. IG-Cost does not perform as well here. The robot moves to $x_{6}$ in the first step, because it expects to see the handle from there with high probability according to the prior. However, with small probability, the cup is oriented so that the handle is not visible from $x_{6}$. In this case, the robot must pay a high cost to travel back to the other positions. It turns out that on the average, the aggressive move to $x_{6}$ does not pay off. This example clearly shows the weakness of greedy strategies, which do not plan multiple steps ahead. IG performs very poorly, because it completely ignores the difference in action costs and moves the robot arm excessively between the various wrist positions in order to seek sometimes minor additional information gain.

### 5.3 UAV Search

A UAV searches for a stationary target in an area modeled as an $8 \times 8$ grid (Fig.4) and must identify the grid cell that contains the target. Initially the target lies in any of the cells with equal probabilities.

The UAV can operate at two different altitudes. At the high altitude, it uses a long range sensor that determines whether the $3 \times 3$ grid around its current location contains the target. At the low altitude, the UAV uses a more accurate short-range sensor that determines whether the current grid cell contains the target. Some grid cells are not visible from the high altitude because of occlusion, and the UAV must descend to the low altitude in order to search these cells.


Fig. 4 Search for a stationary target in an $8 \times 8$ grid. At the high altitude, the long-range sensor provides no information in the area shaded in gray, due to occlusion. The red curve indicates one sample path generated by RAId

The UAV starts at the low altitude. We use the Manhattan distance between two grid cells as the basis of calculating the movement cost. The cost of flying between two adjacent cells at the high altitude is 1 . The corresponding cost at the low altitude is 4 . The cost to move between high and low altitudes is 10 .

One may think that the optimal strategy is for the UAV to rise to the high altitude, search and locate the target in a $3 \times 3$ area, and finally descend to the low altitude in order to localize the target precisely. RAId, however, does not always do this, because the cost of descending is high. Figure 4 shows a sample run of RAId. After identifying the $3 \times 3$ area, the UAV stays at the high altitude. It moves around in the neighborhood and fuses the observations received to localize the target precisely without descending.

IG-Cost does not perform well, again because it does not plan multiple steps ahead. It fails to recognize that although the cost of climbing to the high altitude seems high in one step, the cost can be amortized over many future high-altitude observations, which are more informative. Under IG-Cost, the UAV always stays on the low altitude and does not climb up.

## 6 Noisy Observations

Although RAId is designed for noiseless observations, we now describe a simple extension, Noisy RAId , to handle noisy observations. Our strategy is first to create a noiseless IPP problem $\mathcal{I}^{\prime}=\left(X, d, H^{\prime}, \rho^{\prime}, O, \mathcal{Z}^{\prime}, r\right)$ from the original noisy one $\mathcal{I}=$ $(X, d, H, \rho, O, \mathcal{Z}, r)$, by associating a hypothesis with observations. For noiseless observations, each hypothesis $h$ has a unique observation vector ( $\left.o_{1}, o_{2}, \ldots, o_{|X|}\right)$, where $Z_{x_{i}}\left(h, o_{x_{i}}\right)=1$ for each location $x_{i} \in X$. This one-to-one relationship allows us to represent a hypothesis by its associated observation vector. The hypothesis space $H$ is then simply a set of points in $O^{|X|}$. For noisy observations, the one-toone relationship no longer holds, but the intuition of associating hypotheses with their observation vectors remains valid.

Formally we set $H^{\prime}=O^{|X|}$. For a hypothesis $h^{\prime}=\left(o_{1}, o_{2}, \ldots, o_{|X|}\right)$ in $H^{\prime}$, the prior probability of $h^{\prime}$ is the probability of observing $h^{\prime}$ if the robot visits all locations in $X: \rho^{\prime}\left(h^{\prime}\right)=\sum_{h \in H} \rho(h) \prod_{i=1}^{|X|} Z_{x_{i}}\left(h, o_{i}\right)$. Finally, the observation function $Z_{x_{i}}^{\prime}\left(h^{\prime}, o\right)=1$ if $o=o_{i}$.

Noisy RAId applies RAId to $\mathcal{I}^{\prime}$ with three changes:

- For computational efficiency, we sample a set of $n$ hypotheses from $H^{\prime}$ in each recursive step of RAId and use it an approximate representation of $H^{\prime}$.
- Although $\mathcal{I}$ is transformed into $\mathcal{I}^{\prime}$, our goal is still to acquire information on the original hypothesis space $H$. We maintain a probability distribution over $H$. Initially, $b=\rho$. Because of noise, we cannot use an observation to eliminate a

Table 2 The performance of noisy RAId on the UAV search task with noisy observations

| Noise | Cost | $n=192$ | $n=320$ |
| :--- | :--- | :--- | :--- |
|  | $n=128$ | 104.6 | 106.1 |
| 0.01 | 110.1 | 135.5 | 131.3 |
| 0.05 | 131.9 |  |  |

Noise level $\sigma$ means that the high-altitude sensor reports a false observation with probability $\sigma$, and $n$ is the number of samples
hypothesis $h \in H$, but we can update their probabilities using the Bayes rule. Suppose that the robot receives a new observation $o$ at location $x$. We replace Algorithm 1, line 15 with

$$
b(h) \leftarrow \eta Z_{x}(h, o) b(h) \text { for every } h \in H,
$$

where $\eta$ is a normalization constant.

- Finally, we terminate RAId if the most likely hypothesis $h^{*}=\arg \max _{h \in H} b(h)$ has probability greater than or equal to a given constant $\gamma \in(0,1])$.

Under the assumption of noiseless observations, Noisy RAId reverts back RAId. To see this, note that in the first change, we may exhaustively sample every hypothesis in $H$ and make $H^{\prime}=H$. In the second change, $Z_{x}(h, o)$ is either 1 or 0 . Bayesian update is then equivalent to hypothesis elimination. In the third change, we set $\gamma=1$.

We performed preliminary experiments to evaluate this idea on the UAV Search task (Sect. 5.3) with two different noise levels for the high-altitude sensor. The termination condition $\gamma$ was set to 0.99 . We evaluated multiple settings with different numbers of samples. For each setting, we run one trial for every hypothesis $h \in H$ and averaged performance statistics. The results, reported in Table 2, are promising. Although the size of $H^{\prime}$ is $2^{128}$, the algorithm identifies the true hypothesis correctly for every trial with only a few hundred samples in all settings. In other words, it always identifies the correct hypothesis according to the ground truth. In general, the robot's travel cost increases with noisy observations, as expected. With more samples, we expect the algorithm to compute a better policy with lower cost. However, the trend in the data is not definitive. Either a small number of samples is sufficient in this case to produce a near-optimal policy or a much larger number of samples is needed for significant improvement. Further investigation is required.

## 7 Conclusion

RAId is a new algorithm for the NP-hard informative path planning problem. We show that it computes a polylogarithmic approximation to the optimal solution in polynomial time, when the robot travels in a metric space. Furthermore, our experiments demonstrate that RAId is efficient in practice and provide good
approximate solutions for several distinct robot planning tasks. Although RAId is designed primarily for noiseless observations, a simple extension allows it to handle some tasks with noisy observations. However, theoretical guarantees for RAId no longer hold when there are noisy observations. Our simple extension to RAId may benefit from borrowing ideas from algorithms for noisy Bayesian active learning such as [8].

To expand the use of RAId, there are two main challenges. One is to develop a principled and practical treatment of noisy observations with performance guarantee. The other is scalability. Currently, RAId uses a "flat" representation, which explicitly enumerates every possible hypothesis. Hierarchical or factored representations will be needed in order to scale up to very large hypothesis spaces.
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# The Feasible Transition Graph: Encoding Topology and Manipulation Constraints for Multirobot Push-Planning 
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#### Abstract

Planning for multirobot manipulation in dense clutter becomes particularly challenging as the motion of the manipulated object causes the connectivity of the robots' free space to change. This paper introduces a data structure, the Feasible Transition Graph (FTG), and algorithms that solve such complex motion planning problems. We define an equivalence relation over object configurations based on the robots' free space connectivity. Within an equivalence class, the homogeneous multirobot motion planning problem is straightforward, which allows us to decouple the problems of composing feasible object motions and planning paths for individual robots. The FTG captures transitions among the equivalence classes and encodes constraints that must be satisfied for the robots to manipulate the object. From this data structure, we readily derive a complete planner to coordinate such motion. Finally, we show how to construct the FTG in some sample environments and discuss future adaptations to general environments.


## 1 Introduction

Much research has focused on manipulating objects using groups of small generalpurpose robots, rather than the traditional large single-purpose machines in a context

[^32]such as manufacturing [1-5]. There are a number of scenarios in factories and warehouses for which using a team of robots can save time or even perform a task that was impossible with a single robot. Examples include maneuvering a cargo pallet in an area packed with boxes and performing precision assembly of large products like airplanes.

In the first example, in a cluttered environment, transporting a bulky object can be quite awkward. Consider a forklift trying to make a $90^{\circ}$ turn among tight corridors. It may be more efficient to set down the load, reposition, and then drive in the new direction. However, this repositioning could be physically infeasible due to the load blocking a lone forklift's free space or logistically infeasible given the time required to drive around other obstacles. In these cases, an additional forklift must already be in position to efficiently pick up and transport the load.

In the second example, we observe that current strategies for manufacturing large objects require factory fixtures called jigs. The goal is to have teams of robots replace the jigs and carry large parts in and around the assembly area, bringing them into contact when the assembly operation calls for it. This would allow the manufacturing plant to become operational more quickly as well as be more flexible for reusing the infrastructure for other tasks. However, this will require robots that are able to maneuver large objects in a busy, cluttered factory floor.

One key challenge of these scenarios is that they require reasoning about how the manipulated object's location affects the manipulating robots' ability to move freely. They share that requirement with the multirobot object manipulation domain, which considers a class of problems where a group of mobile robots must work together to move an object from a start to a goal configuration (detailed in Sect. 3).

Consider cluttered environments such as in Fig. 1, with several robots pushing a large object in a maze-like environment. The motions of robots and the object are


Fig. 1 Example environment for object pushing. The same color scheme is used throughout the paper
coupled both by obstruction and by rules for manipulating the object. In this paper, we explore the following questions:

P1—Existence: Given start and goal configurations for the object, does a feasible plan exist for the robots to move the object?
P2-Synthesis: Find a plan to move the object from a start to a goal location for given initial robot locations.
P3-Optimization: What is the minimum number of robots required to push the object between two specific positions? What is the path-length-optimal feasible object path between two specific positions?
P4-Minimalism: What is the minimum number of robots required to perform any feasible object path in the environment?

We introduce a novel representation, the Feasible Transition Graph, and algorithms operating upon it that allow us to answer the above questions. We then discuss an implementation that solves these problems for a few simple types of environment and manipulation models.

We achieve these results by reformulating object pushing as a constrained minimization problem with constraints derived from two properties of the environment (Sect.4). First, we require that robots obey the semantics of pushing, which we term manipulation constraints. These constraints determine how robots are able to maneuver the object. Next, as the object's motion changes the connectivity of the robots' free space, we require that each robot must move deliberately among merging and splitting connected components. We call this conservation of robots. These two properties induce constraints on the number of robots occupying each connected component.

We organize these constraints in a graph-like structure called the Feasible Transition Graph (Sect. 7), which makes it possible to solve multirobot planning problems $(\mathbf{P 1}, \mathbf{P 2}, \mathbf{P 3}$ ) with a graph search (Sect. 5). General minimum sufficient robots problems (P4) require an optimization over this graph (Sect. 6).

In the multirobot object pushing domain, even simple scenarios reveal much complexity. The FTG provides an abstraction that simplifies this complexity. A key future challenge is to tractably construct such graphs for complex, higher-dimensional problems (Sect. 8).

## 2 Related Work

Approaches to manipulation planning often consider a set of alternating transit and transfer actions. This makes it difficult to apply typical motion planning algorithms. Under some conditions, the manipulation planning problem can be split into two steps: first choosing a path for the object, and then finding robot paths that cause the object to follow that path [6]. This decomposition is similar to the division of multi-arm manipulation problems into transit and transfer tasks by [7]. Our work focuses exclusively on what is required to find a feasible object path, instead of on
solving the navigation problem for individual robots. Once a path for the object has been found, it imposes a set of constraints on individual robot positions, from which motions can be easily computed. Robot paths that obey these constraints can be found using existing multirobot planning algorithms [8, 9].

Our multirobot manipulation task in clutter is closely related to navigation among movable obstacles. They both require reasoning about manipulating an object whose motion changes the connectivity of the robot's free configuration space [6, 10]. In this work, we use the observation that for determining whether a given manipulation action is feasible it is sufficient to explicitly track which portions of the robot's configuration space are occupied.

Significant previous work has focused on the mechanics of object pushing and the problem of how a team of robots can cause an object to follow a predetermined path. Lynch and Mason investigated the controllability of point- and line-contact pushing [11, 12]. More recently, [13] investigated how to compute paths for a team of robots to push an object along a given path among obstacles.

Caging is a common method for solving the multirobot object pushing problem. Rather than alternating transit and transfer actions, robot actions are chosen such that they approach the goal while obeying constraints guaranteeing that the object remain caged. This approach has resulted in complete algorithms for obstacle free environments [14], and moderately cluttered environments [15-17]. However, we consider environments with narrow passages where it is not physically possible to cage an object.

## Definitions



## 3 Definitions and Problem Statement

Assume the workspace is a closed, bounded subset of $\mathbb{R}^{2}$, populated by obstacles $\mathbf{O}=\left\{O_{i}\right\}$. Identical robots $\mathbf{R}=\left\{R_{i}\right\}$ cooperate to manipulate the movable object $M$, and are able to perform two types of actions within this environment: transit actions, where they move within a connected component of their free configuration space; and transfer actions, where they maneuver $M$. A solution for the object manipulation problem consists of a path for $M$ from a start configuration $q_{M, \text { init }}$ to a
goal configuration $q_{M, \text { goal }}$ and a set of robot trajectories $P_{\mathbf{R}}=\left\{P_{R_{1}}, P_{R_{2}}, \ldots\right\}$ that cooperate to move $M$ along this path.

We consider the case of homogeneous robots, and define $Q_{R}^{\text {free }}\left(q_{M}\right)$ to be the free configuration space formed by any robot $R_{i}$ moving among $\mathbf{O}$ with $M$ at position $q_{M} \cdot Q_{M}^{\text {free }}$ is the free configuration space formed by $M$ moving among obstacles $\mathbf{O}$. Let the continuous function $P_{M}:[0,1] \rightarrow Q_{M}^{\text {free }}$ be a path for the object, and the set of all such paths be $\mathbf{P}_{M}$.

In order to tractably reason about all possible object paths, we define an equivalence relation on object positions $q_{M}$ such that any path can be broken down into a series of actions transitioning among equivalence classes (ECs). We say that two object configurations $q_{M, i}$ and $q_{M, j}$ are equivalent if there exists a continuous path $p \in \mathbf{P}_{M}$ parametrized by $s \in[0,1]$, with $p(0)=q_{M, i}$ and $p(1)=q_{M, j}$, along which $N(p(s))$ is held constant. Each EC $\alpha$ is associated with a set of connected components $\left\{\alpha_{1}, \alpha_{2}, \ldots\right\}$, as shown in Fig. 2. We use $m_{\alpha i}$ to represent the number of robots occupying the connected component $\alpha_{i}$, and define a function $N(Q)$ that returns the number of connected components in a configuration space $Q . N(q)$ is used as shorthand for $N\left(Q_{R}^{\text {free }}(q)\right)$.

We define feasible paths to be the subset of object paths that the robots are able push the object along:

$$
\mathbf{F}_{M}=\left\{p \in \mathbf{P}_{M} \mid \exists P_{\mathbf{R}} \text { causing } M \text { to follow } p .\right\}
$$

For a path to be feasible, there must be sufficient space adjacent to the object for a robot throughout the course of the manipulation. Considering the environment in Fig. 2, no transition from $\zeta \rightarrow \alpha$ is feasible because there is no space for a robot to the left of $M$. Similarly, any path from $\alpha \rightarrow \beta \rightarrow \alpha \rightarrow \zeta$ is infeasible, despite


Fig. 2 An EG where each node is represented by an example object configuration. Arrows indicate neighboring ECs
each individual transition being feasible. This is because earlier transitions requires $m_{\alpha_{1}} \geq 1$, but the final transition requires $m_{\alpha_{1}}=0$.

Robots can move freely within $Q_{R}^{\text {free }}$, so chaining together feasible block paths only requires keeping track of how many robots occupy each connected component of $Q_{R}^{\text {free }}\left(q_{M}\right)$, rather than the full cross product of $|\mathbf{R}|$ such spaces. Individual robot trajectories can then be derived from the block path. This relies on two assumptions. First, the robots are interchangeable, such that we do not have to consider how robot positions affect the connectivity for other robots. (The robots in a conflict would simply have their goal assignments swapped.) Second, we assume that robot packing density is not a limiting factor, which depends on the details of the world model.

## 4 Approach

In cluttered spaces, constraints on manipulation and robot location interact in complex ways. In this section, we present our approach to simplifying the analysis of pushing interactions in order to solve Problems P1-P4. The first data structure, the Equivalence Graph (EG), exposes the topological structure of the ECs as a function of movable object position. The second data structure, the Feasible Transition Graph (FTG), computes feasible kinematic motions, using the ECs from the EG for bookkeeping about robot occupancy. Implementation details for sample environments are presented in Sect. 7.

### 4.1 Constraints

The data structures proposed here require us to associate constraints with each transition of the object across an EC boundary. Recall that we have two types of constraints: manipulation and conservation of robots, as described in Sect. 1. These constraints prescribe the number of robots assigned to each connected component. For example, in the environment shown in Fig. 2, a transition from EC $\delta$ to $\beta$ imposes the following constraints:

$$
\begin{array}{rr}
m_{\delta 1}=m_{\beta 3} & (\text { (conservation of robots) } \\
m_{\delta 2}=m_{\beta 1}+m_{\beta 2} & (\text { conservation of robots) } \\
m_{\delta 1} \geq 1 & \text { (push manipulation) } \\
m_{\beta 3} \geq 1 & \text { (push manipulation). }
\end{array}
$$

Conservation of robots constraints deal with the splitting and merging of connected components of $Q_{R}^{\text {free }}\left(q_{M}\right)$ over time. These constraints, which are a function of the geometry of the environment alone, take four different forms which we describe
with references to the ECs shown in Fig. 2. In the case of merging components, such as $\delta \rightarrow \varepsilon$, we have $m_{\delta 1}+m_{\delta 2}=m_{\varepsilon 1}$. For splitting components, such as $\alpha \rightarrow \beta$, we have $m_{\alpha 2}=m_{\beta 2}+m_{\beta 3}$. For the same transition, we have $m_{\alpha 1}=m_{\beta 1}$, for components involved in neither splitting nor merging. If a component has no associated robots in the next EC, such as for $\gamma \rightarrow \eta$, we have $m_{\gamma 2}=0$.

Manipulation constraints require that every connected component, or set thereof, responsible for generating a transition is occupied. We say that a connected component is responsible for a transition if a robot occupying it would be able to push the object in the required direction. This leads to constraints in the form of $m_{\alpha i} \geq 1$. In the case of multiple connected components able to execute the push, we only require that one of them be occupied, and the constraint takes the form $\left(m_{\alpha i} \geq 1\right) \vee\left(m_{\alpha j} \geq 1\right)$.

Changing the manipulation model requires changing how these manipulation constraints are defined and updating the feasibility checking to accommodate the different robot positions during motion. For example, if we wanted to require one robot pushing and one robot pulling, we would require that the connected components on either side of the object are occupied by at least one robot and that there is space at the start and end of the motion for both robots. Other possible configurations include allowing one robot to both push and pull, or requiring two robots pushing side-by-side to manipulate the object.

### 4.2 Equivalence Graph

The Equivalence Graph (EG) encodes a compact representation of the topology of the environment and the motion of the object. It is an undirected graph used to represent how the object's motion between ECs affects the connectivity of $Q_{R}^{\text {free }}$. Each node of the EG corresponds to an EC, as defined in Sect. 3. Every EC denotes a number of connected components of the robots' free configuration space, given alphanumeric labels in Fig. 2. The edges represent object motions that cause a transition between ECs, and are labeled with the corresponding conservation of robots constraints. Using the EG and an exact mapping $q_{b} \mapsto E C$, it is possible to determine the conservation of robots constraints involved for any object path $P_{M}$.

### 4.3 Feasible Transition Graph

The Feasible Transition Graph (FTG) describes feasible object motions in the environment. It is a directed graph, reflecting the fact that transfer actions are not reversible in time. The nodes are object configurations, and edges are labeled with the constraints on connected component occupancy required for the associated object motion to be feasible. It has two key properties: any feasible object motion must map to a walk on the FTG, and for any walk on the FTG, we must be able to determine
which EC transitions have been crossed. If it is possible to exactly describe all such transitions, the resulting planner will be complete, and bounds on the number of robots required will be exact. Otherwise, it is possible to use a sampling-based approach to construct the FTG and obtain a probabilistically complete planner. When constructed, the FTG's nodes have no associated constraints; the Planning (Sect. 5) and Minimum Sufficient Robot (Sect. 6) algorithms both add annotations to the nodes of the FTG and propagate them through the FTG. These node annotations may represent constraints on robot assignments, denoted $C\left(n_{i}\right)$, or feasible robot assignments, denoted $A\left(n_{i}\right)$.

## 5 Planning

Given an initial object position $M$ and robot positions $\mathbf{R}$, we wish to find a sequence of object pushes that cause the object to reach the goal location (P2). We present a roadmap-like planner that solves this problem. A roadmap planner uses a directed graph, where the nodes are configurations and the edges represent feasible paths between the configurations. It also requires that the graph be accessible/departible from any configuration and that it preserves connectivity [18]. We use the FTG as described in Sect. 4.3 as the roadmap, and give details for connecting start and goal positions in Sect. 7.3.

Nodes in the FTG may be labeled with an assignment of robots to connected components and/or a set of constraints. For P2, a labeling of robot assignments indicates that there is a feasible object path that could result in the robots moving from their given initial conditions to the indicated locations. A labeling of constraints indicates that if those constraints are met at that node, then there is a feasible block path from that node to the goal. A solution has been found when there exists a node with an assignment of robots that satisfies its constraints.

Possible robot assignments to connected components of $Q_{R}^{\text {free }}\left(q_{M}\right)$ propagate along the edges, starting with the provided initial conditions, and only change along edges that cross an EC boundary. The child node is assigned the set of all possible robot assignments to $\left\{m_{\alpha i}\right\}$ that satisfy the constraints on the transition and could result from starting with (one of) the parent node's robot assignment(s) and repartitioning the robots into connected components, if applicable. For example, consider the planning problem shown in Fig. 7b. The initial conditions are $A\left(n_{11}\right)=\left\{\varepsilon_{1}=3\right\}$. After a transition from $\varepsilon \rightarrow \delta$, we have $A\left(n_{12}\right)=\left\{\left(\delta_{1}, \delta_{2}\right)=(1,2),(2,1),(3,0)\right\}$. The partition $\left(\delta_{1}, \delta_{2}\right)=(0,3)$ was eliminated because it does not satisfy the constraints for the edge. In the case of a node with two parents, we add both sets of possible assignments to the set. This has a branching factor proportional to $\binom{|\mathbf{R}|}{\left|\alpha_{i}\right|}$. In practice, this may be reduced dramatically by the requirement that propagated assignments satisfy the edge constraints, and is bounded by the number of robots that must be considered for a given environment, as discussed in Sect. 6.

Backpropagation of constraints is based on the observation that if an edge exists between two nodes and there are a known set of constraints that would allow a path from the child node to the goal, then the parent node's constraints are the union of the child node's and the edge's. For the same transition discussed above, we have $C\left(n_{11}\right)=C\left(n_{12}\right) \cup C\left(n_{11} \rightarrow n_{12}\right)$ If multiple paths exist from a given node to the goal, the constraints at that node are the disjunction of those from all edges leaving it. For example, the environment shown in Fig. 3 has two topologically distinct paths from the initial condition to the goal, described here in terms of the ECs that must be traversed:

$$
\begin{aligned}
\eta \rightarrow \delta \rightarrow \gamma \rightarrow \beta \rightarrow \alpha \\
\eta \rightarrow \beta \rightarrow \alpha
\end{aligned}
$$

If either path is feasible, then a feasible path exists from $n_{\eta} \rightarrow n_{\alpha}$, so $C\left(n_{\eta}\right)=$ $\left(C\left(n_{\delta}\right) \cup C\left(n_{\eta} \rightarrow n_{\delta}\right)\right) \vee\left(C\left(n_{\beta}\right) \cup C\left(n_{\eta} \rightarrow n_{\beta}\right)\right)$. Determining whether a feasible path exists requires solving at least one satisfiability problem, which is in general NP-complete, but in practice, efficient solvers exist. Additionally, search efficiency involving the constraints can be improved by preferentially propagating constraints along edges in the FTG that are known to lie on a path connecting the start and goal nodes.

Since the FTG is complete by construction, so long as we use a complete graph search algorithm the resulting planner is also complete. The resulting plan includes an assignment of robots to connected components for each EC that the object passes through. These constraints on robot position can be fed into a multirobot path planner to generate a set of robot paths that are guaranteed to push the object to the goal.

We have discussed a solution to $\mathbf{P 2}$. This is a special case of $\mathbf{P 1}$, which asks if any solution exists independent of initial robot assignments. For P1, only backpropagation of constraints is used, and it is necessary to check if a satisfying assignment of robots to connected components exists at the start node. Optimizing for object


Fig. 3 Environment with topologically distinct paths to the goal, requiring different numbers of robots. Goal is shown as dashed outline; ECs are labeled and different shades of gray
distance or number of robots (P3) can be achieved by ordering the FTG traversal based on these metrics.

## 6 The Minimum Sufficient Robots Problem

In this section, we derive a bound on how many robots are required to push the object along any feasible path in a given environment (P4). We term this the minimum sufficient robots (MSR) problem. The resulting bound applies to the solution found by any planning algorithm. It is of interest for determining how many robots to purchase or deploy and for classifying how challenging a particular environment is for multirobot object manipulation tasks.

An important distinction is that we are considering every feasible path in the environment, not just the path-length-optimal ones. The environment shown in Fig. 4 demonstrates why it is necessary to propagate the constraints through the FTG, rather than simply consider the union of all constraints in the EG. It is not possible for the object to travel from the left half to the right half of the environment, so the full set of constraints would lead to an overestimate of how many robots are required. Consider the environment shown in Fig. 5. The object path shown requires six robots to be executed. However, there exists a path between the same initial and final positions that requires only four robots, and there is a path in this environment that requires nine robots. Thus, the MSR bound is the least upper bound to the number of robots required to solve all point-to-point object motions, disregarding the path taken.

The FTG is designed to propagate constraints throughout the environment, which allows us to find a tight bound on the minimum sufficient number of robots. Just as in the planner, constraints on a directed FTG edge impute constraints on the edge's parent node. The two problems differ with respect to how constraints are joined when there are multiple edges leading from a node. In the planner, we only require that $a$ feasible path exists to the goal; in the MSR problem, we require that all paths be feasible. Thus, rather than taking the disjunction of constraints from outgoing edges, we take the conjunction. A solution to the MSR problem can then be found by fully propagating these constraint sets backward through the FTG until the graph becomes

Fig. 4 Environment where using the set of all constraints would give an overestimate of the minimum sufficient robots


Fig. 5 Example environment for object pushing. We show an object path that would require 6 robots, numbered in the order that they push the object. Intermediate robot and object positions are shown in lighter colors. A dashed square shows the initial object position

consistent. By consistent, we mean an assignment of constraints to each node that will not change upon any further constraint propagation. In a consistent FTG, every constraint on a node applies to some feasible object path starting at that node.

In order to solve $\mathbf{P 4}$, constraints must be propagated from every node, not just the goal. After achieving a consistent set of constraints, the minimum sufficient number of robots will be determined by the node whose set of constraints requires the most robots. We have now reformulated the minimum sufficient robots problem as a constrained integer minimization problem with bounded variables. In the worst case, solving this requires a graph search over all possible combinations of variable assignments [19], but the problem structure will allow improvement using heuristics to guide the search.

The procedure outlined above is conceptually straightforward but computationally inefficient, as it can require up to $\left|N_{r}\right|$ traversals of the FTG to make the graph consistent. This can be eliminated by preprocessing the FTG to condense it into a directed, acyclic graph whose nodes are the FTG's strongly connected components. The initial constraints on each new node are the union of all constraints in the corresponding strongly connected component. This acyclic graph will only require one additional traversal to propagate all constraints.

## 7 Implementation

We present implementations of the EG and FTG in two different environments, which were chosen in an attempt to provide as simple an example as possible while still retaining the complex configuration space structure of interest. Both environments allow exact decomposition of $Q_{M}^{\text {free }}$ into ECs; the first also has a completely-specified FTG, whereas we use a probabilistic approach for the second.

Axis-Aligned Box Obstacles All objects in this environment ( $\mathbf{O}, M$, and $\mathbf{R}$ ) are closed, axis-aligned rectangles. Surface contact, including sliding, is allowed between any pair of objects, but the intersection of their interiors must be empty. The robots $\mathbf{R}$ may translate freely within their respective connected components of $Q_{R}^{\text {free }}\left(q_{M}\right)$. All motion of the object $M$ is aligned with an axis and is generated by a single robot $R_{i}$ pushing $M$, in face-to-face contact. The resulting $M+R_{i}$ assembly can only move in the direction of $M$ 's inward-pointing contact normal. This is the same environment as [6] use, but with different constraints on object manipulation.

Polygonal Obstacles In this environment, all obstacles $\mathbf{O}$ are closed polygons, while the object $M$ and robots $\mathbf{R}$ are circular disks. As in the axis-aligned environment, the robots translate freely within connected components of $Q_{R}^{\text {free }}\left(q_{M}\right)$. Contact among robots, or between the environment and robots or the object, is forbidden. Two robots pushing in tandem are required to generate object motion. For robot-object normals $\hat{n}_{i}=\frac{q_{M}-q_{R_{i}}}{\left|q_{M}-q_{R_{i}}\right|}$, the possible object motion directions are given by $\hat{v}_{M}=a \hat{n}_{1}+b \hat{n}_{2}$, for $0<a, b<1$.

### 7.1 Equivalence Graph

There are two types of EC boundaries: those imposed by the boundaries of $Q_{M}^{\text {free }}$ and those created by transitions between ECs. Transitions between ECs correspond to the object "pinching off" or "opening up" a previously (im)passable corridor for the robot (connectivity), or to the object's motion causing a connected component of $Q_{R}^{\text {free }}$ to disappear (existence). Connectivity changes can only occur when the object's edge is exactly a robot width or height away from an obstacle. For the axis-aligned environment, these boundaries correspond to extending the obstacles by $R_{R}+2 R_{M}$. For the polygon world, these boundaries are the configuration space obstacles for a disk with radius $R_{R}+2 R_{M}$ (Fig. 6a). In the axis-aligned environment, existence of connected components only changes along the same bounds as the connectivity changes. For the polygon environment, changes in connected component existence will occur when the robot is wedged into a corner, and the EC boundary corresponds to an arc of radius $R_{M}+R_{R}$ around the robot's location (Fig. 6c).

We now have a tiling of the environment, where all $q_{M}$ in the interior of each tile are guaranteed to result in the same $N\left(Q_{R}^{\text {free }}\left(q_{M}\right)\right)$. For each tile, we determine the


Fig. 6 Calculation of equivalence classes. a Dotted lines show potential EC boundaries derived from transitions. b Division of $Q_{M}$ into tiles. Tiles in $Q_{M}^{\text {free }}$ are labeled with $N\left(q_{M}\right): \Delta$ for 3 , * for 2, o for 1 . c The black arcs show potential EC boundaries derived from a disappearing connected component in $Q_{R}^{\text {free }}$. d Division of $Q_{M}^{\text {free }}$ into ECs. Black indicates C-space obstacle, and each different shade of gray is a different EC
number of connected components in the robots' free space (Fig. 6b). Equivalence classes correspond to the union of neighboring tiles with the same $N(Q)$. Figure 6d shows exact decompositions of both environments into ECs.

Finally, we need to find the edges of the EG, which correspond to possible object motions that change the connectivity of $Q_{R}^{\text {free }}\left(q_{M}\right)$. In these environments, such edges are simple to compute, as they connect any ECs that share a spatial boundary. They are then labeled with the conservation of robots constraints associated with motion between those ECs. Figure 2 shows a representation of the EG for the same environment as the left column of Fig. 6.

### 7.2 Feasible Transition Graph

Axis-Aligned Environment The tiling calculated in Sect. 7.1 also captures all changes in possible object motions, as pushing requires a robot to fit behind the object. For an object motion $q_{M 1} \rightarrow q_{M 2}$, feasibility is calculated by determining if the boundary between a connected component of $Q_{R}^{\text {free }}\left(q_{M 1}\right)$ and the trailing edge of the object's C-obstacle has non-zero length.

In order to represent possible object motions within and along tile boundaries, the FTG's nodes are chosen to be the centroids of each tile, along with mid-points of boundaries and the edges. Note that all locations within a tile will have the same feasible motions as the centroid, so this sampling fully specifies all possible object motions throughout $Q_{M}^{\text {free }}$. Directed edges are added for any feasible motion between nodes, and labeled with the corresponding constraints on connected component occupancy from the EG. In order to have the required information to plan in the graph, any edge that involves transitioning between ECs is also labeled with the corresponding constraints on connected component occupancy from the EG. Figure 7a shows a representation of the FTG for a simplified version of the environment shown in Fig. 2.
Polygonal Environment The purpose of the FTG is to discover feasible motion sequences within $Q_{M}^{\text {free }}$. We present a general, stochastic method based on Probabilistic Roadmaps (PRMs) [20].

In this application, the PRM randomly samples object configurations from $Q_{M}^{\text {free }}$ and tries to connect them to nearby configurations. An edge $E^{F T G}$ in this roadmap represents a trajectory in the configuration space of the object that obeys the manipulation semantics. Computing these edges requires an inverse manipulation model. In so doing, robots may be placed wherever they are needed to complete the motion. Collision-free edges are annotated with the number of robots required in each connected component to perform the transfer action. This roadmap describes feasible object motions both within each EC and across EC boundaries.

We note the resemblance of this structure to Multi-Modal PRM [21] and the manipulation planning PRM of [22]. Each generates a roadmap connecting several manifolds of arbitrary dimension, which are bridged by lower-dimensional intersection manifolds. We show that our formulation of the FTG is probabilistically


Fig. 7 FTG and planning problem for a simplified version of Fig. 2's environment. a FTG, subsampled for clarity (only nodes at tile centers are drawn). ECs are shown as different shades of gray, and the labels match those in Fig. 2. b Example instance of $\mathbf{P 2}$ (top), and connecting start/goal to the FTG (bottom)
complete by reducing it in the context of a planning problem ( $\mathbf{P} 2$ ) into an instance of the Multi-Modal PRM (MM-PRM) of [21], constructed in the joint configuration space of the object and $n$ robots.

Consider an edge $E^{F T G}$ in the FTG joining two object states, $q_{1}^{F T G}, q_{2}^{F T G} \in Q_{M}^{\text {free }}$. We show that this edge is equivalent to edges $E_{1}^{M M} \ldots E_{k}^{M M}$ in the MM-PRM, with $k \geq 2$, representing a motion connecting $q_{1}^{M M}, q_{2}^{M M} \in Q_{M}^{\text {free }} \times Q_{R}^{\text {freen }}$. We may separately consider transit and transfer tasks of the robots. In transit tasks $\left(E_{1}^{M M}\right)$, the robots alone move, whereas transfer tasks ( $E_{2}^{M M} \ldots E_{k}^{M M}$ ) involve manipulation of the object by the robots.
$E^{F T G}$ is annotated with constraints on the number of robots in several connected components, which specify goal states for the robots. By the definition of a connected component, each transit is a motion planning problem that can be solved easily by a standard PRM. For homogeneous robots, the multirobot planning problem can be
simplified by selectively permuting goal positions to avoid conflicts [23]. Note that not all robots need to move.

Transfer tasks, whether within or between ECs, are defined by the coordinated motion of the object and some subset of the robot. The motion of the relevant robots is given by the inverse manipulation model. In the case of intra-EC motion $(k=2)$, the other robots do not need to move. For inter-EC motion, $k>2$ because the transfer edges in the MM-PRM must meet at a point on the boundary between ECs. In this case, the other robots must move to ensure they are in the correct connected component after the transition. Any goal state within the new connected component is an acceptable goal. Again, some robots may not move.

Any edge in the FTG may be mapped to an edge in a connected MM-PRM. Therefore, the probabilistic completeness property of MM-PRMs applies also to this FTG construction. Unlike MM-PRMs, the ECs in which we sample are typically the full dimension of $Q_{M}$ and the space of edges that cross an EC boundary is likewise of full dimension. Consequently, it is not typically necessary to explicitly sample on the boundary in order to get a connected FTG.

In comparison to building a roadmap directly in the high-dimensional joint configuration space of the object and robots, we can get away with a lower dimensional roadmap by exploiting structure in the problem. Specifically, there is minimal coupling in the motion among the object and robots. The EG allows us to specify goals for the robots in advance without excessive precision. That is, provided that each robot is in the correct EC, detailed positioning is a simple, decoupled motion planning problem.

### 7.3 Planner

Finally, in order to use the FTG as a roadmap, we need to show that it is accessible and departible. In the axis-aligned environment, simply connecting the points $q_{M, \text { init }}, q_{M, \text { final }} \in Q_{M}^{\text {free }}$ to the graph does not preserve connectivity. Consider the case of a narrow hallway-if no motion perpendicular to the hallway is feasible, it is possible that there will be a feasible path between two configurations that can never reach a point in the graph. Instead, we extend the graph to include nodes corresponding to the intersection of both points' coordinates with the all other FTG edges (Fig. 7b, bottom). The polygonal environment is simpler, as the start/goal positions can be connected to the FTG in the same way as the randomly sampled configurations.

## 8 Discussion and Future Work

In this paper, we propose the Feasible Transition Graph, a representation for multirobot object-pushing in cluttered environments. This approach enables a user to reason about resource allocation, including how many robots are needed and where
they should be positioned while planning motions for the object. We provide complete algorithms for solving these planning problems, and we describe how to construct the FTG for a few simple environments. Our approach exploits the structure of transient independence among robots to construct a much simpler representation than the naive search space comprising the joint configuration space of the object and all robots.

In future work, we plan to consider more general environments, particularly those with a higher-dimensional configuration space. The probabilistic FTG construction approach is already quite general, but we plan to investigate a probabilistically complete construction of the EG for diverse environments as well.

Additionally, there are a number of simple extensions from what we described in detail. First, heterogeneous robots may be handled in one of two ways. If they are of different sizes, then there will be additional EC boundaries corresponding to each new robot radius. If they have different capabilities, then we must introduce additional variables to the number of robots in a given connected component matching that capability. In this way, we could handle planning for robots that must cooperate to push and pull an object.
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# Collision Prediction Among Rigid and Articulated Obstacles with Unknown Motion 

Yanyan Lu, Zhonghua Xi and Jyh-Ming Lien


#### Abstract

Collision prediction is a fundamental operation for planning motion in dynamic environment. Existing methods usually exploit complex behavior models or use dynamic constraints in collision prediction. However, these methods all assume simple geometry, such as disc, which significantly limit their applicability. This paper proposes a new approach that advances collision prediction beyond disc robots and handles arbitrary polygons and articulated objects. Our new tool predicts collision by assuming that obstacles are adversarial. Comparing to an online motion planner that replans periodically at fixed time interval and planner that approximates obstacle with discs, our experimental results provide strong evidences that the new method significantly reduces the number of replans while maintaining higher success rate of finding a valid path. Our geometric-based collision prediction method provides a tool to handle highly complex shapes and provides a complimentary approach to those methods that consider behavior and dynamic constraints of objects with simple shapes.


## 1 Introduction

Imagine a scenario where a robot navigates itself through a disaster zone filled with static obstacles, mobile robots carrying debris with various sizes and shapes and mobile manipulators picking up and loading debris on top of the mobile robots or conveyor belts. In this scenario, the robot must plan its path without knowing how

[^33]the other robots will move. Similar scenarios can be found in factory, warehouse or airport where a robot requires the same ability to navigate among other mobile robots manipulating and carrying commercial goods with various sizes and shapes. Figure 1 illustrates three of such examples where a mobile robot, which is modeled either as a point or a polygon, navigates through environments filled with static and dynamic obstacles with various shapes. In motion planning literature, this problem is usually known as online motion planning or sensor-based motion planning.

Online motion planning methods usually exploit the idea of temporal coherence to gain better efficiency by repairing the invalid portion of the path or (tree-based or graph-based) roadmaps [1-4] since the changes in the configuration space is usually small from frame to frame. These planning strategies are often known as replanning methods [5-9]. Although these replanning methods are efficient, almost all existing frameworks update the environmental map and then replan periodically at fixed time interval. That is, even if there are no changes in the configuration space, motion planner will still be invoked to replan. The situation is even worse when replanning is not done frequently enough: Paths that are believed to be valid may become unsafe.

Motivated by this issue, several strategies [8, 10-15] have been proposed to replan adaptively only at the critical moments when the robot and obstacles may collide. These critical moments are usually detected by collision prediction methods. The main challenge in predicting collision stems from the assumption that obstacle's motion is unknown. Existing methods in collision prediction exploit complex behavior prediction $[14,15]$ or consider dynamic constraints [10, 11, 13, 16]. However, these methods all assume either translational or disc objects, which significantly limit their applicability. This limitation seriously hinders the robot's ability to move in cluttered environments, such as those in the aforementioned scenearios and the examples in Fig. 1, where moving obstacles can have arbitrary shapes and sizes and can even be articulated objects. As we will show later, bounding these moving obstacles with discs can lead to arbitrarily poor collision estimation.


Fig. 1 Three examples of a mobile robot moving from corner to corner through environments filled with static (black) and dynamic (grey) obstacles whose motion is unknown to the robot. Bounding these moving obstacles with circles can lead to poor collision prediction and result in many unnecessary replanning. Our method predicts the collision time for obstacles with arbitrary shapes including articulated objects. The obstacles shown in red are the ones with the earliest collision times with respect to the current configurations of the robot (also shown in red). a Point robot. b Polygonal robot. c Articulated obstacles

In this paper, we propose a new geometric tool that advances collision prediction beyond the translational and disc objects and can handle arbitrary polygons and articulated objects. The basic framework introduced in this paper models the obstacles as adversarial agents that will minimize the time that the robot remains collision free. As a result, a robot can actively determine its next replanning time by conservatively estimating the amount of time (i.e., earliest collision time or simply ECT) that it can stay on the planned path without colliding with the obstacles. The idea of ECT and conservative advancement are detailed in Sect. 3. In Sects. 4-6, we discuss how ECT can be formulated in the three scenarios illustrated in Figs. 1a-c, respectively. Our prediction is determined only based on the last known positions of the obstacles and their maximum linear and angular velocities. In the experimental results (in Sect. 8), we demonstrate that an online planner using the proposed collision prediction method significantly reduces the number of replannings while maintaining the same or higher success rate of finding a valid path than (1) planner that replans periodically at fixed time intervals and (2) planner that bounds obstacles with circles. In essence, our main contribution is a geometric-based collision prediction method that can handle highly complex shapes. This tool provides a complimentary approach to the methods that consider complex behavior prediction or handle dynamic constraints but with only simple shapes.

## 2 Related Work

Motion planning problems involving dynamic environments can be roughly classified into two categories: (1) The trajectory of every moving obstacle is fully known in advance, and (2) the trajectory of a moving obstacle is partially or completely unpredictable. Since our work falls into the second category, we will focus on reviewing recent works considering unknown environments.

### 2.1 Collision Avoidance

Due to little knowledge of the environment, safety becomes very important and challenging in path planning in unknown environments. Fraichard and Asama [17] provided the formal definitions of two new concepts: inevitable collision state (ICS) and inevitable collision obstacle (ICO). If the robot is in an ICS, no matter what its future trajectory is, a collision eventually occurs with an obstacle in the environment. ICO is a set of ICS yielding a collision with a particular obstacle. Shiller et al. [18] proposed a motion planner based on Velocity Obstacles (VO) for static or dynamic environments. The time horizon for a velocity obstacle is computed based on the current positions of robot and the obstacle as well as control constraints. With this adaptive time horizon strategy, the velocity obstacle tightly approximates the set of ICS. Gomez and Fraichard [19] proposed another ICS-based collision avoidance strategy called ICS-AVOID. ICS-AVOID aims at taking the robot from one non-ICS
state to another. The concept of Safe Control Kernel is introduced and it guarantees ICS-AVOID can find a collision-free trajectory if one exists. Recently, Bautin et al. [20] proposed two ICS-checking algorithms. Both algorithms take a probabilistic model of the future as input which assigns a probability measure to the obstacles' future trajectories. Instead of answering whether a given state is an ICS or not, it returns the probability of a state being an ICS. Wu and How [16] extended VO to moving obstacles with constrained dynamics but move unpredictably. To compute the velocity obstacle of an obstacle, it first predicts its reachable region considering all possibly feasible trajectories and then maps this reachable region into velocity space by dividing it by time. Computation of ICS or VO requires some information about the future in the environment. When it comes to environments whose future is completely unpredictable, methods applying ICS or VO may fail to avoid approaching collisions.

The work closes to the spirit of our new method is by van den Berg and Overmars [8]. Their work assumes that the robot and all obstacles are discs and it conservatively models the swept volume of an obstacle over time as a cone with the slope being its maximum velocity. In this way, no matter how the obstacle moves, it is always contained inside this cone. Therefore, the computed path is guaranteed to be collision free. However, these assumptions can be unrealistic for many applications. For obstacles with arbitrary shapes or rotation, computing their swept volumes is nontrivial.

### 2.2 Collision Prediction

Since the robot has partial or no information about the environment, it is very difficult to plan a collision free path for it to move through a field of static or dynamic obstacles to a goal. One of the biggest challenge is to predict possible collisions with dynamic obstacles whose trajectories are unknown. There exists a lot of work which checks collisions at a sequence of fixed time steps [7, 21-24]. For example, van den Berg et al. [7] performed collision detections at fixed time intervals (every 0.1 s in their experiments). Both the robot and dynamic obstacles were modeled as discs moving in the plane. Moreover, the future motions of a moving obstacle were assumed to be the same as its current motions. In order not to miss any collisions, they either increased the number of time steps or assumed the objects move very slowly.

There are also works which adaptively changed the frequency of collision checks: collisions are more frequently checked for two objects which are more likely to collide. Hayward et al. [10], Kim et al. [13] and Hubbard [11] assumed that the maximum magnitude of the acceleration is provided for each object. Hayward et al. calculated the amount of time within which two moving spheres are guaranteed not to collide with each other. Then more attention was adaptively paid to objects which are very likely to collide. Hubbard first detected collisions between the bounding spheres of two objects. Then the pairs of objects whose bounding spheres intersect are further checked for collisions using sphere trees that represent the objects. Kim et al. [13] first computed the time-varying bound volume for each moving sphere
with its initial position, velocity and the maximum magnitude of its acceleration. As time goes by, the radius of this time-varying bound volume increases and it is guaranteed to contain the sphere at any time in the future. For two moving spheres, whenever their time-varying bound volumes intersect, they are checked for actual collision. Chakravarthy and Ghose [12] proposed collision cone approach (similar as velocity obstacle) for predicting collisions between any two irregularly shaped polygons translating on unknown trajectories. All these methods are limited to discs, spheres or translational objects. Our new tool allows polygons with arbitrary shape (even non-simple polygons) with rotation.

Almost all existing works collect sensory data and update its environmental information at fixed times. As a result, either updating is redundant or the situation is even worse if update is performed not frequently enough. The robot may be at some state which leads it to be in unavoidable collisions. To address this, we propose to update environmental belief when necessary by exploring temporal coherence of obstacles and predict a critical time $t$ such that the robot is guaranteed to move safely along its current path until $t$.

## 3 Overview of Our Method

Planning a path in environments populated with obstacles with unknown trajectories usually involves two steps: (1) find an initial path $\Pi$ based on known information and then (2) modify $\Pi$ as the robot receives new information from its onboard sensors at fixed times. In the rest of this paper, we assume that the robot $\mathbf{R}$ plans a path $\Pi$ based on its current belief of the state of the workspace. However, instead of determining if $\Pi$ is safe to traverse at fixed time, $\mathbf{R}$ determines the critical moment $t$ that $\Pi$ may become invalid. The robot budgets a certain amount of time $\Delta t$ before this critical moment $t$ to update its belief and replan if necessary. We would like to emphasize again that this setting is merely a framework among many other applications of collision prediction that allows us to make our discussion more concrete.

Because the trajectory of the obstacles in workspace is unknown, the critical moment $t$ can only be approximated. To ensure the safety of the robot, our goal is to obtain conservative estimation $t^{\prime} \leq t$ of the unknown value $t$. Follow the naming tradition in collision detection, we call such an estimation conservative advancement on $\Pi$ and denote it as $C A_{\Pi}$. To compute $C A_{\Pi}$, the robot assumes that all obstacles are adversarial. That is, these adversarial obstacles will move in order to minimize the time that $\Pi$ remains valid.

Contrary to the traditional motion planning methods, the calculation of $C A_{\Pi}$ (performed by the robot) in some sense reverses the roles of robot and obstacles. The robot $\mathbf{R}$ is now fixed to the path $\Pi$, thus the configuration of $\mathbf{R}$ at any given time is known. On the other hand, the obstacles' trajectories are unknown but will be planned to collide with $\mathbf{R}$ in the shortest possible time. As we will see later, the motion strategy for an obstacle $\mathbf{O}_{i}$ will only depend on its shape, the maximum translational velocity $v_{i}$ and a maximum angular velocity $\omega_{i}$ around a given reference point.

### 3.1 Estimate Conservative Advancement on Path П

Without loss of generality, the problem of estimating $C A_{\Pi}$ can be greatly simplified if we focus on only a single obstacle and a segment of path $\Pi$. Let $\Pi$ be a sequence of free configurations $\Pi=\left\{c_{1}, c_{2}, \ldots, c_{n}\right\}$ with $c_{1}=\mathbf{S}$ and $c_{n}=\mathbf{G}$, where the $\mathbf{S}$ and $\mathbf{G}$ are start and goal configurations, respectively. Given a segment $\overline{c_{j} c_{j+1}} \subset \Pi$, we let $E C T_{i, j}$ be the earliest collision time (ECT) that $\mathbf{O}_{i}$ takes to collide with the robot on $\overline{c_{j} c_{j+1}}$. Then we have $C A_{\Pi}=\min _{i}\left(\min _{j}\left(E C T_{i, j}\right)\right)$, where $1 \leq i \leq|\mathbf{O}|$ and $1 \leq j<n$. Note that $E C T_{i, j}$ is infinitely large, if $\mathbf{O}_{i}$ cannot collide with $\mathbf{R}$ before $\mathbf{R}$ leaves $\overline{c_{j} c_{j+1}}$.

Lemma 1 If $E C T_{i, j} \neq \infty$, then $E C T_{i, j} \leq E C T_{i, k}, \forall k>j$.
Once an earliest collision time is detected for a path segment $\overline{c_{j} c_{j+1}}$, it is not necessary to check all its subsequent segments $\overline{c_{k} c_{k+1}}$ with $j<k<n$. In Sect.3.1, we will provide an overview on how $E C T_{i, j}$ can be computed.

Before we proceed our discussion, we would like to point out that our method does not consider collisions between the obstacles. Although this makes our estimate more conservative, the obstacle with the earliest collision time rarely collides with other obstacles.

### 3.2 Earliest Collision Time (ECT)

Given a segment $\overline{c_{j} c_{j+1}} \subset \Pi$ of path in C-space, our goal is to compute the earliest collision time $E C T_{i, j}$ when obstacle $\mathbf{O}_{i}$ hits robot $\mathbf{R}$ somewhere on $\overline{c_{j} c_{j+1}}$. Assume $\mathbf{R}$ starts to move on $\Pi$ at time 0 .

Since the robot $\mathbf{R}$ moves along a known path $\Pi, \mathbf{R}$ knows when it reaches any configuration $c \in \Pi$. Let $t$ be the time that $\mathbf{R}$ takes to reach a configuration $c(t) \in$ $\overline{c_{j} c_{j+1}}$ and let $T$ be the time when $\mathbf{O}_{i}$ reaches this $c(t)$. Because $\mathbf{O}_{i}$ is constrained by its maximum linear and angular velocities $v_{i}$ and $\omega_{i}$, there must exist an earliest time $\hat{T}$ for $\mathbf{O}_{i}$ to reach any $c \in \overline{c_{1} c_{2}}$ without violating these constraints. Since every configuration on $\overline{c_{j} c_{j+1}}$ is parameterized by $t$, this $\hat{T}$ can also be expressed as a function of $t$. Let this function be $f(t)$. Furthermore, when the robot $\mathbf{R}$ and $\mathbf{O}_{i}$ collide, they must reach a configuration $c$ at the same time. Therefore, we also consider the relationship between $t$ and $T$ modeled by the function $g(t): t=T$. See Fig. 2a, b.

In Fig. 2a, a bold (red) curve represents the earliest arrival time $f(t)$ and a black straight line represents $g(t)$. These two curves subdivide the space into interesting regions.

- For a point $p=(t, T>t)$, indicates situations that $\mathbf{O}_{i}$ reaches $c(t)$ later than $t$. No collisions will happen because when $\mathbf{O}_{i}$ reaches $c(t)$, the robot $\mathbf{R}$ already passes $c(t)$.


Fig. 2 The red (thicker) curves in both figures are plots of the earliest arrival time $f(t)$ for an obstacle. Black straight lines are plots of $g(t): t=T$. a When there is at least one intersection (blue $d o t$ ) between $f(t)$ and $g(t)$, collision region is not empty. b Otherwise, the collision region is empty

- The points $p=(t, T<f(t))$ indicates impossible situations that $\mathbf{O}_{i}$ needs to move faster than its maximum velocities in order to reach $c(t)$ at $T$.
- For a point $p=(t, f(t)<T<t)$ from the region above curve $f(t)$ but below curve $t=T, \mathbf{O}_{i}$ has the ability to reach $c(t)$ earlier than $\mathbf{R}$. In order to collide with $\mathbf{R}, \mathbf{O}_{i}$ can slow down or wait at $c(t)$ until $\mathbf{R}$ arrives. We call this region the collision region.

Given that the robot $\mathbf{R}$ enters the path segment $\overline{c_{j} c_{j+1}}$ through one end point $c_{j}$ at time $t_{j}$ and leaves $\overline{c_{j} c_{j+1}}$ from the other endpoint $c_{j+1}$ at time $t_{j+1}$, the earliest collision time $E C T_{i j}$ is the $t$ coordinate of left most point of the collision region between $t_{j}$ and $t_{j+1}$. Therefore if this collision region is empty, $\mathbf{R}$ and $\mathbf{O}_{i}$ will not collide on $\overline{c_{j} c_{j+1}}$.

Based on what has been discussed so far, the most important step of estimating critical moment is to compute $f(t)$, the earliest moment when $\mathbf{O}_{i}$ reaches $c(t)$. The shape of function $f(t)$ depends on the type and the degrees of freedom of the robot and obstacles.

In the following sections, we will discuss three examples of how $f(t)$ can be formulated when: (1) $\mathbf{R}$ is a point and $\mathbf{O}_{i}$ is a polygon, (2) both $\mathbf{R}$ and $\mathbf{O}_{i}$ are polygons and (3) $\mathbf{R}$ is a point and $\mathbf{O}_{i}$ is an articulated object. From these examples, we can build up $f(t)$ for complex shapes even when rotation is considered.

## 4 Point-Polygon Case

Let us start with the case where robot $\mathbf{R}$ is a point and obstacle $\mathbf{O}_{i}$ is a polygon that can translate and rotate around a given reference point $o$. Without loss of generality, let us focus on a moving segment $\overline{p_{1} p_{2}} \in \mathbf{O}_{i}$. Given a configuration $c(t) \in \overline{c_{j} c_{j+1}}$
which represents the location of $\mathbf{R}$ at time $t$, we are interested in solving $f(t)$, the earliest moment when $\overline{p_{1} p_{2}}$ hits $c(t)$.

To estimate the earliest collision time (ECT), we observe that $\mathbf{O}_{i}$ 's rotation and translation can be considered separately. That is, $f(t)$ can be decomposed into translational and rotational components: $t_{T}$, the time that the point $c$ needs to translate at velocity $v_{i}$, and $t_{R}$, the time that $c$ needs to rotate at velocity $\omega_{i}$. If we let the closest distance between $c(t)$ and $\overline{p_{1} p_{2}}$ be a function $\mathrm{d}(t)$ of time, we can compute ECT between $\overline{p_{1} p_{2}}$ and $\mathbf{R}$ moving from configuration $c_{1}$ to configuration $c_{2}$ using the following lemma.

Lemma 2 The ECT between $\overline{p_{1} p_{2}}$ and $\overline{c_{1} c_{2}}$ is:

$$
\begin{equation*}
\mathrm{ECT}=\arg \min _{t_{R}}\left(\left|t_{R}-t_{T}\right|\right)=\arg \min _{t_{R}}\left(\left|t_{R}-\mathrm{d}\left(t_{R}\right) / v_{i}\right|\right) \tag{1}
\end{equation*}
$$

where $\mathrm{d}\left(t_{R}\right)$ is the distance between $c\left(t_{R}\right) \in \overline{c_{1} c_{2}}$ and segment $\overline{p_{1} p_{2}}$ when $\overline{p_{1} p_{2}}$ rotates $\theta=t_{R} \omega$ around $o$.

Proof The key to this proof is the definition of the function $\mathrm{d}(t)$. In our analysis, $\mathrm{d}(t)$ depends on two cases: (1) $\overline{p_{1} p_{2}}$ and $c \in \overline{c_{1} c_{2}}$ are sufficiently far apart, and (2) $\overline{p_{1} p_{2}}$ and $c$ are sufficiently close. Details of the analysis can be found in [25].

In summary, to estimate the ECT of $\mathbf{R}$ and $\mathbf{O}_{i}$, we decompose $f(t)$ into translational and rotational components: $t_{T}$ and $t_{R}$ and solve the optimization problem in Lemma 2. Since both translation and rotation decrease the closest distance between $\mathbf{R}$ and $\mathbf{O}_{i}$, the time spend on translation $t_{T}$ must equal the time spend on rotation $t_{R}$. Again, interested readers should refer to [25] for detail.

## 5 Polygon-Polygon Case

In this section, we briefly discuss the case that both the robot $\mathbf{R}$ and the obstacle $\mathbf{O}_{i}$ are polygons. The robot $\mathbf{R}$ rotates around its center of mass and moves along the designated path $\Pi$. Obstacle $\mathbf{O}_{i}$ undergoes unknown translation and rotation around a given reference point $o$.

Taking the same conservative advancement approach, we will focus our discussion on the motion strategy that an edge $\overline{q_{1} q_{2}}$ of $\mathbf{O}_{i}$ can take to collide with an edge $\overline{p_{1} p_{2}}$ of $\mathbf{R}$ at a given time $t$. Our main observation of computing the ECT etween is stated in the following lemma.

Lemma 3 Given two separating line segments $\overline{p_{1} p_{2}} \in \mathbf{R}$ and $\overline{q_{1} q_{2}} \in \mathbf{O}_{i}$, the earliest collision can only happen between an endpoint of $\overline{p_{1} p_{2}}$ and $\overline{q_{1} q_{2}}$ or an endpoint of $\overline{q_{1} q_{2}}$ and $\overline{p_{1} p_{2}}$. Collisions at the interior portion from both line segments can only happen after one of those two cases.

Proof See detailed proof in [25].

Essentially, Lemma 3 allows us to determine the ECT of two line segments from only two instances of point-polygon case discussed in Sect. 4. Given that $\mathbf{R}$ and $\mathbf{O}_{i}$ are composed of $n$ and $m$ line segments, respectively, their ECT can be determined via $2 m n$ point-polygon case analysis.

## 6 Point-Articulated Obstacle Case

Let us now focus on collision prediction between a point robot and an articulated obstacle in 2D, such as a mobile manipulator. The motion of such an articulated obstacle $\mathbf{O}_{i}$ is unknown to the robot but constrained by the following assumptions: (1) $\mathbf{O}_{i}$ can translate as a rigid body and it has a maximum translational velocity $v_{i}$, and (2) every two adjacent linkages are connected by a revolute joint. In addition, every revolute joint has a maximum angular velocity $\omega_{j}$. To simplify our discussion, we assume that $\mathbf{O}_{i}$ has no branch and is represented as a sequence of $m$ linkages $\mathbf{O}_{i}=L_{1} L_{2} \ldots L_{m}$. Linkage $L_{i}$ is closer to the base than linkage $L_{j}$ iff $1 \leq i<j \leq$ $m$, and we call $L_{i}$ an ancestor of $L_{j}$.

We again are interested in detecting the earliest time when collisions occurred between a point robot and such an articulated obstacle $\mathbf{O}_{i}$. Let us first assume the robot reaches $c_{1}$ at $t_{1}$ and reaches $c_{2}$ at $t_{2}$ where $\overline{c_{1} c_{2}}$ is some path segment on its current path $\Pi$. Note that the earliest collision time that we want to predict needs to fall into the range $\left[t_{1}, t_{2}\right]$ because we consider each path segment on $\Pi$ separately, and at this moment we are only interested in detecting collisions if the robot is on $\overline{c_{1} c_{2}}$. Our main observation of the ECT between $\mathbf{O}_{i}$ and $\overline{c_{1} c_{2}}$ is stated in the following lemma.

Lemma 4 The computation of ECT between $\mathbf{O}_{i}$ and $\overline{c_{1} c_{2}}$ is decomposable w.r.t. the linkages of $\mathbf{O}_{i}$. Let $\mathbf{O}_{i}^{k}$ be a subset of $\mathbf{O}_{i}$ including the linkages between $L_{1}$ and $L_{k}$, i.e., $\mathbf{O}_{i}^{k}=L_{1} L_{2} \ldots L_{k \leq m}$, then $\operatorname{ECT}\left(\mathbf{O}_{i}, \overline{c_{1} c_{2}}\right)$ can be written as:

$$
\begin{equation*}
\operatorname{ECT}\left(\mathbf{O}_{i}, \overline{c_{1} c_{2}}\right)=\min _{1 \leq k \leq m}\left(\operatorname{ECT}\left(\mathbf{O}_{i}^{k}, \overline{c_{1} c_{2}}\right)\right)=\min _{1 \leq k \leq m}\left(\mathrm{ECT}\left(L_{k}, \overline{c_{1} c_{2}}\right)\right) . \tag{2}
\end{equation*}
$$

Note that, in $\mathrm{ECT}\left(L_{k}, \overline{c_{1} c_{2}}\right)$, the motion of $L_{k}$ is constrained by $\mathbf{O}_{i}^{k-1}$.
Proof We will provide a proof sketch here. See detailed proof in [25]. Let us start from the first linkage $L_{1}$. Without considering other linkages, we can compute the earliest time $t_{1}$ when $L_{1}$ hits the robot using ideas from Sect.4. Now we move on to the next linkage $L_{2}$. Considering only linkage $L_{2}$ (whose motion is dependent on linkage $L_{1}$ ), the earliest collision at time $t_{2}$ between $L_{2}$ and $\overline{c_{1} c_{2}}$ ) without considering collision status between $L_{1}$ and $\overline{c_{1} c_{2}}$ can also be determined through a similar formulation from Sect. 4 (see details in [25]). Then there are only two possible cases: (1) $L_{1}$ hits $\overline{c_{1} c_{2}}$ earlier than $L_{2}$ and (2) $L_{2}$ hits $\overline{c_{1} c_{2}}$ earlier than $L_{1}$. Both cases can be summarized into $\min \left(t_{1}, t_{2}\right)=\min \left(\operatorname{ECT}\left(L_{1}, \overline{c_{1} c_{2}}\right), \operatorname{ECT}\left(L_{2}, \overline{c_{1} c_{2}}\right)\right)$. This analysis process repeats for all successive links, and then we can conclude that $\operatorname{ECT}\left(\mathbf{O}_{i}, \overline{c_{1} c_{2}}\right)=\min _{1 \leq k \leq m}\left(\operatorname{ECT}\left(L_{k}, \overline{c_{1} c_{2}}\right)\right)$.

In summary, Lemma 4 allows us to reduce the computation of the ECT between a point robot and an articulated obstacle of $m$ linkages into $m$ cases of point-polygon analysis.

## 7 Planning Motion Using Predicted Collision

So far we assume that the robot only stays on a given path. In this section, we show how to use the predicted collision in a motion planner. It is important to note that this RRT-based planner [26] discussed below is merely an example to show how earliest collision time (ECT) can be used. Other planners, such as PRM-based planners can also be combined with ECT.

In general, there are two desirable properties when a robot plans a path. First, a path should bring the robot near the goal. Second, the path should remain safe (valid) for as long as possible. With these two properties in mind, we propose to augment RrT with predicted collision. More specifically, the RrT is constructed as usual but each path from the root to a leaf is now associated with an ECT. The best path is then a path in the Rrt that has the latest ECT while still reduces the geodesic distance between the robot and the goal. An example of an augment Rrt is shown in Fig. 3. In this example, paths from configuration $r$ to all leaves reduce the distance to the goal but the path $\pi_{d}$ to configuration $d$ has the latest ECT, thus $\pi_{d}$ is the best path.

## 8 Experimental Results

We implemented the collision prediction method in C++ using Eigen linear algebra library and NLopt library. Experimental results reported in this paper are obtained from a workstation with two Intel Xeon E5-2630 2.30GHz CPUs and 32GB memory. We tested our implementation in 12 environments shown in Figs. 1 and 4. These environments contain both static and dynamic obstacles. For a dynamic obstacle, its motion is simulated using Box2D physics engine by exerting random forces. The robot knows the locations of static obstacles and the maximum translational velocity and angular velocity of dynamic obstacle. The only way that the robot knows the

Fig. 3 An Rrt augmented with earliest collision time. The tree is rooted at current configuration $r$ of the robot. Configurations $c^{\prime}$ and $d^{\prime}$ are the predicted earliest collision locations on the paths from $r$ to $c$ and $d$, respectively



Fig. 4 a-c Point-polygon environments. d-f Polygon-polygon environments. g-i Point-articulated environments. In all environments, the green robot and blue robot indicate start configuration and goal configuration, respectively. The red robot indicates the current configuration and the obstacles which cause earliest collisions are colored in red. Black obstacles are static and light grey obstacles are dynamic
pose of a dynamic obstacle is through its (simulated) onboard sensors. The best way to visualize the environments is via animation. We encourage the reader to view the videos at http://masc.cs.gmu.edu/wiki/ECT.

### 8.1 Compare to a Fixed-Time Strategy

In our first experiment, we compare two planning strategies: One replans adaptively based on collision prediction using augmented RRT (see Sect. 7), and the other replans periodically at fixed time interval using regular RRT.


Fig. 5 Compare our method to the fixed-time strategy. The top row is obtained from environments in Fig. 1a, and a-c in Fig.4, the middle row is obtained from environments in Fig. 1b and d-f in Fig. 4, and the bottom row is obtained from environments in Fig. 1c and g-i in Fig. 4. Each data point in the plot is an average over 500 runs. In the fixed-time strategy, the robot replans every 0.05 , $0.1,0.2,0.5$ and 1.0 s . Notice that the $y$-axis of (b), (d) and (f) is in logarithmic scale

Figure 5 shows the success rate and number of replans obtained from environments in Fig. 4. The success rate is the number of runs that robot reaches the goal over the total number of runs, and the number of replans is the number of times that the robot replans to reach the goal. The maximum translational velocity of an obstacle is set to $2 \mathrm{~m} / \mathrm{s}$ and the maximum angular velocity is set to $3 \mathrm{rad} / \mathrm{s}$. The experiments

Table 1 Average running time in seconds

| Method | Time (s) |
| :--- | ---: |
| Our method | 2.68 |
| Replan every 0.05 s | 25.70 |
| Replan every 0.1 s | 8.76 |
| Replan every 0.2 s | 4.00 |
| Replan every 0.5 s | 1.66 |
| Replan every 1.0 s | 0.97 |

are conducted for multiple situations when robot's velocity is $1,2,4,8$ and $16 \mathrm{~m} / \mathrm{s}$. Each data point is collected over 500 runs (i.e. 100 runs for each environment).

Success Rate and Number of Replans. From the plots in Fig. 5, we show that our approach using predicated collision helps the robot achieve nearly optimal success rate with a small number of replans. First, let us look at Fig. 5a, c and e. We see that the success rate of the proposed method is almost identical to or even better than the fixed-time strategy with very high (and almost unrealistic) replanning frequency (i.e. replan every 0.05 s .). This is especially clear when the robot's velocity is greater than $2 \mathrm{~m} / \mathrm{s}$. However, frequent updates introduce a large number of replans. As shown in Fig. 5b, d and f, in order to provide a success rate similar to the proposed method, the fixed-time strategy needs to replan around 100 times more.

Running Time. In Table 1, we provide average computation times spent on replanning over five environments for rigid obstacles. We observe that, to achieve similar success rate, our method runs 3 and 12 times faster than fixed-time strategy with time steps 0.1 and 0.05 s , respectively.

### 8.2 Compare to an Optimal Strategy

We further compare our method to a conservative optimal strategy [8]. In their work, every obstacle must be a disc and its swept volume over time is conservatively modeled as a cone with the slope being its maximum velocity. Therefore, the path, if any, generated by their method is guaranteed to be safe.

To apply their strategy in our environments shown in Fig. 4, we replace the obstacles with their smallest bounding circles. Static obstacles are modeled as moving obstacles with zero velocity. Also note that bounding box is not allowed in their method. Our experiments found that, the robot needs to move at $22 \mathrm{~m} / \mathrm{s}$ or faster in order to find a safe path in Fig. 4b, and at least $15 \mathrm{~m} / \mathrm{s}$ in Fig.4c. No path can be found at lower speed in these environments. For environments in Figs. 1a and 4a, c, the start or the goal is covered by one or more obstacles at the very beginning, thus no path can be found. On the contrary, the proposed method provides better flexibility while still allows the robot to achieve a nearly $90 \%$ success rate at $4 \mathrm{~m} / \mathrm{s}$ and almost $100 \%$ at $8 \mathrm{~m} / \mathrm{s}$.

## 9 Conclusion

In this paper, we proposed an adaptive method that predicts collisions for obstacles with unknown trajectories. We believe that this collision prediction has many potential usages and advantages. Similar to collisions detection in the setting of known obstacle motion, we have shown that collision prediction allows the robot to evaluate the safety of each edge on the extracted path with unknown obstacle motion. When the robot travels on a predetermined path, collision prediction enables adaptive repairing period that allows more robust and efficient replanning. Comparing to a planning strategy that replans periodically at fixed time interval, our experimental results show strong evidences that the proposed method significantly reduces the number of replans while maintaining higher success rate of finding a valid path. Because of its ability to handle arbitrary shapes including articulated objects, this tool provides a complimentary approach to the methods that consider complex behavior prediction or dynamic constraints but with only simple shapes. Even though the obstacles are modeled as adversarial agents in this paper, we are currently investigate strategies to incorporate the constraints in obstacles' motion when better behavior patterns of the obstacle are known [7].
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# Asymptotically Optimal Stochastic Motion Planning with Temporal Goals 
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#### Abstract

This work presents a planning framework that allows a robot with stochastic action uncertainty to achieve a high-level task given in the form of a temporal logic formula. The objective is to quickly compute a feedback control policy to satisfy the task specification with maximum probability. A top-down framework is proposed that abstracts the motion of a continuous stochastic system to a discrete, bounded-parameter Markov decision process (BMDP), and then computes a control policy over the product of the BMDP abstraction and a DFA representing the temporal logic specification. Analysis of the framework reveals that as the resolution of the BMDP abstraction becomes finer, the policy obtained converges to optimal. Simulations show that high-quality policies to satisfy complex temporal logic specifications can be obtained in seconds, orders of magnitude faster than existing methods.


Keywords Planning under uncertainty • Temporal logic planning - Stochastic systems • Formal control synthesis

## 1 Introduction

Robots are rapidly becoming capable of performing a wide range of tasks with a high-degree of autonomy. There is a growing desire to take full advantage of these systems by allowing a human operator to dictate a high-level task to the robot and let the robot itself decide the low-level details of how to accomplish the task. Consider an automated warehouse where items are retrieved by a robot and then dropped off at

[^34]a central location for further processing. A single human dispatcher can coordinate such tasks at a high-level by simply telling the robot which items to gather. This is in contrast to lower-level coordination where a technically savvy or highly trained operator must tell the robot how to gather each item. By abstracting the motion planning objective into a high-level task, the need for a human operator to reason over low-level details (e.g., the order items are gathered) is obviated. There are two fundamental challenges, however, that inhibit this high-level abstraction. First, translating a high-level specification into an equivalent model fit for a motion planning algorithm is a computationally difficult endeavor, typically an exponential-time operation [1]. Second, physical robots suffer from uncertainties that can invalidate a motion plan, like noisy actuation, unreliable sensing, or a changing environment, and robustly handling uncertainty can require significant computation time [2]. Extensive literature exists for solving these challenges in isolation, but methods that are both efficient and effective at high-level task planning for an uncertain system remain elusive.

High-level specifications using temporal logics have been employed to improve the expressiveness of a motion planning task (e.g., [3-10]). These logics allow for a natural encoding of both Boolean and temporal constraints, and the classic motion planning task of move from start to goal without collision can be greatly enhanced using these operators. For instance, in the warehouse scenario described above, complex tasks such as

> Pick up items from locations A, B, and C, in any order, and drop them off at location D or Pick up items from locations A or B and then C and drop them off in D; meanwhile, if B is ever visited, then avoid E
are easily encoded using only temporal and Boolean operators. Given a motion planning specification in the form of a temporal logic formula, existing frameworks (e.g., [3-10]) consider a mixed discrete and continuous approach, where Boolean propositions are mapped to discrete regions of the state space and planning is performed in the continuous space to satisfy the specification.

When the robot is subject to action uncertainty, robust motion planners have been developed that compute a control strategy over the entire state space rather than a single trajectory (e.g., [11-13]). This strategy is often referred to as a policy. Conceptually, a policy is a lookup table that maps each state to a particular action. An optimal policy maximizes the reward the robot can expect to receive given a stochastic motion model of its evolution. Computing an optimal policy can take significant time, however, because every state of the system must be reasoned over to ensure the action selected is indeed optimal.

This work operates at the intersection of high-level task planning and planning under action uncertainty. A top-down framework is presented that is capable of quickly computing an optimal control policy that satisfies a temporal logic specification with maximum probability by utilizing a combination of discrete and continuous space planning. To robustly handle noise in the actuation of the robot, the method constructs an abstraction in the form of an uncertain Markov model that models the evolution of the robot as it moves between discrete regions of the state space. Given a temporal logic task specification, the framework then constructs an equivalent deterministic
finite automaton (DFA) that expresses the task and computes an optimal control policy over the product of the DFA and the discrete abstraction to maximize the probability of satisfying the specification.

### 1.1 Related Work

Motion planning for realistic robotic tasks is the subject of a large body of recent work known as formal methods in robotics [3-10]. The kinds of tasks that are studied typically admit a wide latitude of possible solutions; this is evident in the tasks described earlier for the warehouse scenario. Many complex motion planning scenarios can be naturally translated to temporal logics, in particular linear temporal logic (LTL) [14]. Unfortunately, temporal logic planning suffers from state space explosion, and existing methods rely on a discrete abstraction of the continuous system to gain computational tractability.

One class of methods for temporal logic planning synthesize controllers over a discrete abstraction of the state space [3,5]. The relationship between the controllers and a discretization of the space ensures that motion between adjacent regions is realizable by the continuous system, known as a bisimilar abstraction. Synthesis of reactive controllers have also been considered that allow for robust control in a dynamic environment, provided that all environmental behaviors are also encoded in temporal logic $[4,6,15,16]$. These methods are correct-by-construction, and find a satisfying trajectory if one exists. Synthesizing controllers that satisfy the bisimilarity constraints, however, admits only simple dynamical models. Recent work attempts reactive synthesis for non-linear systems [17], but constructing these controllers remains computationally difficult.

Sampling-based motion planners have been augmented to satisfy a task specification given in LTL [7, 8, 10, 18, 19]. These works are able to quickly emit a satisfying trajectory for systems with hybrid and/or complex dynamics. Note that these methods are not correct-by-construction. The probabilistic completeness of many sampling-based planners, however, guarantees that if a satisfying trajectory exists, the probability of finding a trajectory grows to 1 over time.

The temporal logic planning methods described above do not address instances where the robot suffers from uncertainties. When there is uncertainty in actuation, methods exist for temporal logic planning that employ a Markov decision process (MDP) to model the evolution of the system through the state space [20, 21]. The goal in these methods is to compute a control policy over the MDP abstraction to satisfy a high-level task with maximum probability. These works are incomplete, however, in that methods to construct the approximating MDP for the robot are not presented; only planning over an existing abstraction is discussed. Uncertain MDPs, where transition probabilities can belong to sets of values, have also been employed to provide a hierarchical abstraction and improve computational complexity [22]. Strong assumptions must be made on the structure of this abstraction, many of which are difficult to realize for physical systems.

Construction of a Markov abstraction for continuous-time and space systems has been studied in the literature for stochastic optimal control. In the stochastic motion roadmap (SMR) [11], the state space is discretized through sampling and an MDP is constructed over the sampled states using a Monte Carlo simulation; a set of discrete actions is assumed. Another method is the incremental MDP (iMDP) algorithm [12], which asymptotically approximates the optimal policy of the continuous stochastic system by sampling both a state and a set of candidate controls; a single control is chosen for the state with value iteration. To ensure a good approximation of the optimal policy, both SMR and iMDP construct a highly accurate MDP abstraction. Achieving the Markov property exactly, however, requires very dense state space sampling. Recent work suggests the use of a bounded-parameter Markov decision process (BMDP) [23], a special class of uncertain MDPs which can be solved in polynomial-time with respect to the number of states, as the abstraction model [13, 24]. A BMDP allows for coarse discretization of the state space by relaxing the Markov constraint while still fully representing the memoryless transition model. Moreover, a BMDP does not have the strong assumptions on the transition model that general uncertain MDPs do.

### 1.2 Contribution

This paper introduces a planning framework that quickly computes a control policy for a system with uncertain actuation to satisfy a high-level specification with maximum probability. The proposed planning framework utilizes a coarse Markov abstraction to mitigate state space explosion when planning for the continuous stochastic system. Unlike previous works in temporal logic planning, however, the proposed framework makes few assumptions on the underlying dynamics, and is applicable to a broad class of stochastic systems. The proposed method builds upon previous work [13, 24] by constructing a coarse, bounded-parameter MDP (BMDP) abstraction to model the evolution of the stochastic system through discrete regions of the state space. Departing from the previous works, an optimal policy is computed over the BMDP abstraction to satisfy a high-level specification given in temporal logic. The framework constructs the entire abstraction and control policy from scratch, requiring only a model of the dynamics, a map of environment, and a task specification. Although errors are introduced when discretely approximating a continuous process, analysis shows that as the discrete regions become smaller, errors in the approximation limit to zero and the control policy that is computed converges to the true optimal.

This work presumes that the task specification is given in co-safe LTL [1], a subset of LTL. Although co-safe LTL has infinite semantics, a finite trace is sufficient to satisfy these formulas. In many robotics applications, tasks are required to be completed in finite time, making co-safe LTL an ideal language for such high-level specifications. A noteworthy property of the BMDP abstraction is that it can be reused for any co-safe LTL specification given the same robot and workspace. Simulated results show that given a BMDP abstraction, a complete control policy to satisfy the specification with
maximum probability can be computed in seconds, orders of magnitude faster than existing techniques.

## 2 Problem Formulation

The objective of this work is to compute a control policy for a fully-observable robotic system with noisy actuation that satisfies a high-level task specification given in a fragment of LTL with maximal probability. Formal definitions of the robotic system, LTL specification language, and task satisfaction follow.

### 2.1 Stochastic Robotic System

Consider a robotic system with noisy actuation whose dynamics are described by the following stochastic differential equation [12, 13, 24, 25]:

$$
\begin{gather*}
d x=f(x(t), u(t)) d t+F(x(t), u(t)) d w,  \tag{1}\\
x \in X \subset \mathbb{R}^{n_{x}}, \quad u \in U \subset \mathbb{R}^{n_{u}},
\end{gather*}
$$

where $X$ and $U$ are compact sets representing the state and control spaces, and $w(\cdot)$ is an $n_{w}$-dimensional Wiener process. Functions $f: X \times U \rightarrow \mathbb{R}^{n_{x}}$ and $F: X \times U \rightarrow \mathbb{R}^{n_{x} \times n_{w}}$ are bounded and Lipschitz continuous, where $f(\cdot, \cdot)$ describes the robot's nominal dynamics and $F(\cdot, \cdot)$ captures the influence of noise on the dynamics. The pair $(u(\cdot), w(\cdot))$ is assumed to satisfy the Markov property. The stochastic process is fully observable and stops once the interior of $X$ is left.

### 2.2 Syntactically Co-Safe LTL

The mission of the stochastic system is specified by a syntactically co-safe LTL formula $\phi[1,7]$. The syntax and semantics of such a specification is given here for completeness.

Syntax: A syntactically co-safe LTL formula $\phi$ is defined inductively over a set $\Pi=\left\{\pi_{1}, \ldots, \pi_{n}\right\}$ of atomic Boolean propositions and a set of unary and binary operators:

$$
\phi:=\pi|\neg \pi| \phi \vee \phi|\phi \wedge \phi| \mathcal{X} \phi|\mathcal{F} \phi| \phi \mathcal{U} \phi,
$$

where $\pi \in \Pi$ in an atomic proposition, $\neg, \vee$, and $\wedge$ represent the Boolean operators negation, disjunction, and conjunction respectively, $\mathcal{X}$ is the temporal next operator,
$\mathcal{F}$ represents the temporal eventually operator, and $\mathcal{U}$ denotes the temporal until operator.

Semantics: The semantics of a syntactically co-safe LTL formula $\phi$ are defined over infinite traces of $2^{\Pi}$. Let $\sigma=\left\{\tau_{i}\right\}_{i=0}^{\infty}$ denote an infinite trace, where $\tau_{i} \in 2^{\Pi}$. Furthermore, let $\sigma^{i}=\tau_{i}, \tau_{i+1}, \ldots$ denote a suffix of the trace starting at step $i$. The notation $\sigma \models \phi$ denotes that the trace $\sigma$ satisfies co-safe formula $\phi$ and has the following recursive definition:

```
\(-\sigma \models \pi \quad\) if \(\pi \in \tau_{0}\)
\(-\sigma \models \neg \pi \quad\) if \(\pi \notin \tau_{0}\)
\(-\sigma \models \phi_{1} \vee \phi_{2} \quad\) if \(\sigma \models \phi_{1}\) or \(\sigma \models \phi_{2}\)
\(-\sigma \models \phi_{1} \wedge \phi_{2} \quad\) if \(\sigma \models \phi_{1}\) and \(\sigma \models \phi_{2}\)
\(-\sigma \models \mathcal{X} \phi \quad\) if \(\sigma^{1} \models \phi\)
\(-\sigma \models \mathcal{F} \phi \quad\) if \(\exists k \geq 0\) where \(\sigma^{k} \models \phi\)
\(-\sigma \models \phi_{1} \mathcal{U} \phi_{2} \quad\) if \(\exists k \geq 0\) where \(\sigma^{k} \models \phi_{2}\), and \(\forall i \in[0, k), \sigma^{i} \models \phi_{1}\)
```

Although the semantics have an infinite horizon, a finite trace is sufficient to satisfy $\phi$. Thus, a deterministic finite automaton (DFA) $\mathcal{A}_{\phi}=\left(Z, \Sigma, \delta, z_{0}, T\right)$ can be constructed that accepts exactly the satisfying traces of $\phi$, where

- $Z$ is a finite set of states,
- $\Sigma=2^{\Pi}$ is the input alphabet, where each input symbol is a truth assignment for all propositions in $\Pi$,
- $\delta: Z \times \Sigma \rightarrow Z$ is the transition function,
- $z_{0} \in Z$ is the initial state, and
- $T \subseteq Z$ is the set of accepting states.

Let $\sigma=\sigma_{0} \ldots \sigma_{l}$ be a string over $\Sigma$. $\mathcal{A}_{\phi}$ accepts $\sigma$ iff a sequence of states $\omega_{0} \ldots \omega_{l}$ exists in $Z$ where $\omega_{0}=z_{0}, \omega_{i+1}=\delta\left(\omega_{i}, \sigma_{i}\right)$ for $i=0, \ldots, l-1$, and $\omega_{l} \in T$.

### 2.3 Stochastic Motion Planning with Temporal Goals

Stochastic system (1) evolves in a static workspace $\mathcal{W}$ consisting of a set of polytopic obstacles $\mathcal{O}$ and a set of polytopic regions $\mathcal{P}=\left\{p_{1}, \ldots, p_{n}\right\}$, where $p_{i}$ is mapped to atomic proposition $\pi_{i}$. Proposition $\pi_{i}$ becomes true when the system visits any part of region $p_{i}$. With a slight abuse of notation, let $\sigma$ denote the trajectory traced by the system during execution. Execution terminates when $\sigma \models \phi$ or $\sigma \cap \mathcal{O} \neq \emptyset$, whichever occurs first. Given these definitions, the problem addressed in this work is now formally stated:

Problem Definition: Given a fully-observable stochastic system (1) operating in a workspace $\mathcal{W}$, compute a control policy for the system that maximizes the probability of satisfying a syntactically co-safe LTL formula $\phi$.

## 3 Methodology

A top-down framework for computing an optimal control policy is presented in this section that maximizes the probability of satisfying a task specified in co-safe LTL. Computation of the policy occurs in two phases. First, the evolution of the stochastic system is abstracted to a particular kind of uncertain Markov model, a bounded-parameter Markov decision process (BMDP) $\mathcal{B}$. The BMDP models the range of transition probabilities that are observed when the system transitions between regions in a discretization of the state space. Second, the co-safe LTL specification $\phi$ is translated into an equivalent DFA $\mathcal{A}_{\phi}$, and the Cartesian product $\mathcal{P}=\mathcal{B} \times \mathcal{A}_{\phi}$ is computed. Conceptually, the product $\mathcal{P}$ is also a BMDP where each state is a unique tuple $(q, z)$, where $q$ is a discrete region of the state space and $z$ is a state in $\mathcal{A}_{\phi}$. Then, an optimal policy is computed over $\mathcal{P}$ to reach any state $\left(q^{\prime}, z^{\prime}\right)$, where $z^{\prime}$ is accepting in $\mathcal{A}_{\phi}$. With respect to the discretization, an optimal policy over $\mathcal{P}$ satisfies $\phi$ with maximum probability. A block diagram illustrating the components of the planning framework is shown in Fig. 1.

### 3.1 BMDP Abstraction

To achieve computational tractability, the proposed framework abstracts the evolution of the stochastic system to motions between discrete regions of the state space. Since the system is stochastic, navigation of the system between any pair of adjacent regions is presumed to be imperfect. Furthermore, the probability of transitioning to an adjacent region depends on the initial state within the current region, which is not known a priori. Therefore, a range of transition probabilities is required to fully represent the likelihood of the system successfully moving between two regions,


Fig. 1 Diagram of the proposed stochastic temporal logic planning framework
corresponding to the minimum and maximum over all initial conditions. The discretization, coupled with the transition probability ranges naturally lends itself to an uncertain Markov decision process. This particular construction of the region level abstraction, however, forms a special kind of uncertain MDP, known as a boundedparameter MDP (BMDP) [23]. A BMDP is able to capture the uncertainty over the transition probabilities with a range of values, and can be solved optimally in polynomial time. In the remainder of this section, a formal definition of the BMDP is given, and the construction of the BMDP abstraction for stochastic planning is detailed.

Bounded-Parameter MDP A bounded-parameter Markov decision process (BMDP) [23] is an MDP whose transition probabilities are not known exactly. Instead, these values are presumed to lie within a range of real numbers. Formally, a BMDP is a tuple $\mathcal{B}=(Q, A, \widetilde{P}, \widehat{P}, L)$, where

- $Q$ is a finite set of states,
- $A$ is a finite set of actions,
- $\breve{P}: Q \times A \times Q \rightarrow[0,1]$ and $\widehat{P}: Q \times A \times Q \rightarrow[0,1]$ are pseudo-transition probability functions that for state $q \in Q$ under action $a \in A$ return the minimum and maximum transition probabilities to state $q^{\prime} \in Q$, respectively,
- $L: Q \rightarrow 2^{\Pi}$ is a labeling function that maps each $q \in Q$ to a set of atomic propositions in $2^{\Pi}$. $L$ relates discrete states with the proposition regions.
The following property must also hold in a BMDP: for all $q, q^{\prime} \in Q$ and any $a \in A(q), \widetilde{P}(q, a, \cdot)$ and $\widehat{P}(q, a, \cdot)$ are pseudo-distribution functions such that $0 \leqslant$ $\breve{P}\left(q, a, q^{\prime}\right) \leqslant \widehat{P}\left(q, a, q^{\prime}\right) \leqslant 1$ and $\sum_{q^{\prime} \in Q} \breve{P}\left(q, a, q^{\prime}\right) \leqslant 1 \leqslant \sum_{q^{\prime} \in Q} \widehat{P}\left(q, a, q^{\prime}\right)$.
Discretization A discretization of the state space that respects both obstacles and proposition regions forms the states of the BMDP abstraction. Formally, a discretization of the bounded state space $X$ is defined as a set of polytopic, non-overlapping subspaces of $X$ whose union is $X$.

A desirable discretization depends on a number of factors, including the geometry and dynamics of the system. Practically speaking, the coarseness of the discretization has a direct impact on policy computation time. The difficulty of discretizing a highdimensional space for motion planning purposes is well known [7]. The proposed framework advocates a discretization of the workspace using a Delaunay triangulation [26] that can easily be generated to respect obstacles and other regions of interest. Moreover, this triangulation avoids skinny triangles which may be deleterious to the abstraction. Note that discretizing the workspace induces a discretization of the state space by projecting each element of the state space into the workspace and identifying the region the projection lies in.

Local Policy Computation Given a discretization of the state space, a local controller or control policy is generated to optimally navigate the stochastic system between adjacent regions. These local policies correspond to the actions of the BMDP abstraction. The proposed framework is not dependent on a particular method for local policy generation, so long as the transition probability range for successfully moving between two regions can be calculated. A general method for computing
local policies is the iMDP algorithm [12], a sampling-based approach that asymptotically approximates the optimal control policy for stochastic system (1) using a series of progressively larger Markov decision processes. When local policies are approximated with a Markov chain (as in iMDP), the minimum and maximum transition probabilities for transitioning to an adjacent discrete region are easily obtained with an absorbing Markov chain analysis [27]. The imDP method is used to compute the local policies in the evaluation of this framework. Depending on the system employed, however, more specialized controllers can also be synthesized for stronger guarantees in the local control policies.

### 3.2 Product BMDP and Optimal Policy

Recall that the objective of the system is given as a co-safe LTL formula $\phi$, and that a finite trace is able to satisfy this kind of specification. To compute a control policy to satisfy $\phi$, the specification is first translated into an equivalent DFA [1]. Unfortunately, constructing $\mathcal{A}_{\phi}$ introduces an exponential blow-up with respect to the size of $\phi$. Nevertheless, tools exist that emit a minimized DFA virtually instantly for the kinds of specifications commonly used for planning tasks [28]. Given $\mathcal{A}_{\phi}$, the product of $\mathcal{A}_{\phi}$ with the BMDP described above is computed, and then a policy over the product is obtained to satisfy the specification with maximum probability. The product BMDP is formally defined below.

Product BMDP Given a BMDP $\mathcal{B}$ and a DFA $\mathcal{A}_{\phi}$ for a co-safe LTL specification $\phi$, the product BMDP $\mathcal{P}=\mathcal{B} \times \mathcal{A}_{\phi}$ is a tuple $\mathcal{P}=\left(Q_{\mathcal{P}}, T_{\mathcal{P}}, A_{\mathcal{P}}, \check{P}_{\mathcal{P}}, \widehat{P}_{\mathcal{P}}\right)$, where

$$
\begin{gathered}
Q_{\mathcal{P}}=Q \times Z, \quad T_{\mathcal{P}}=Q \times T, \quad A_{\mathcal{P}}=A, \\
\widetilde{P}_{\mathcal{P}}\left((q, z), a_{\mathcal{P}},\left(q^{\prime}, z^{\prime}\right)\right)=\left\{\begin{array}{cl}
\check{P}\left(q, a, q^{\prime}\right) & \text { if } z^{\prime}=\delta\left(z, L\left(q^{\prime}\right)\right) \\
0 & \text { otherwise },
\end{array}\right. \\
\widehat{P}_{\mathcal{P}}\left((q, z), a_{\mathcal{P}},\left(q^{\prime}, z^{\prime}\right)\right)=\left\{\begin{array}{cl}
\widehat{P}\left(q, a, q^{\prime}\right) & \text { if } z^{\prime}=\delta\left(z, L\left(q^{\prime}\right)\right) \\
0 & \text { otherwise },
\end{array}\right.
\end{gathered}
$$

for $q, q^{\prime} \in Q, a_{\mathcal{P}} \in A_{\mathcal{P}}, a \in A$, and $z, z^{\prime} \in Z$. Conceptually, $\mathcal{P}$ is both a BMDP and a DFA. The goal is to compute a policy over the actions $\mathcal{A}_{\mathcal{P}}$ in $\mathcal{P}$ to reach any terminal state $(q, z) \in T_{\mathcal{P}}$ with maximum probability. Note that transitions in the BMDP component of each state still obey the transition probabilities over the actions between each discrete region, and a transition in the DFA occurs only when the system enters a labeled proposition region that has a transition in the current DFA state. Therefore, the policy that maximizes the probability of reaching a state in $T_{\mathcal{P}}$ optimizes the probability of satisfying $\phi$ (reaching an accepting state in $\mathcal{A}_{\phi}$ ). A conceptual illustration of the of the product BMDP $\mathcal{P}$ given $\mathcal{B}$ and $\mathcal{A}_{\phi}$ is shown in Fig. 2.

Optimal Policy Computation Finding a policy over $\mathcal{P}$ to satisfy specification $\phi$ is equivalent to solving the maximal reachability probability problem [29].


Fig. 2 a The minimal DFA $\mathcal{A}_{\phi}$ for $\phi=\left(\neg p_{3} \mathcal{U}\left(p_{1} \vee p_{2}\right)\right) \wedge \mathcal{F} p_{3}$. b A discretization of the state space, allowing for the construction of a BMDP $\mathcal{B}$ with proposition regions $p_{1}, p_{2}$, and $p_{3}$. c An illustration of the product BMDP $\mathcal{P}=\mathcal{B} \times \mathcal{A}_{\phi}$. Specification $\phi$ requires the system to transition through $\mathcal{P}$ by visiting regions $p_{1}$ or $p_{2}$, followed by region $p_{3}$. If proposition $p_{3}$ is visited first, $\phi$ cannot be satisfied. The accepting state is denoted with the double circle

The objective in this problem is to find the maximum probability that a set of states can be reached from any other state in an MDP. Prior work also solves the maximal reachability probability problem for a BMDP [30]. The key difference for a BMDP is that the expected value (maximum probability) for each state is not a scalar value, but rather a range derived from the transition probability bounds.

Note that a BMDP represents a uncountably-large set of MDPs whose transition probabilities lie in those of the BMDP. This implies that the optimization objective for a BMDP is ambiguous since the true probabilities are unknown. The literature proposes two optimal policies: a pessimistic policy that optimizes for the lower bound probabilities, and an optimistic policy that optimizes for the upper bound probabilities [23]. From these two criteria, absolute optimal value ranges for each state in the BMDP naturally correspond to the minimum pessimistic value and the maximum optimistic value.

The algorithm for computing an optimal policy in a BMDP is interval value iteration (IVI), the analog of value iteration for an MDP. Before IVI begins, an optimization objective for the BMDP must be chosen (e.g., pessimistic or optimistic). For each iteration of IVI, an MDP representative is selected, based on the optimization objective and the current value estimate, and the typical Bellman backup is computed. Let $\widetilde{P}$ denote the probability distribution for the MDP representative selected during an iteration of IVI for the product BMDP $\mathcal{P}$. Then the Bellman backup operation for computing the maximum reachable probabilities in $\mathcal{P}$ is:

$$
v(q)= \begin{cases}1 & \text { if } q \in T_{\mathcal{P}}  \tag{2}\\ \max _{a \in A(q)}\left[\sum_{q^{\prime} \in Q} \widetilde{P}\left(q, a, q^{\prime}\right) v\left(q^{\prime}\right)\right] & \text { otherwise } .\end{cases}
$$

The result of the interval value iteration computation (2) is a control policy that maximizes the probability of satisfying the co-safe LTL specification $\phi$ over the BMDP abstraction. The value $v(q)$ represents the probability that the stochastic system, starting anywhere in region $q$, reaches an accepting state in the automaton $\mathcal{A}_{\phi}$. Since IVI reasons over discrete regions of the state space rather than individual elements, significant savings in computation time are realized.

## 4 Analysis

This section analyzes the asymptotic convergence of the probability of satisfying a cosafe LTL specification $\phi$ computed over the BMDP abstraction to the true optimal values for stochastic system (1). It is shown that the BMDP approximates the continuous dynamics with a bounded error that is a function of the diameter of each polytopic region. As the largest diameter in the discretization shrinks to zero, uncertainty in the optimal value estimates for the BMDP are eliminated, indicating convergence to the true maximum probabilities for the system to satisfy $\phi$. Proof of these claims begins by inspecting the local policies of the BMDP. A typical method for computing such policies uses a discrete, locally consistent approximation of the continuous dynamics, defined below.

Definition 4.1 (Definition 1.3 in [25]) Let $\xi$ denote a controlled Markov chain approximating a stochastic system (1) whose dynamics are given by bounded, Lipschitz continuous functions $f$ and $F$. Each state $x \in \xi$ is associated with a non-negative holding time $\Delta t(x)$, representing the time a control $u$ is applied at state $x$. Let $\xi_{i}$ denote the $i$ th state resulting from the stochastic process $\xi$, and the notation $\Delta \xi_{i}=\xi_{i+1}-\xi_{i}$ denote the distance between two consecutive states in the discrete approximation. A discrete time Markov chain $\xi$ is locally consistent with continuous-time system (1) if the following conditions are met for all $x \in \xi$, where $w \in U$ is the control applied at state $x$ :

$$
\begin{align*}
\mathbb{E}\left[\Delta \xi_{i} \mid \xi_{i}\right. & \left.=x, u_{i}=w\right] \tag{3}
\end{align*}=f(x, w) \Delta t(x)+O(\Delta t(x)), ~(x, w)=F(x, w) F(x, w)^{T} \Delta t(x)+O(\Delta t(x))
$$

where $O(\cdot)$ indicates an upper bound on the error introduced by the discrete time approximation of the continuous dynamics as a function of the holding time.

In the BMDP abstraction, actions for each discrete region (local policies) are presumed to be locally consistent Markov chains of stochastic system (1). Note, the iMDP method [12] computes a locally consistent Markov chain. A transition between regions in the BMDP, however, likely requires a series of discrete time steps to complete. Since each action is locally consistent, the modeling error in each BMDP transition is bounded, as shown in the following lemma.

Lemma 4.2 Given a BMDP abstraction of stochastic system (1) where actions induce locally consistent Markov chains, the error incurred by a transition from region $q$ to adjacent region $q^{\prime}$ is bounded by the maximum expected time to exit $q$.

Proof Let $\xi^{\mu}$ denote the locally consistent Markov chain induced by action $\mu$ in the BMDP abstraction defined over $q$ that attempts to navigate the system from $q$ to an adjacent region $q^{\prime}$. Furthermore, let $\Delta T_{x}\left(\xi^{\mu}\right)$ be the expected time for the system to exit region $q$ from initial state $x \in \xi^{\mu}$. From (3), (4), the error introduced by $\xi^{\mu}$ is bounded by the discrete holding times at each state in $\xi^{\mu}$. It then follows directly that the error in the transition from region $q$ is bounded by $\max _{x \in \xi^{\mu}} O\left(\Delta T_{x}\left(\xi^{\mu}\right)\right.$ ), which is the maximum error that accumulates when the system evolves within $q$ under $\mu$ over all possible initial states.

Furthermore, the expected exit time for system (1) from a bounded region is always finite, and this time is a function of the initial state and the diameter of the region ([31], Chapter III, Lemma 3.1). Given the error incurred by the BMDP abstraction of system (1) as a function of the diameter of each region, what remains to prove is that as the maximum diameter shrinks to zero, an optimal BMDP policy asymptotically converges to an optimal policy for the continuous system. Arguments are based on the value functions corresponding to the optimal policies, and begin by inspecting the transition probability ranges in the BMDP. For convenience, $\operatorname{diam}(q)$ denotes the diameter of a polytopic region $q$ in the discretization.

Lemma 4.3 Let $\mu$ denote a locally optimal, locally consistent control policy that navigates the system (1) from region q to a region adjacent to $q$ in a BMDP abstraction. Then, for all $q^{\prime}$ adjacent to $q$ :

$$
\begin{equation*}
\lim _{\operatorname{diam}(q) \rightarrow 0}\left[\hat{P}\left(q, \mu, q^{\prime}\right)-\check{P}\left(q, \mu, q^{\prime}\right)\right]=0 . \tag{5}
\end{equation*}
$$

Proof (sketch) The Lipschitz assumption for stochastic system (1) asserts \|f(x,u)$f\left(x^{\prime}, u^{\prime}\right) \| \leqslant K\left(\left\|x-x^{\prime}\right\|+\left\|u-u^{\prime}\right\|\right)$, where $K \in \mathbb{R}$ is the Lipschitz constant. An analogous assertion also holds for the covariance $F$. Since the system evolves according to a locally optimal policy $\mu$ to maximize the probability of reaching an adjacent, contiguous region, it follows from the Lipschitz condition of $f, F$ that the optimal transition probabilities for two states $x, x^{\prime}$ in a discrete region $q$ differ only by a function of the distance between $x$ and $x^{\prime}$. As the diameter of $q$ shrinks to zero, the maximum distance between any two states in $q$ also decreases to zero, indicating that the transition probability ranges under $\mu$ to reach all neighboring regions also converge to scalar values.

For any policy over a BMDP, the range of optimal value function estimates falls within the minimum pessimistic value and the maximum optimistic value. The following lemma shows that these policies and value function estimates always exist. The subsequent theorem then relates the value function estimate to the continuous
dynamics (1), showing that the values converge to the maximum probability of satisfying a co-safe LTL specification for each state in the product BMDP abstraction as largest diagonal in the discretization approaches zero.

Lemma 4.4 (Theorems 8 and 9 in [23]) For any BMDP there exists an optimistically optimal and a pessimistically optimal policy. These policies converge pointwise to the desired optimal value function.

Theorem 4.5 Let $\check{v}\left(q_{p}\right)$ denote the minimum pessimistically optimal value and $\hat{v}\left(q_{p}\right)$ denote the maximum optimistically optimal value for a state $q_{p}$ computed by (2) over the product BMDP abstraction $\mathcal{P}$ for the stochastic system (1) and co-safe specification $\phi$. Then, for all $q_{p} \in Q_{\mathcal{P}}$ :

$$
\begin{equation*}
\lim _{\max _{q \in Q} \operatorname{diam}(q) \rightarrow 0}\left[\hat{v}\left(q_{p}\right)-\check{v}\left(q_{p}\right)\right]=0, \tag{6}
\end{equation*}
$$

and $\hat{v}\left(q_{p}\right)=\check{v}\left(q_{p}\right)$ is the maximum probability of satisfying $\phi$ for all states $x \in q_{p}$ of stochastic system (1).

Proof (sketch) It follows directly from Lemmas 4.3 and 4.4 that the value function range for each region in the BMDP abstraction must converge to a single value as the diameter of the largest discrete region shrinks to zero. Thus, (6) holds. Furthermore, from Lemma 4.2, the BMDP models the underlying dynamics of the continuous stochastic system arbitrarily well as the largest diameter in the discretization shrinks to zero. Therefore, as $\left|\hat{v}\left(q_{p}\right)-\check{v}\left(q_{p}\right)\right|$ approaches 0 for all states in the product BMDP, the value range for $q_{p}$ converges to a scalar value that is the continuously optimal value for all states $x \in q_{p}$.

## 5 Evaluation

Evaluation of the proposed method for computing a control policy that satisfies specification $\phi$ with maximum probability is given in this section. A 2D system with single integrator dynamics and Gaussian noise is simulated. Formally, $f(x, u)=u$ and $F(x, u)=0.1 I$, where $I$ is the identity matrix, as in [12, 13, 24]. Computations are performed on a 2.4 GHz Intel Xeon CPU with 12 GB memory.

Simulated experiments are performed in a $20 \times 20$ warehouse inspired environment, shown in Fig. 3a. A set of proposition regions, $p_{1}, \ldots, p_{8}$, represent regions of interest in the warehouse, and region $p_{9}$ represents a processing station where completed orders are taken. Two different co-safe LTL specifications are evaluated. The first specification, $\phi_{G}$, represents a gathering task, where the system must retrieve three items in any order, then bring the completed order to the processing station. Since the same item could exist in multiple locations, subformulas $\phi_{1}=\left(p_{1} \vee p_{3}\right)$, $\phi_{2}=\left(p_{2} \vee p_{4}\right)$ and $\phi_{3}=\left(p_{5} \vee p_{6} \vee p_{7} \vee p_{8}\right)$ denote the possible locations for items 1,2 , and 3 , respectively. The second task, $\phi_{S}$, is a rigid sequence of items to


Fig. 3 a The $20 \times 20$ warehouse. Obstacles are gray, and nine proposition regions are shaded and labeled. An obstacle and proposition respecting triangulation ( 826 triangles) is overlayed. The system starts at the star. b Minimized DFA for $\phi_{G}$. $\mathbf{c}$ Minimized DFA for $\phi_{S}$. Self-transitions in the DFAS are omitted for clarity
gather, where item 1 must be retrieved before item 2, and item 2 must be retrieved before item 3 , and only then may the system return to the processing station. $\phi_{G}$ and $\phi_{S}$ are represented in co-safe LTL as:

$$
\begin{aligned}
\phi_{G} & =\left(\neg p_{9} \mathcal{U} \phi_{1}\right) \wedge\left(\neg p_{9} \mathcal{U} \phi_{2}\right) \wedge\left(\neg p_{9} \mathcal{U} \phi_{3}\right) \wedge \mathcal{F} p_{9} \\
\phi_{S} & =\mathcal{F}\left(\phi_{1} \wedge \mathcal{X} \mathcal{F}\left(\phi_{2} \wedge \mathcal{X} \mathcal{F}\left(\phi_{3} \wedge \mathcal{X} \mathcal{F} p_{9}\right)\right)\right) .
\end{aligned}
$$

The minimized automata for $\phi_{G}$ and $\phi_{S}$ are shown in Figs. 3b, c.
The computation time and quality of the resulting control policy from the proposed BMDP abstraction are evaluated here. To compare this work against existing methods for planning under uncertainty, two state-of-the-art frameworks are extended to compute policies that satisfy a co-safe LTL specification. The first method employs a typical MDP abstraction, constructed using the SMR method [11]. Eight unit controls spanning the cardinal and ordinal directions are applied in the SMR for a fixed duration of 100 ms . Given the SMR, a policy is computed over the product of the SMR with $\mathcal{A}_{\phi}$ in the style of existing temporal logic methods. The second approach utilizes the iMDP algorithm [12] and iteratively constructs an optimal policy directly in the continuous state space $X \times \mathcal{A}_{\phi}$. In the BMDP abstraction, a discretization with 826 triangles is used, local policies are computed using iMDP, and a pessimistically
optimal policy over the BMDP is computed. All three methods are executed until there are 750 states sampled per unit area or four hours elapses, whichever is first. Previous work has shown this sampling density yields favorable policies for the system evaluated [13].

Discrete abstraction The first step for the BMDP and SMR methods is to construct a discrete abstraction that models the evolution of the stochastic system in the environment. This construction can be thought of as a one-time cost since the abstraction can be reused for different tasks, provided the environment and robot stay the same. The iMDP algorithm does not emit a reusable abstraction since an optimal policy is constructed directly by this method. Table 1 shows that constructing the BMDP abstraction (over the discretization in Fig. 3a) is significantly faster than a comparable MDP abstraction. BMDP construction for 826 discrete regions takes less than 20 min on a single processor, compared to over 45 min for SMR.

Policy computation Computing a policy to satisfy the specification with maximum probability exposes stark differences in the three different methods, as noted in Table 1. In the BMDP and SMR methods, the Cartesian product of the Markov abstraction is taken with the automaton $\mathcal{A}_{\phi}$, and an optimal policy over this product is computed. For iMDP, the policy is computed directly in the product space. The BMDP abstraction requires just over 10 seconds to find an optimal (pessimistic) policy for $\phi_{G}$ and under 6 seconds to find an optimal policy for $\phi_{S}$. Compare these times to SMR, which requires nearly 30 min for $\phi_{G}$ and over 20 min for $\phi_{S}$. This difference accentuates the gains in reasoning over discrete regions rather than individual state space elements. The iMDP method consistently reached a four hour timeout, and only contains about half of the number of discrete states that exist the final BMDP and SMR policies; the complexity of iMDP depends on the number of states in the existing approximating structure, where each iteration takes more time than the previous.

Probability of Success Naturally, the significant gains in computation time for the BMDP abstraction do not come without a price. The last two columns in Table 1 show the median probability of success to satisfy each of the specifications across all three methods. Although the SMR abstraction does not provide any formal guarantees, this method is able to consistently find a virtually perfect policy. This result can be attributed to the relatively simple system evaluated coupled with the rather dense MDP

Table 1 The average time to generate the discrete abstractions, average policy computation time, and median probability of success for tasks $\phi_{G}$ and $\phi_{S}$ in the three methods evaluated

|  | Abstraction time (s) | Policy time (s) |  | Probability of success |  |
| :--- | :--- | ---: | ---: | :--- | :--- |
|  |  | $\phi_{G}$ | $\phi_{S}$ | $\phi_{G}$ | $\phi_{S}$ |
| BMDP | $\mathbf{1 1 8 1 . 5 9}$ | $\mathbf{1 0 . 8 0}$ | $\mathbf{5 . 8 7}$ | 0.979 | 0.973 |
| SMR | 2494.68 | 1728.56 | 1234.97 | $\mathbf{1 . 0 0 0}$ | $\mathbf{1 . 0 0 0}$ |
| iMDP | $\mathrm{n} / \mathrm{a}$ | $14,400.00$ | $14,400.00$ | 0.899 | 0.971 |

All values are taken over 50 independent runs. The abstraction for each method is a one time cost, and can be reused for any $\phi$
abstraction utilized. Nevertheless, the much coarser BMDP abstraction cedes only $2-$ $3 \%$ probability of success compared to SMR while providing computation times that are substantially faster. Although iMDP provides strong theoretical guarantees, the complexity of this method prohibits scalability into the large product state space. This is particularly evident for $\phi_{G}$, where $\mathcal{A}_{\phi}$ has 9 states, and iMDP has a probability of success at just around $90 \%$.

## 6 Discussion

This work presents a method for efficient stochastic motion planning where the objective is a high-level specification given in co-safe LTL. By abstracting the evolution of the robot to a bounded-parameter MDP where the states are discrete regions of the state space, the method is able to quickly and effectively compute an optimal policy over the product of the BMDP abstraction and a DFA representing the high-level specification with maximum probability. Evaluation of the approach shows that policies for co-safe LTL specifications can be obtained in seconds once an abstraction is constructed. The BMDP abstraction admits optimal policy computation that is orders of magnitude faster than existing methods.

The analysis of the method indicates that as the discretization becomes finer, errors introduced in the BMDP abstraction model limit to zero and the policy asymptotically converges to optimal. As presented, the framework does not actively seek to reduce the transition probability ranges or discrete region sizes to achieve asymptotic optimality directly. It is a natural extension of this work, however, to refine local policies with large probability ranges by shrinking the discrete region they are defined over.

The relatively simple dynamics considered in the evaluation of this work should not be considered a limiting factor. The dynamics are reasoned over only at the BMDP abstraction level. For a more complex system, the time to compute the BMDP abstraction will surely increase, but time to computing the satisfying policy is polynomial in the number of discrete regions.
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# Resolution-Exact Algorithms for Link Robots 

Zhongdi Luo, Yi-Jen Chiang, Jyh-Ming Lien and Chee Yap


#### Abstract

Motion planning is a major topic in robotics. Divergent paths have been taken by practical roboticists and theoretical motion planners. Our goal is to produce algorithms that are practical and have strong theoretical guarantees. Recently, we have proposed a subdivision approach based on soft predicates Wang, C., Chiang, Y.-J., Yap, C.: On soft predicates in subdivision motion planning. In: 29th ACM Symposium on Computational Geometry (SoCG'13), pp. 349-358 (2013). To appear CGTA, Special Issue for SoCG' 13 [20], but with a new notion of correctness called resolution-exactness. Unlike mos ques for planar link robots. The technical contributions of this paper are the design of soft predicates for link robots, a novel "T/R splitting method" for subdivision, and feature-based search strategies. The T/R idea is to give primacy to the translational (T) components, and perform splitting of rotational components ( R ) only at the leaves of a subdivision tree. We implemented our algorithm for a 2 -link robot with 4 degrees of freedom (DOFs). Our implementation achieves real-time performance on a variety of nontrivial scenarios. For comparison, our method outperforms sampling-based methods significantly. We extend our 2-link planner to thick link robots with little impact on performance. Note that there are no known exact algorithms for thick link robots.
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## 1 Introduction

Algorithmic motion planning is a major topic in robotics. In the last 30 years, many techniques have been developed. Divergent paths have been taken by practical roboticists and theoretical motion planners. There are three main approaches to algorithmic motion planning: exact, sampling and subdivision approaches [12]. The exact approach has been developed by Computational Geometers [6] and in computer algebra [2]. The correct implementation of exact methods is highly non-trivial because of numerical errors. The sampling approach is best represented by Probabilistic Roadmap (PRM) [8] and its many variants (see [19]). It is the dominant paradigm among roboticists today. Subdivision is one of the earliest approaches to motion planning [4]. Recently, we have revisited the subdivision approach from a theoretical standpoint [20, 22]. The present work continues this line of development.

Worst-case complexity bounds in motion planning are too pessimistic and ignore issues like large constants, correct implementation of primitives, and adaptive behavior. Roboticists prefer to use empirical criteria to measure the success of various methods. For instance, Choset et al. [5, pp. 197-198, Fig. 7.1] noted that sampling methods (but not exact or subdivision methods) "can handle" planning problems for a certain ${ }^{1} 10$ degrees of freedom (DOFs) planar robot. It roughly means that sampling methods for this robot could terminate in reasonable time on reasonable examples. Of course, this is a far cry from the usual theoretical guarantees of performance. In contrast, not only there are no exact algorithms for this robot, but the usual exact technique of building the entire configuration space is a non-starter. Likewise, standard subdivision methods would frequently fail on so many degrees of freedom. It is suggested [5, p. 202] that the current state of the art PRM-based planners "can handle" 5 - to $12-$ DOF robots; subdivision methods may reach medium-DOF robots (say, 4 to 7 DOFs). According to Zhang et al. [23], there are no known good implementations of exact motion planners for more than 3 DOFs. On the other hand, their work [23] shows that subdivision methods "can handle" 4 - to 6-DOF robots, including the gear robot that has complex geometry.

The empirical evidence described in the previous paragraph challenges us to come up with a "theoretical response": can we design theoretical algorithms that are practical and which roboticists want to implement? Our answer may be a little surprising: the answer is yes, but we do not come down on the side of exact algorithms. The three approaches (sampling, subdivision and exact) provide increasingly stronger algorithmic guarantees. So the above empirical observations about their relative abilities is not surprising. Barring other issues, one might think we should

[^36]use the strongest algorithmic method that "can handle" a given robot. Nevertheless, we suggest $[20,22]$ that subdivision is preferable to both exact and sampling methods for two fundamental reasons. First, robotic systems (sensors, actuators, physical constants, ${ }^{2}$ mechanical dimensions, environment, etc.) are inherently approximate. Exact computation makes little sense in such a setting, while subdivision appear to naturally support approximation. But to systematically design approximate algorithms, we need a replacement for the standard exact model. We introduced the notion of soft-predicates as the basis of an approximate computational model. Second, the difficulty of sampling methods with the halting problem is a serious issue in the form of "narrow passage problem." Intuitively, researchers realize that subdivision can overcome this (e.g., [23]), but there are pitfalls in formulating the solution: the usual notion of "resolution completeness" is vague about what a subdivision planner must do if there is NO PATH: one solution may reintroduce the halting problem, while another solution might require exact predicates. To avoid the horns of this dilemma, we introduce the concept of resolution-exactness. Taken together, soft predicates and resolution-exactness, free us from exact computation and the halting problem. They lead to new classes of planning algorithms that are not only theoretically sound, but also practical.

Algorithms that provide resolution exactness promise to recover all the practical advantages of the PRM framework, but with stronger theoretical guarantees. However, many challenges lie ahead to realize these goals. We need to test some of the conventional wisdom of roboticists cited above. Is it really true that subdivision is inherently less efficient than sampling methods? This is suggested by the state-of-art techniques, but we do not see an inherent reason. Is randomness the real source of power in sampling methods? There is some debate among roboticists on this point (cf. LaValle et al. [11] and Hsu et al. [7]). We feel that the current limit of 6 DOFs of subdivision algorithms is a desired barrier to cross

Contributions of this Paper. With the foundation of resolution-exactness and soft predicates in place [20,22], we need to develop techniques for designing such algorithms. The present paper contributes to this goal. We focus on techniques for the class of articulated robots. Note that even for a 2 -link robot with 4 DOFs, the naive splitting of configuration boxes into $2^{4}=16$ is already unacceptable. It is also clear that any such technique must be empirically supported by implementations. We make several contributions in this paper
(A) Soft-predicates for link robots. As envisioned in [20], soft-predicates can exploit a wide variety of techniques that trade-off ease of implementation against efficiency. In this paper, we introduce soft-predicates based on the notion of lengthlimited forbidden angles for link robots.
(B) A "T/R Splitting" technique based on splitting translational and rotational degrees of freedom in different phases. Consider a freely translating $k$-link planar robot with $k+2$ DOFs. The naive subdivision would split each box into $2^{k+2}$ children; already for $k=2$ or 3 , this has little chance of being practical.

[^37]An idea [20] is to consider two regimes: configuration boxes are originally in the "large regime" in which we only split the translational degrees of freedom. When the boxes are sufficiently small, in the "small regime", we split the angular degrees of freedom. But this idea only delays the eventual $2^{k+2}$-way splits. We now take this idea to the limit: we perform the angular split only once, at the level just before the leaves. This turns out to be a winner.
(C) Extensions: Subdivision algorithms are typically easier to extend than exact algorithms. For instance, let each robot link be thickened by taking the Minkowski sum of a line segment with a disc of radius $\tau \geq 0$. We say the link is thick when $\tau>0$. We give a simple heuristic implementation for thick robots which shows little performance penalty. Note that there are no exact algorithms known for such robots. Another easy extension (not implemented) of our 2 -link robot is to a $k$-spider robot. This is easy because the rotational degree of freedom of each of the links are mutually independent.
(D) We implemented a 2 -link robot (with 4 DOFs ) in $\mathrm{C} / \mathrm{C}++$, and our experiments are extremely encouraging: our planner can solve a wide range of nontrivial instances in real time. Unlike sampling-based planners, we can terminate quickly in case of NO-PATH, and our algorithm does not need any tuning parameters such as the number of samples, or cut-off bounds. To evaluate our approach further, we also compared with some probabilistic sampling algorithms (PRM [8], Gaussian-PRM [3] and RRT [10]) implemented in OMPL [18]. Preliminary experiments indicate that our subdivision solution outperforms these significantly. Our code and datasets are freely distributed with the Core Library, ${ }^{3}$ where various parameter settings for the experiments on some highly non-trivial instances are reproducibly encoded in the Makefile targets. Images of such instances are given in the Appendix of the full paper [15]. A video clip showing the animation of one such resulting path is available. ${ }^{4}$

## 2 Preliminaries

The basic motion planning problem is this [12]: Let $R_{0}$ be a fixed robot living in $\mathbb{R}^{k}$ ( $k=2$, 3). It defines a configuration space $C_{\text {space }}=C_{\text {space }}\left(R_{0}\right)$. We may ${ }^{5}$ assume $C_{\text {space }}\left(R_{0}\right) \subseteq \mathbb{R}^{d}$ if $R_{0}$ has $d$ DOFs. For any obstacle set $\Omega \subseteq \mathbb{R}^{k}$, we obtain a corresponding free space $C_{\text {free }}=C_{\text {free }}(\Omega) \subseteq C_{\text {space }}$. The basic (exact) motion planning problem for $R_{0}$ is thus: the input is

$$
\begin{equation*}
I=\left(\Omega, \alpha, \beta, B_{0}\right) \tag{1}
\end{equation*}
$$

[^38]where $\Omega \subseteq \mathbb{R}^{k}$ is a polyhedral set, $B_{0} \subseteq C_{\text {space }}$ is a region-of-interest, and $\alpha, \beta \in$ $C_{\text {space }}$ are start and goal configurations. We want to find a path in $B_{0} \cap C_{\text {free }}$ from $\alpha$ to $\beta$; return NO-PATH if no such path exists. An algorithm for this problem is called an (exact) "planner".

Fundamentals of Our Subdivision Approach. Our subdivision approach includes the following three fundamental concepts (the details are given in the Appendix of the full paper [15]):

- Resolution-exactness: this is our replacement for a standard concept in the subdivision literature called "resolution completeness": Briefly, a planner is resolutionexact if there is a constant $K>1$ such that if there is a path of clearance $>K \varepsilon$, it will return a path, and if there is no path of clearance $\varepsilon / K$, it will return NOPATH. Here, $\varepsilon>0$ is an additional input parameter to the planner, in addition to the normal parameters.
- Soft Predicates: we are interested in predicates that classify boxes. Let $\square \mathbb{R}^{d}$ be the set of closed axes-aligned boxes in $\mathbb{R}^{d}$. Let $C: \mathbb{R}^{d} \rightarrow\{+1,0,-1\}$ be an (exact) predicate where $+1,-1$ are called definite values, and 0 the indefinite value. We extend it to boxes $B \in \square \mathbb{R}^{d}$ as follows: for a definite value $v \in$ $\{+1,-1\}, C(B)=v$ if $C(x)=v$ for every $x \in B$. Otherwise, $C(B)=0$. Call $\widetilde{C}: \square \mathbb{R}^{d} \rightarrow\{+1,0,-1\}$ a "soft version" of $C$ if whenever $\widetilde{C}(B)$ is a definite value, $\widetilde{C}(B)=C(B)$, and moreover, if for any sequence of boxes $B_{i}(i \geq 1)$ that converges monotonically to a point $p, \widetilde{C}\left(B_{i}\right)=C(p)$ for $i$ large enough.
- Soft Subdivision Search (SSS) Framework. This is a general framework for a broad class of motion planning algorithms, in the sense that PRM is also such a framework. One must supply a small number of subroutines with fairly general properties in order to derive a specific algorithm. In PRM, one basically needs a subroutine to test if a configuration is free, a method to connect two free configurations, and a method to generate additional configurations. For SSS, we need a predicate to classify boxes in configuration space as FREE/STUCK/MIXED, a method to split boxes, and a method to test if two FREE boxes are connected by a path of FREE boxes, and a method to pick MIXED boxes for splitting. The power of such frameworks is that we can explore a great variety of techniques and strategies. This is critical for an area like robotics.

Link Robots. In our previous work [20], we focused on rigid robots. In this work, we look at flexible robots; the simplest such examples are the link robots. Lumelsky and Sun [13] investigated planners for 2-link robots in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$. Sharir and ArielSheffi [16] gave the first exact algorithms for planar $k$-spider robots.

By a 1 -link robot, we mean a triple $R_{1}=\left(A_{0}, A_{1}, \ell\right)$ where $A_{0}$ and $A_{1}$ are names for the endpoints of the link, and $\ell>0$ is the length of the link. Its configuration space is $S E(2)=\mathbb{R}^{2} \times S^{1}$. If $\gamma=(x, y, \theta) \in S E(2)$, then $R_{1}[\gamma] \subseteq \mathbb{R}^{2}$ denote the line segment with the $A_{0}$-endpoint at $(x, y)$ and the $A_{1}$-endpoint at $(x, y)+\ell(\cos \theta, \sin \theta)$. Call $R_{1}[\gamma]$ the footprint of $R_{1}$ at $\gamma$. Also, $A_{0}[\gamma], A_{1}[\gamma] \in \mathbb{R}^{2}$ denote the endpoints of $R_{1}[\gamma]$.

For $k \geq 1$, we define a $k$-link robot $R_{k}$ recursively: $R_{k}$ will have $k+1$ named points: $A_{0}, A_{1}, \ldots, A_{k}$. We have defined $R_{1}$. For $k \geq 2, R_{k}$ is a pair $\left(R_{k-1}, L_{k}\right)$


Fig. 1 Some link robots
where $L_{k}=\left(X_{k}, A_{k}, \ell_{k}\right), X_{k}$ is a named point of $R_{k-1}, A_{k}$ is the new named point, and $\ell_{k}>0$ is the length of the $k$ th link. The configuration space of $R_{k}$ is $C_{\text {space }}\left(R_{k}\right):=\mathbb{R}^{2} \times\left(S^{1}\right)^{k}$, with 2 translational DOFs and $k$ rotational DOFs. See Fig. 1 for some examples of such robots ( $k$-chains and $k$-spiders).

We define the footprint of $R_{k}$ : Let $\gamma=\left(\gamma^{\prime}, \theta_{k}\right) \in C_{\text {space }}\left(R_{k}\right)$ where $\gamma^{\prime}=$ $\left(x, y, \theta_{1}, \ldots, \theta_{k-1}\right)$. The footprint of the $k$ th link is $L_{k}[\gamma]$, defined as the line segment with endpoints $X_{k}\left[\gamma^{\prime}\right]$ and $A_{k}[\gamma]:=X_{k}\left[\gamma^{\prime}\right]+\ell_{k}\left(\cos \theta_{k}, \sin \theta_{k}\right)$. The footprint $R_{k}[\gamma]$ is the union $R_{k-1}\left[\gamma^{\prime}\right] \cup L_{k}[\gamma]$.

We say $\gamma$ is free if $R_{k}[\gamma] \cap \Omega=\emptyset$. As usual, $C_{\text {free }}\left(R_{k}\right) \subseteq C_{\text {space }}\left(R_{k}\right)$ comprises the free configurations. The clearance of $\gamma$ is defined as $C \ell(\gamma):=\operatorname{Sep}\left(R_{k}[\gamma], \Omega\right)$. Here, $\operatorname{Sep}(X, Y):=\inf \{\|x-y\|: x \in X, y \in Y\}$ denotes the separation of two Euclidean sets $X, Y \subseteq \mathbb{R}^{2}$.

Feature-Based Approach. Our computation and predicates are "feature based" whereby the evaluation of box primitives are based on a set $\widetilde{\phi}(B)$ of features associated with the box $B$.

Given a polygonal set $\Omega \subseteq \mathbb{R}^{2}$, the boundary $\partial \Omega$ may be subdivided into a unique set of corners (points) and edges (open line segments), called the features of $\Omega$. Let $\Phi(\Omega)$ denote this feature set. Our representation of $f \in \Phi(\Omega)$ ensures this local property of $f$ : for any point $q$, if $f$ is the closest feature to $q$, then we can decide if $q$ is inside $\Omega$ or not. To see this, first note that if $f$ is a corner, then $q$ is outside $\Omega$ iff $q$ is convex corner of $\Omega$. So suppose that $f$ is a wall. Our representation assigns an orientation to $f$ such that $q$ is inside $\Omega$ iff $q$ lies to the left of the oriented line through $f$.

## 3 The T/R Splitting Method

The simplest splitting strategy is to split a box $B \subseteq \mathbb{R}^{d}$ into $2^{d}$ congruent subboxes. This makes sense for a disc robot, but even for the case of $C_{\text {space }}=S E(2)$, this strategy is noticeably slow without additional techniques. In [20], we delay the splitting of rotational dimensions, but the problem of $2^{3}=8$ splits eventually shows up. In
this paper, we push the delaying idea to the limit: we would like to split the rotational dimensions only once, at the leaves of the subdivision tree when the translational boxes have radius at most $\varepsilon$. Moreover, this rotational split can produce arbitrarily many children, depending on the number of relevant obstacle features. Intuitively, reducing the translational box down to $\varepsilon$ for this technique is not severely inefficient because there are only 2 DOFs for translation. Later, we introduce a modification.

The basis for our approach is a distinction between the translational and rotational components of $C_{\text {space }}$. Note that the rotational component is a subspace of a compact space $\left(S^{1}\right)^{k}$, and thus it makes sense to treat it differently. Given a box $B \subseteq C_{\text {space }}\left(R_{k}\right)$, we write $B=B^{t} \times B^{r}$ where $B^{t} \subseteq \mathbb{R}^{2}$ and $B^{r} \subseteq\left(S^{1}\right)^{k}$ are (respectively) the translational box (t-box) and rotational box (r-box) corresponding to $B$.

For any box $B \subseteq C_{\text {space }}\left(R_{k}\right)$, let its midpoint $m_{B}=m(B)$ and radius $r_{B}=r(B)$ refer to the midpoint and radius of its translation part, $B^{t}$. Suppose the rotational part of $B$ is given by $B^{r}=\prod_{i=1}^{k}\left[\theta_{i} \pm \delta\right]$.

Suppose we want to compute a soft predicate $\widetilde{C}(B)$ to classify boxes $B \subseteq$ $C_{\text {space }}\left(R_{k}\right)$. Following our previous work [20, 21], we reduce this to computing a feature set $\widetilde{\phi}(B) \subseteq \Phi(\Omega)$. The feature set $\widetilde{\phi}(B)$ of $B$ is defined as comprising those features $f$ such that

$$
\begin{equation*}
\operatorname{Sep}\left(m_{B}, f\right) \leq r_{B}+r_{0} \tag{2}
\end{equation*}
$$

where $r_{0}$ is farthest reach of the robot links from its base (i.e., $A_{0}$ ). We say $B$ is empty if $\widetilde{\phi}(B)$ is empty but $\widetilde{\phi}\left(B_{1}\right)$ is not, where $B_{1}$ is the parent of $B$. We may assume the root is never empty. If $B$ is empty, it is easy to decide whether $B$ is FREE or STUCK: since the feature set $\widetilde{\phi}\left(B_{1}\right)$ is non-empty, we can find the $f_{1} \in \widetilde{\phi}\left(B_{1}\right)$ such that $\operatorname{Sep}\left(m_{B}, f_{1}\right)$ is minimized. Then $\operatorname{Sep}\left(m_{B}, f_{1}\right)>r_{B}$, and by the above local property of features, we can decide if $m_{B}$ is inside or outside $\Omega$. Here then is our (simplified) Split $(B)$ function:

```
Split(B):
    If B is empty,
        Determine if B is free or stuck
    Elif " r(B)> "
        T-Split(B)
    Else
        R-Split(B)
```

Here, $T$ - $\operatorname{Split}(B)$ splits only the translational component $B$ (the rotational component remains the full space, $\left.B^{r}=\left(S^{1}\right)^{k}\right)$. Similarly, $R$-Split $(B)$ splits only $B^{r}$ and leaves $B^{t}$ intact. The details of $R-\operatorname{Split}(B)$ are more interesting, and is taken up in the next section.

Modified $T / R$ Strategy. A possible modification to this T/R strategy is to replace the criterion " $r(B)>\varepsilon$ " of $\operatorname{Split}(B)$ by " $r(B)>\varepsilon$ and $|\widetilde{\phi}(B)| \geq c$ ", for some
(small) constant $c$. For instance if $|\widetilde{\phi}(B)|=2$, we might be in a corridor region and it seems a good idea to start to split the angles. The problem with this variation is that the $R-\operatorname{Split}(B)$ gives only an approximation of the possible rotational freedom in $B$; if no path is found, we may have to split $B^{t}$ again, in order to apply $R$-Split to the children of $B$. This may render it slower than the simple T/R strategy. As our experiments show, a choice like $c=4$ is a good default.

## 4 Soft Predicate for Rotational Degrees of Freedom

We design the rotational splitting $R$ - $\operatorname{Split}(B)$ routine. Recall that this amounts to splitting $B^{r}$ (leaving $B^{t}$ intact). First assume the simple case where $R_{k}$ is a $k$-spider. In this case, each link of the robot is independent, so it suffices to consider the case of one link $\left(R_{1}\right)$. Thus $B^{r} \subseteq S^{1}$. If this link has length $\ell>0$, then $R$ - $\operatorname{Split}(B)$ splits the full circle $S^{1}$ into a union of free angular intervals. The number of such free angular ranges is equal to the number of features in $\widetilde{\phi}(B)$ within distance $\ell$ from $m(B)$.

Use the following convention for closed angular ranges: if $0 \leq \alpha_{1}<\alpha_{2}<$ $2 \pi$, then $\left[\alpha_{1}, \alpha_{2}\right]:=\left\{\alpha: \alpha_{1} \leq \alpha \leq \alpha_{2}\right\}$ and $\left[\alpha_{2}, \alpha_{1}\right]:=\left\{\alpha: 0 \leq \alpha \leq \alpha_{1}\right.$ or $\alpha_{2} \leq$ $\alpha<2 \pi\}$. In any case, if $\left[\alpha, \alpha^{\prime}\right]$ is an angular range, we call $\alpha$ (resp., $\alpha^{\prime}$ ) the left (resp., right) stop of the range.

For $p, q \in \mathbb{R}^{2}$, let $\operatorname{Ray}(p, q)$ denote the ray originating at $p$ and passing through $q$, and let $\theta(p, q) \in S^{1}$ denote its orientation. By convention, the positive $x$ - and $y$-axes have orientations 0 and $\pi / 2$, respectively. If $P, Q \subseteq \mathbb{R}^{2}$ are sets, let $\operatorname{Ray}(P, Q)=$ $\{\operatorname{Ray}(p, q): p \in P, q \in Q\}$.

The main concept we need is the following: for $\ell>0$, the length-limited (or $\ell$-limited) forbidden range of $P, Q$ is

$$
\operatorname{Forb}_{\ell}(P, Q):=\{\theta(p, q): p \in P, q \in Q,\|p-q\| \leq \ell\}
$$

If $P \cap Q$ is non-empty, then $\operatorname{Forb}_{\ell}(P, Q)=S^{1}$. Hence we will assume $P \cap Q=\emptyset$. We may also assume $P, Q$ are closed convex sets.

Our main task is to provide a compact computational formula for the set $\operatorname{Forb}_{\ell}(P, Q)$ where $P$ is a box and $Q$ is an edge feature. Without suitable insight, this task can be bogged down in numerous cases, and hard to verify. We present a simplified elegant analysis, initially by considering the case $\ell=\infty$. We simply write $\operatorname{Forb}(P, Q)$ for $\operatorname{Forb}_{\infty}(P, Q)$. Call $\operatorname{Ray}(p, q) \in \operatorname{Ray}(P, Q)$ a common tangent ray if the line through $\operatorname{Ray}(p, q)$ is tangential to $P$ and to $Q$. Such a ray is separating if $P$ and $Q$ lie on different sides of the line through $\operatorname{Ray}(p, q)$. If $P, Q$ are not singletons, then there are four common tangent rays, and exactly two of them are separating. We call a separating common tangent ray a left stop (resp., a right stop) of $(P, Q)$ if $P$ lies to the right (resp., left) of the ray. Now it is not hard to see that $\operatorname{Forb}(P, Q)=\left[\theta\left(p_{1}, q_{1}\right), \theta\left(p_{2}, q_{2}\right)\right]$ where $\operatorname{Ray}\left(p_{1}, q_{1}\right)$ and $\operatorname{Ray}\left(p_{2}, q_{2}\right)$ are the left and right stops of $(P, Q)$, as illustrated in Fig. 2.


Fig. 2 Common tangent rays: $\operatorname{Ray}\left(p_{1}, q_{1}\right)$ and $\operatorname{Ray}\left(p_{2}, q_{2}\right)$ are the left and right stops of $(P, Q)$


Fig. 3 Forbidden range $\operatorname{Forb}\left(B^{t}, W\right)$ between box $B^{t}$ and wall $W$

We apply these observations to the case where $P$ is a translational box $B^{t}$ and $Q$ is a wall $W$. If $s$ is a side of $B^{t}$, let $H(s)$ denote the closed half-space bounded by $s$ and that has empty intersection with the interior of $B^{t}$. Up to symmetry, there are three cases as seen in Fig. 3:
(I) $B^{t}$ has a unique side $s$ such that $W \subseteq H(s)$.
(II) $B^{t}$ has two unique sides $s$ and $s^{\prime}$ such that $W \subseteq H(s) \cap H\left(s^{\prime}\right)$.
(III) $B^{t}$ has two sides $s$ and $s^{\prime}$ such that $W \subseteq H(s) \cup H\left(s^{\prime}\right)$, but is not (I) or (II).

We can now easily compute the forbidden range (refer to Fig. 3):

$$
\operatorname{Forb}\left(B^{t}, W\right)=\left\{\begin{array}{l}
{\left[\theta(v, C), \theta\left(v^{\prime}, C^{\prime}\right)\right] \text { if Case (Ia) or (IIa), }}  \tag{3}\\
{\left[\theta(v, C), \theta\left(v^{\prime}, C\right)\right] \text { if Case (Ib) or (IIb) }} \\
{\left[\theta(v, C), \theta\left(v, C^{\prime}\right)\right] \text { if Case (III) }}
\end{array}\right.
$$

Next, we must account for the length $\ell$. The initial observation is that $\ell$-limited forbidden ranges in one of the two forms

$$
\begin{equation*}
\operatorname{Forb}_{\ell}(v, W) \text { or } \operatorname{Forb}_{\ell}(s, C) \tag{4}
\end{equation*}
$$

are straightforward to compute:

$$
\left.\begin{array}{l}
\operatorname{Forb}_{\ell}(v, W)=\operatorname{Forb}\left(v, D_{\ell}(v) \cap W\right) \\
\operatorname{Forb}_{\ell}(s, C)=\operatorname{Forb}\left(D_{\ell}(C) \cap s, C\right)
\end{array}\right\}
$$

where $D_{\ell}(v)$ and $D_{\ell}(C)$ are the discs of radius $\ell$ centered at $v$ and $C$, respectively. Subsets of $S^{1}$ which are expressed in the form (4) are called cones. The cone decomposition of a subset $F \subseteq S^{1}$ amounts to writing $F$ as the union of a finite number of such cone sets. For instance, subcase (Ia) in the Eq. (3) has a cone decomposition comprised of two cones:

$$
\operatorname{Forb}_{\ell}\left(B^{t}, W\right)=\left[\theta(v, C), \theta\left(v^{\prime}, C^{\prime}\right)\right]=\operatorname{Forb}_{\ell}(v, W) \cup \operatorname{Forb}_{\ell}\left(s, C^{\prime}\right)
$$

The following theorem shows that such a cone decomposition exists in the other cases as well:

Theorem 1 Any $\ell$-limited forbidden range $\operatorname{Forb}_{\ell}\left(B^{t}, W\right)$ has a cone decomposition comprising at most three cones.

## 5 Proof of Theorem 1

We use the cases in the formula (3) for $\operatorname{Forb}\left(B^{t}, W\right)$ (refer to Fig. 3 for notation).
CASE (I) There is a unique side $s$ of $B^{t}$ such that the wall $W$ lies in the halfspace $H(s)$. We distinguish two subcases: let $z$ denote the intersection of the line through $W$ and line through $s$. If $z$ lies outside $s$, then we are in subcase (Ia); otherwise we are in subcase (Ib). The situation where $z$ is undefined because $W$ and $s$ are parallel is treated under subcase (Ia).
First consider subcase (Ia) where $C, C^{\prime}$ are distinct corners of $W$. Note that $\operatorname{Forb}\left(B^{t}, W\right)=\left[\theta(v, C), \theta\left(v^{\prime}, C^{\prime}\right)\right]$ can be written as the union of two angular ranges,

$$
\begin{equation*}
\operatorname{Forb}\left(B^{t}, W\right)=\operatorname{Forb}\left(s, C^{\prime}\right) \cup \operatorname{Forb}(v, W) \tag{5}
\end{equation*}
$$

However, it could also be written as

$$
\begin{equation*}
\operatorname{Forb}\left(B^{t}, W\right)=\operatorname{Forb}(s, C) \cup \operatorname{Forb}\left(v^{\prime}, W\right) \tag{6}
\end{equation*}
$$

Can we extend these two representations of $\operatorname{Forb}\left(B^{t}, W\right)$ into a cone decomposition for $\operatorname{Forb}_{\ell}\left(B^{t}, W\right)$ ? What if we simply replace $\operatorname{Forb}\left(s, C^{\prime}\right)$ by $\operatorname{Forb}_{\ell}\left(s, C^{\prime}\right)$,


Fig. 4 Length-limited forbidden zone analysis
etc? It turns out that only one of the two extensions is correct. Recall that subcase (Ia) is characterized by the fact that intersection point $z$ lies outside $s$; wlog, assume that $z$ lies to the left of $s$ as in Fig. 4. Suppose $\alpha \in \operatorname{Forb}\left(B^{t}, W\right)$. Then (5) implies that there exists a pair

$$
(a, b) \in\left(s \times C^{\prime}\right) \cup(v \times W)
$$

such that $\theta(a, b)=\alpha$. Similarly, (6) implies that there exists a pair

$$
\left(a^{\prime}, b^{\prime}\right) \in(s \times C) \cup\left(v^{\prime} \times W\right)
$$

such that $\theta(a, b)=\alpha$. One such angle is illustrated in Fig. 4 with $(a, b)=(v, b)$ and $\left(a^{\prime}, b^{\prime}\right)=\left(a^{\prime}, C\right)$. It is easy to verify that this subcase implies

$$
\|a-b\| \leq\left\|a^{\prime}-b^{\prime}\right\|
$$

It follows that

$$
\alpha \in \operatorname{Forb}_{\ell}\left(B^{t}, W\right) \Longleftrightarrow \alpha \in \operatorname{Forb}_{\ell}\left(s, C^{\prime}\right) \cup \operatorname{Forb}_{\ell}(v, W)
$$

In other words, the representation (5) (but not (6)) extends to the $\ell$-limited forbidden angles:

$$
\begin{equation*}
\operatorname{Forb}_{\ell}\left(B^{t}, W\right)=\operatorname{Forb}_{\ell}\left(s, C^{\prime}\right) \cup \operatorname{Forb}_{\ell}(v, W) \tag{7}
\end{equation*}
$$

Note that in case $W$ and $s$ are parallel, both representations (5) and (6) are equally valid.

It remains to treat subcase (Ib), we have $C=C^{\prime}$ and so the preceding argument reduces to $\operatorname{Forb}_{\ell}\left(B^{t}, W\right)=\operatorname{Forb}_{\ell}(C, s)$.
CASE (II) First consider subcase (IIa) where $C, C^{\prime}$ are distinct corners of $W$. The analysis of subcase (Ia) can be applied twice to this case, yielding

$$
\begin{equation*}
\operatorname{Forb}_{\ell}\left(B^{t}, W\right)=\operatorname{Forb}_{\ell}(v, W) \cup \operatorname{Forb}_{\ell}\left(s, C^{\prime}\right) \cup \operatorname{Forb}_{\ell}\left(s^{\prime}, C^{\prime}\right) \tag{8}
\end{equation*}
$$

For subcase (IIb), we have $C=C^{\prime}$ and so $\operatorname{Forb}_{\ell}(v, W)$ can be omitted. Thus $\operatorname{Forb}_{\ell}\left(B^{t}, W\right)=\operatorname{Forb}_{\ell}(s, C) \cup \operatorname{Forb}_{\ell}\left(s^{\prime}, C\right)$.
CASE (III) This is simply

$$
\begin{equation*}
\operatorname{Forb}_{\ell}\left(B^{t}, W\right)=\operatorname{Forb}_{\ell}(v, W) . \tag{9}
\end{equation*}
$$

This completes our proof of Theorem 1.

## 6 Resolution Exactness of Our Algorithm

The cone decomposition leads to a simple formula for computing $\operatorname{Forb}_{\ell}\left(B^{t}, W\right)$. We are ready to describe our $R$ - $\operatorname{Split}(B)$ operator: Consider the set $\Theta(B):=$ $S^{1} \backslash\left(\bigcup_{i} \operatorname{Forb}_{\ell}\left(B^{t}, W_{i}\right)\right)$ where $W_{i}$ range over all walls with at least one corner in $\widetilde{\phi}(B)$. Write this set as the union of disjoint angular ranges

$$
\begin{equation*}
\Theta(B):=A_{1} \cup A_{2} \cup \cdots \cup A_{k} . \tag{10}
\end{equation*}
$$

Each $B^{t} \times A_{i}$ is called a configuration cell belonging to $B$, and let $R-\operatorname{Split}(B)$ denote the set of configuration cells belonging to $B$. Let $B^{t} \times A$ and $\bar{B}^{t} \times \bar{A}$ be two configuration cells. We define these cells to be adjacent if $B^{t}$ and $\bar{B}^{t}$ are adjacent (as translational boxes) and $A \cap \bar{A}$ is non-empty. Motion planning is thus reduced to searching in the adjacency graph of configuration cells.

The next lemma is about convergence and effectivity. Let $\bigcup R$ - $\operatorname{Split}(B)$ be the union of the configuration cells in $R$-Split $(B)$. Clearly, $\bigcup R$-Split $(B) \subseteq B \cap C_{\text {free }}$. How good is $\bigcup R$-Split $(B)$ as an approximation of $B \cap C_{f r e e}$ ? This is about effectivity of our method and is answered in part(ii) of the lemma.

Lemma 1 (i)Let $\left(B_{1}, B_{2}, \ldots\right)$ be a sequence of boxes in $C_{\text {space }}$ where $B_{i}=B_{i}^{t} \times S^{1}$, and $B_{i}^{t}$ converges to a point $p$ as $i \rightarrow \infty$. Then $\bigcup R$-Split $\left(B_{i}\right)$ converges to the set $\left(p \times S^{1}\right) \cap C_{\text {free }}$, i.e., the free configurations with the base at $p$.
(ii) Let $B=B^{t} \times S^{1}$. If $\gamma \in B$ has clearance $C \ell(\gamma)>r(B)$, then $\gamma \in$ $\bigcup R$-Split $(B)$

Proof (i) is immediate. To see (ii), let $\gamma=(p, \theta) \in B$. We prove the contrapositive. Suppose $\gamma \notin \bigcup R$ - $\operatorname{Split}(B)$. Then there is some $p^{\prime} \in B^{t}$ such that $\gamma^{\prime}=\left(p^{\prime}, \theta\right)$ is not free. $\operatorname{But} \operatorname{Sep}\left(R_{1}[\gamma], R_{1}\left[\gamma^{\prime}\right]\right) \leq r\left(B^{t}\right)$. This implies $C \ell(\gamma) \leq$ $r\left(B^{t}\right)=r(B)$.

Theorem 2 Assume the T/R methodfor splitting and R-Split is implemented exactly in our SSS Algorithm for a spider robot $R_{k}$. Then we obtain an resolution-exact planner for $R_{k}$.

The proof follows the general approach in [20, 22]. Note if we implement $R$-Split (B) by a conservative approximation with error that is bounded by $r(B)$, then we obtain a corresponding resolution-exact algorithm (but with larger constant $K)$. Furthermore, if the predicate for each box $B$ is numerically approximated with error at most $2^{-r(B)}$, the resulting algorithm is still resolution-exact [20, 22]. In short, exact computation is not necessary. For our present paper, machine accuracy seems to be empirically sufficient for all our examples.

## 7 Extensions to Thick Links

We could extend the $T / R$ method to spider and chain robots. The efficiency will be minimally impacted in the case of spider robots, but this is less clear for chain robots. In this paper, we implement an extension to links with thickness: each link is now the Minkowski sum of a line segment with a disc of radius $\tau>0$. Notice that there are no known exact algorithms for thick link robots (except in the single link case [17]). Let us now define the feature set $\widetilde{\phi}(B)$ of a configuration box $B$ to comprise those features $f$ such that

$$
\begin{equation*}
\operatorname{Sep}\left(m_{B}, f\right) \leq r_{B}+r_{0}+\tau . \tag{11}
\end{equation*}
$$

This may be compared to the original criterion (2). When $r(B) \leq \varepsilon$, we must perform $R$-Split $(B)$. This requires us to compute $\operatorname{Forb}_{\ell, \tau}\left(B^{t}, W\right)$, the $\ell$-limited $\tau$-thick forbidden range of $B^{t}$ and $W$, for various $W^{\prime}$ s. As in the thin case, Forb $_{\ell, \tau}\left(B^{t}, W\right)$ has a cone decomposition. This reduces to computing the thick cone Forb $_{\ell, \tau}(v, W)$ (or $\operatorname{Forb}_{\ell, \tau}(s, C)$, but this is similar). We can first compute the thin cone $\operatorname{Forb}_{\ell}(v, W)=\left[\alpha_{1}, \alpha_{2}\right]$. Then we compute "correction angles" $\kappa_{1}, \kappa_{2}$ so that $\operatorname{Forb}_{\ell, \tau}(v, W)=\left[\alpha_{1}-\kappa_{1}, \alpha_{2}+\kappa\right]$. There is one easy case: suppose a corner $C$ of $W$ determines the angle $\alpha_{1}$. Then $\kappa_{1}=\arcsin (\tau / d)$ where $d=\|v-C\|$. We have implemented this extension, but as the results show, this has little impact on the performance. In a followup work, we will present the complete analysis of thick link robots.

## 8 Experimental Results

We have implemented in $\mathrm{C} / \mathrm{C}++$ the planner for 2-link robots, both without and with thickness, as described in this paper, and conducted experiments. The platform for the experiments was a workstation with Linux OS, two 3 GHz Intel Xeon CPUs and 6 GB of RAM.

Our code and datasets are freely distributed with the Core Library, ${ }^{6}$ where various parameter settings for the experiments on some highly non-trivial instances are reproducibly encoded in the Makefile targets. Here we present results on some of these input obstacle sets: eg1, eg2, eg5, eg10, and eg300. Each of these inputs was represented by a set of polygons (not necessarily disjoint), with the dimension of the global environment $512 \times 512$. For eg 300 , we generated 300 triangles at random; for other datasets, we generated polygons to form interesting and challenging environments for robot planners. Images of these inputs are found in the Appendix of the full paper [15]. Additional experimental results are reported in the Master thesis [14] based on this paper.

For each obstacle set, Table 1 shows two statistics from running our planner: total running time and the total number of tree boxes created. Each run has the parameters ( $L_{1}, L_{2}, T$ ) where $L_{1}, L_{2}$ are the lengths of the 2 links and $T \in\{B, D, G\}$ indicates $^{7}$ the search strategy ( $B=$ BreadthFirstSearch ( $B F S$ ), $D=$ Distance + Size, $G=$ GreedyBestFirst (GBF)). In the left table of Table 1, we pick two variants of T/R splitting: "Simple T/R" means applying $R$-Split when the box size is $<\epsilon$, and "Modified T/R" means applying $R$-Split when the feature set size is small enough (controlled by the parameter $c$ mentioned at the end of Sect.3). The choice $c=4$ is used here.

We see that GBF and "Distance + Size" are comparable to each other, and always faster than BFS. Although "Modified T/R" was typically a winner, "Simple T/R" also performed well-the bottom line is that the T/R splitting method, be it "Modified T/R" or "Simple T/R", gives a huge performance speed-up. In the right table of Table 1, we compare the performance of robots with various thickness values, where we always used "Modified T/R" with $c=4$. As can be seen, supporting thickness $>0$

Table 1 Statistics of running our algorithms

| $\begin{array}{\|l\|} \hline \begin{array}{l} \text { Obstacle } \\ \text { (input) } \end{array} \\ \hline \end{array}$ | $\\| \begin{aligned} & \text { robot } \\ & \text { (links) } \end{aligned}$ | Modified <br> time (ms) | $\begin{aligned} & 1 \mathrm{~T} / \mathrm{R} \\ & \text { \| boxes } \end{aligned}$ | Simple time (ms) | $\begin{aligned} & \mathrm{T} / \mathrm{R} \\ & \text { boxes } \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| eg1 | (50,80,G) | 198.0 | 8232 | 198.7 | 851 |
|  | (50,80, D) | 241.1 | 10886 | 222.3 | 10042 |
|  | $(50,80, \mathrm{~B})$ | 486.1 | 29615 | 444.0 | 28802 |
| eg2 | (85,80,G) | 431.1 | 23803 | 564.0 | 33199 |
|  | $(85,80, \mathrm{D})$ | 394.5 | 21400 | 367.4 | 20060 |
|  | $(85,80, \mathrm{~B})$ | 681.8 | 53393 | 575.4 | 48851 |
| eg5 | $(60,50, \mathrm{G})$ | 655.1 | 22781 | 638.2 | 22617 |
|  | (60,50,D) | 751.8 | 25007 | 759.4 | 27185 |
|  | $(60,50, \mathrm{~B})$ | 806.6 | 40007 | 803.9 | 39868 |
| eg10 | $(65,80, \mathrm{G})$ | 129.6 | 9060 | 129.7 | 9060 |
|  | $(65,80, \mathrm{D})$ | 95.2 | 7380 | 95.2 | 7380 |
|  | $(65,80, \mathrm{~B})$ | 169.6 | 15434 | 169.7 | 15434 |
| eg300 | $(40,30, \mathrm{G})$ | 256.6 | 6132 | 259.6 | 6133 |
|  | (40,30,D) | 267.6 | 6376 | 262.6 | 6337 |
|  | (40,30,B) | 3125.0 | 52318 | 2865.6 | 49944 |


| $\begin{array}{\|l\|} \hline \begin{array}{l} \text { robot \& input } \\ \text { (links) } \end{array} \\ \hline \end{array}$ | time (ms) \|boxes | time (ms) \| boxes |
| :---: | :---: | :---: |
| (50,80, G) | thickness: 5 | thickness: $6{ }^{(*)}$ |
| $\operatorname{eg} 1, \epsilon=4$ | $280.4 \mid 95880$ | $1368.5 \quad 62080$ |
| (85,80,G) | thickness: 0 | thickness: 6 |
| $\operatorname{eg} 2, \epsilon=2$ | 588.7 35302 | $1618.2 \mid 67023$ |
| (43,43,G) | thickness: 0 | thickness: 9 |
| eg $5, \epsilon=2$ | $2723.6 \mid 84867$ | $2307.9 \quad 69774$ |
| (45,45, G) | thickness: 0 | thickness: 18 |
| $\operatorname{eg} 10, \epsilon=2$ | $518.3 \quad 28129$ | 503.9 19515 |
| (40,30,G) | thickness: 0 | thickness: $7(*)$ |
| eg300, $\epsilon=2$ | 944.9 19297 | $2359.9 \quad 33248$ |

In the left table, all instances are with thickness 0 and $\epsilon=4$. In the right table, the thickness and $\epsilon$ values are explicitly shown. The instances of "No Path Found" are marked with "(*)"

[^39]Table 2 Comparing the performance of our approach with the sampling-based methods RRT, PRM and Gaussian-PRM, for 2-link robots with thickness 0

| Obstacle <br> (input) | $\begin{aligned} & \text { Ours } \\ & T \end{aligned}$ | RRT |  |  |  | PRM |  |  |  | Gaussian-PRM |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $N$ | $S$ | $T$ | STD | $N$ | $S$ | $T$ | STD | $N$ | $S$ | $T$ | STD |
| eg1 | 198.0 | 11,067 | 1.000 | 19,559 | 9744 | 11,060 | 1.000 | 6134 | 6908 | 5627 | 1.000 | 2484 | 1442 |
| eg2 | 367.4 | 6531 | 0.710 | 201,980 | 81,597 | 9320 | 1.000 | 3390 | 1735 | 9314 | 1.000 | 3438 | 1615 |
| eg5 | 638.2 | 5573 | 0.581 | 83,967 | 32,758 | 105,506 | 0.516 | 106,713 | 33,993 | 72,821 | 0.710 | 68,865 | 38,116 |
| eg10 | 95.2 | 308 | 1.000 | 9089 | 17,673 | 701 | 1.000 | 173 | 169 | 676 | 1.000 | 176 | 161 |
| eg300 | 256.6 | 3128 | 1.000 | 15,885 | 12,784 | 9871 | 1.000 | 32,053 | 11,489 | 10,467 | 1.000 | 34,151 | 13,480 |

For our approach, the running time ( $T$, in milliseconds ( ms ) ) is the best instance given in the left table of Table 1 (shown in bold both there and here). For the sampling-based methods, $N$ is the average number of samples, $S$ is the success rate over 31 runs, $T$ is the average running time over 31 runs in milliseconds (ms), and STD is the standard deviation of the running times with respect to $T$. For each dataset, the best $T$ among the 3 sampling-based methods are also shown in bold
is quite easy (in fact quite easy to implement as well), with almost no performance penalty-for some instances (eg5 and eg10) the performance of thickness $>0$ was even faster (since thicker robots might result in some boxes to be classified as stuck earlier)! This clearly shows the power of our soft predicates under the resolutionexactness framework.

In Table 2, we compare the performance of our planner for 2-link robots (with thickness 0) with those of sampling-based methods RRT, PRM and Gaussian-PRM (PRM planner with GaussianValidStateSampler) implemented in OMPL [18] (The Open Motion Planning Library) version 0.14.1. For these sampling-based methods, the time limit for solving motion planning problem was set to 300 seconds, and all planner specific parameters were using the OMPL default values. (Note that our planner only has a parameter $\epsilon$ (for "Modified T/R" we always used $c=4$ )-therefore, in our method and OMPL the default parameters were used in all experiments). We report in Table 2 the average results over 31 runs for these sampling-based methods, where we see that overall Gaussian-PRM had the highest success rate within the given running time, while RRT performed the worst. As can be seen, our inputs were very challenging for all these sampling-based methods, and our running times were significantly faster than all these methods-For example, comparing with the best running times of the three sampling-based methods, for eg1 ( 198.0 vs .2484 ms ) we were 12.55 times as fast, for eg2 ( 367.4 vs. 3390 ms ) we were 9.23 times as fast, for eg5 ( 638.2 vs. $68,865 \mathrm{~ms}$ ) we were 107.91 times as fast, and for eg300 ( 256.6 vs. $15,885 \mathrm{~ms}$ ) we were 61.91 times as fast. These results show that our new algorithms, in addition to providing stronger theoretical guarantees, also achieve superior performance gains in practice.

## 9 Conclusions

We hope that the focus on soft methods will usher in renewed interest in theoretically sound and practical algorithms in robotics, and more generally in Computational Geometry. Our experimental results for link robots offer hopeful signs that this is possible.

Our basic SSS framework (like PRM) is capable of many generalizations for motion planning. One direction is to consider multiple-query models; another is to exploit the stuck boxes for faster termination in case of NO-PATH. Extensions to kinodynamic planning offer a chance at practical algorithms in this important area where no known theoretical algorithms are practical. Much theoretical and complexity analysis remains open.

It is clear that the theory of soft subdivision methods can be generalized and extended to many traditional problems in Computational Geometry. But it can also extend to new areas that are currently untouchable by our exact computational models, especially those defined by non-algebraic continuous data.

## Appendices

The full paper [15] has 2 appendices: Appendix I describes the experimental setup including screen shots of the obstacle sets in our experiments. Appendix II provides the basic theory of our Soft Subdivision Search (SSS) framework.
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# Optimal Trajectories for Planar Rigid Bodies with Switching Costs 
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#### Abstract

The optimal trajectory with respect to some metric may require very many switches between controls, or even infinitely many, a phenomenon called chattering; this can be problematic for existing motion planning algorithms that plan using a finite set of motion primitives. One remedy is to add some penalty for switching between controls. This paper explores the implications of this switching cost for optimal trajectories, using rigid bodies in the plane (which have been studied extensively in the cost-free-switch model) as an example system. Blatt's Indifference Principle (BIP) is used to derive necessary conditions on optimal trajectories; Lipschitzian optimization techniques together with an $A^{*}$ search yield an algorithm for finding trajectories that can arbitrarily approximate the optimal trajectories.


## 1 Introduction

Consider an example problem, inspired by a problem from Mason [14]: a mover wants to move a refrigerator from one location and orientation to another. The refrigerator is too heavy to move by lifting or pushing, but it can be lifted onto any of the four legs at the corners of the square base and rotated. If there are no obstacles, what is the fastest sequence of rotations (with time cost computed as the sum of the absolute values of the angles rotated through)?

For some configurations (moving the refrigerator in a straight line), there exists no optimal trajectory with a finite number of actions: for any trajectory with finitely many switches, there is a faster trajectory with more switches, a phenomenon called chattering. When chattering occurs, the refrigerator mover is required to run back and

This work was supported in part by NSF grant IIS-0643476.

[^40]forth between legs of the refrigerator infinitely many times, rotating the refrigerator through an infinitely small angle.

The chattering phenomenon is a fundamental problem in robot motion planning. Sussmann showed that an extension of the well-known Dubins car [9] to include bounds on angular acceleration leads to chattering [26]. Desaulniers showed that chattering may occur if there are obstacles in the environment [8], even for systems that are well-behaved without obstacles.

A natural approach to avoiding trajectories that switch frequently between controls is to charge a fixed cost for switches. This fixed cost both avoids chattering, and penalizes otherwise un-modeled costs (such as the cost of wearing out a switching mechanism, or the time cost of running between legs in the refrigerator-mover's problem). We give an approximately optimal trajectory for refrigerator mover's problem with switching costs in Fig. 1; this trajectory was generated by the algorithm we will present in this paper. In the robotics community, the model of charging a fixed cost for discontinuous switches between controls has been used in practice [2, 25], but the implications of switching costs for optimal trajectories have perhaps not been thoroughly explored.

The main contributions of this paper are:

1. Necessary conditions for optimal trajectories for rigid bodies in the plane in the costly-switch model, i.e. Theorems 1 and 2.
2. A practical algorithm that finds approximately optimal trajectories for rigid bodies in the plane, with arbitrarily small additive error. This algorithm may also be trivially adapted to the zero-switch-cost model in the case that chattering does not occur.

Rigid bodies are building blocks for many models of robotic locomotion or manipulation systems, and rigid bodies provide a good example for study of optimal trajectories. We apply Blatt's Indifference Principle (BIP) to show existence of optimal trajectories, and to derive necessary conditions on these trajectories; for the simple case of rigid bodies in the plane, analytical integration of certain differential equations of BIP is possible. We then show that Lipschitzian optimization techniques can be applied to find trajectories between pairs of configurations, with arbitrarily small error in both final configuration and time cost.

Fig. 1 An approximately optimal trajectory for a refrigerator robot starting at $(-2,0,0)$, with unit cost for switching between any pair of controls. The green line is the control line


We admit that this paper is quite technical, and builds on a body of previous work that is also quite technical. Nonetheless, we consider the costly-switch model to be fundamental, and Lipschitzian optimization techniques appear to provide a powerful approach to finding algorithms that provide guarantees of approximate optimality.

This paper extends work by Furtuna [10], which derived strong necessary conditions for optimal trajectories for rigid bodies in the plane with zero switching cost, but which did not provide algorithms to connect particular pairs of configurations, with bounds on error. This paper also extends [28], which does provide algorithms for the zero-switching-cost problem; however, these previous algorithms are inefficient for single-source, single-destination problems. Finally, this paper extends our work in [13], which derives some analytical solutions to simple versions of the costlyswitch model using other techniques.

Related Work. For some models of mobile robots in the plane, optimal trajectories can be found analytically, including Dubins [7, 9], Reeds-Shepp [20, 24, 26] cars. We and many other researchers have tried to generalize techniques (typically based on Pontryagin's Maximum Principle [19]), aiming to gain a greater understanding of optimal motion for mobile robots [1, 4-6, 21, 22]. However, we are aware of little work in the robotics community providing strong results on optimal trajectories with a cost of switches; a notable exception is work by Stewart using a dynamicprogramming approach to find optimal trajectories with a costly-switch model [25].

The problem of costly switches has been studied in the optimal control community with results dating back as far as the 1970s. One of the most powerful tools for solving optimal control problems, Pontryagin's Maximum Principle (PMP) [19], does not appear to be the right tool to characterize optimal trajectories in the costlyswitch model due to the discontinuity with respect to time in the control and cost functions. In [3], Blatt proposed a model in which the control set contains certain primitives (a discrete set of actions), and there is some fixed cost associated with switching between controls. Blatt characterized a set of necessary conditions for optimal trajectories under this model; these necessary conditions are known as Blatt's Indifference Principle (BIP). Blatt showed that optimal trajectories always exist and the number of actions must be finite. Blatt's necessary conditions are similar to, but weaker than, those provided by PMP; using BIP to solve an optimal control problem is more challenging than using PMP in the cost-free-switch model. In Blatt's model, the control set is a discrete set, but other models have been proposed [11, 15, 16].

Although the costly-switch model was proposed in the '70s, no algorithms for finding optimal trajectories in costly-switch model were proposed until the '90s [25, 27]; several algorithms have been developed recently [12, 30]. These recent approaches are based on approximating the control function as a piecewise-constant functions, and applying global optimization techniques to find optimal solutions. These algorithms converge to optimal solutions as the number of iterations approaches infinity, but cannot guarantee a bound of error within finite time. In this paper, we provide a stronger result for a particular system; our algorithm guarantees a bound of error within finite time, for the restricted problem of finding optimal trajectories of rigid bodies in the plane.

In the costly-switch model, due to the similarity between BIP and PMP, by adapting Furtuna's analysis [10], we derive some general results that geometrically characterize optimal trajectories for rigid bodies in the plane with costly switches. Based on the necessary conditions for optimal trajectories, we also categorize optimal trajectories into several types that are similar to Furtuna's categorizations.

Although our conditions seem similar to Furtuna's conditions, our conditions are weaker due to the generality of the costly-switch model. We show that the problem of finding optimal trajectories has two important parts: one is to determine an optimal sequence of actions (the discrete structure of the trajectory), and the second is to determine an optimal characteristic value $H \in \mathcal{R}$ which in some sense parameterizes the shape of the trajectory.

Model and Notation. We use $q=(x, y, \theta) \in S E(2)$ to denote a configuration, and $u=\left(v_{x}, v_{y}, \omega\right) \in \mathcal{R}^{3}$ to denote a control: $x$ and $y$ velocities in a frame attached to the body (robot frame), and angular velocity. Let $U$ be the control space containing a finite number of primitives: constant-control actions. For example, one action might be $\left(v_{x}, v_{y}, \omega\right)=(1,0,0)$, corresponding to driving in a straight line.

For a configuration $q_{0}$, if we apply a sequence of actions $\mathbf{u} \in U^{n}$ with a sequence of durations $\mathbf{t} \in \mathcal{R}_{+}^{n}$, then the result is a configuration $q^{\prime}=q\left(q_{0}, \mathbf{u}, \mathbf{t}\right) \in S E(2)$, where $q$ is a continuous function that integrates the control over time in the world frame and then adds $q_{0}$ to obtain the resulting configuration $q^{\prime}$. Hence, a trajectory can be represented as a pair of sequences $(\mathbf{u}, \mathbf{t})$.

We model the cost of control switches as a function $C: U \times U \rightarrow \mathcal{R}_{+}$that depends on the control applied before and the control applied after. Furthermore, we assume that for any three controls $u_{a}, u_{b}$, and $u_{c}$, the cost of switching satisfies the triangle inequality, $C\left(u_{a}, u_{b}\right)+C\left(u_{b},+u_{c}\right) \geq C\left(u_{a}, u_{c}\right)$, to ensure that switching from $u_{a}$ to $u_{c}$ directly is always faster than switching to $u_{c}$ through other intermediate controls. The cost of a trajectory is the summation of all durations and all switch costs of a trajectory.

Problem statement: given a start configuration $q_{s}$, a final configuration $q_{f}$, a finite control set $U$, and a cost function $C$, find a trajectory ( $\mathbf{u}, \mathbf{t}$ ) with the minimum time cost, subject to $q\left(q_{s}, \mathbf{u}, \mathbf{t}\right)=q_{f}$.

## 2 Necessary Conditions of Optimal Trajectories

In this section, we will derive necessary conditions for optimal trajectories for rigid bodies in the plane in the costly-switch model. Based on these necessary conditions, we classify optimal trajectories into several classes.

### 2.1 Extensions of Previous Results

Due to the similarity between BIP and PMP, several results in [10] in the cost-freeswitch model can be extended to the costly-switch model by similar mechanisms.

Hence, we list these results here and omit their proofs.
Theorem 1 Any optimal trajectory $\left(\mathbf{u}^{*}, \mathbf{t}^{*}\right)$ with $n$ actions in the costly-switch model satisfies the following property: there exist four constants $H>0, k_{1}, k_{2}$, and $k_{3}$, such that for any control $u_{i}^{*}, 1 \leq i \leq n$, with the instantaneous velocity $\left(v_{x}, v_{y}, \omega\right)$ in the world frame when $u_{i}$ is applied at a configuration $(x, y, \theta)$, we have

$$
\begin{equation*}
k_{1} v_{x}+k_{2} v_{y}+\omega\left(k_{1} y-k_{2} x+k_{3}\right)=H, \text { where } k_{1}^{2}+k_{2}^{2} \in\{0,1\} \tag{1}
\end{equation*}
$$

A trajectory $(\mathbf{u}, \mathbf{t})$ is called extremal, if there exist four constants $H>0, k_{1}, k_{2}$, and $k_{3}$, such that Eq. 1 is satisfied. Equation 1 is virtually identical to the necessary condition derived using PMP for the cost-free-switch problem, except that there is no requirement that controls maximize the Hamiltonian $H$. Instead, $H$ need only be constant throughout the trajectory.

An extremal trajectory with constants $H, k_{1}, k_{2}$, and $k_{3}$, is called a control line trajectory, if $k_{1}^{2}+k_{2}^{2}=1$. An extremal trajectory with constants $H, k_{1}, k_{2}$, and $k_{3}$, is called a whirl trajectory, if $k_{1}^{2}+k_{2}^{2}=0$.

Control Line Trajectories. There is a nice geometric interpretation for Theorem 1 when $k_{1}^{2}+k_{2}^{2}=1$, related to the control line interpretation in [10]. For a control line trajectory ( $\mathbf{u}, \mathbf{t}$ ), we define its corresponding control line, represented as $\left(k_{1}, k_{2}, k_{3}\right)$ as a line in the plane with heading $\left(k_{1}, k_{2}\right)$ and distance $k_{3}$ from the origin. Now, consider Eq. 1. The term $k_{1} v_{x}+k_{2} v_{y}$ becomes the translational velocity along the vector $\left(k_{1}, k_{2}\right)$ and the term $k_{1} y-k_{2} x+k_{3}$ becomes the signed distance from the reference point of the robot to the control line. By Corollary 1 in [10], when a rotation is applied, the signed distance from the rotation center to the control line is always $H / \omega$. Similarly, when a translation is applied, the dot product between ( $k_{1}, k_{2}$ ) and ( $v_{x}, v_{y}$ ) must be $H$. See Fig. 2 for an (approximately) optimal trajectory for an omni-directional vehicle with control lines in the cost-free-switch model and in the costly-switch model. When the switch cost is introduced, optimal trajectories tend to use fewer number of switches.
(a) $\dot{u}_{2} \dot{u}_{4}$

(b)
$\dot{u}_{2}$


Fig. 2 Trajectories for an omni-directional vehicle starting at $(-3,-1 \pi)$. For the cost-free-switch model, the optimal trajectory takes 5 actions. For the costly-switch model, the (approximately) optimal trajectory takes 3 actions. Green lines are control lines. a Cost-free-switch model. b Costlyswitch model with switch cost 1

Whirl Trajectories. For whirl trajectories, Eq. 1 only implies that all angular velocities are equal. We can also extend the result in [10] to the costly-switch model. Due to space limitations, we do not include the result here.

### 2.2 Necessary Conditions for Control Line Trajectories

We can prove a further necessary condition for a control line trajectory to be optimal.
Theorem 2 In the costly-switch model, any optimal control line trajectory has either zero translation actions, one translation action, or two non-parallel translation actions.

Proof Let $g=(\mathbf{u}, \mathbf{t})$ be a control line trajectory. Suppose that $g$ is optimal but has two parallel translation actions. Let $v_{a}$ and $v_{b}$ be the velocity vectors in the world frame of two non-parallel translation actions of $g$. We can remove the action of $v_{b}$ from $g$ and increase the duration of $v_{a}$ to $t_{a}+t_{b}$. The resulting trajectory still reaches the goal but has one fewer control and hence has smaller cost. This contradicts the optimality of $g$.

Suppose that $g$ is optimal but has more than two non-parallel translation actions Let $v_{a}, v_{b}$, and $v_{c}$ be the velocity vectors in the world frame of three translation actions of $g$. By Eq. 1, we know that the projection of $v_{a}, v_{b}$, and $v_{c}$ onto the control line must be $H$. Let $v_{a_{y}}, v_{b_{y}}$, and $v_{c_{y}}$ be the projection of $v_{a}, v_{b}$, and $v_{c}$ onto the norm of the control line. By the Pigeonhole Principle, we know that at least two of $v_{a_{y}}, v_{b_{y}}$, and $v_{c_{y}}$ have the same sign.

Without loss of generality, assume that $v_{a_{y}}$ and $v_{b_{y}}$ have the same sign; let their durations be $t_{a}$ and $t_{b}$ respectively. See Fig. 3. If $v_{a_{y}}=v_{b_{y}}$, then the velocity vectors $v_{a}$ and $v_{b}$ are identical. This contradicts the assumption that $v_{a}$ and $v_{b}$ are non-parallel. If $v_{a_{y}} \neq v_{b_{y}}$, then without loss of generality, we assume $\left|v_{a_{y}}\right|>\left|v_{b_{y}}\right|$.

Since the projections of $v_{a}$ and $v_{b}$ onto the control line are the same, we can remove the actions of $v_{b}$ from $g$ and increase the duration of $v_{a}$ to $t_{a}+\frac{t_{b}\left|v_{b_{y}}\right|}{\left|v_{a y}\right|}$. Let $u$ be the control corresponding to the translation vector $v_{b}$. Let $u_{p}$ and $u_{q}$ be the control before and after $u$ in the trajectory. The new trajectory will decrease cost by $\frac{t_{b}\left|v_{b_{y}}\right|}{\left|v_{a_{y}}\right|}-t_{b}-C\left(u_{p}, u\right)-C\left(u, u_{q}\right)+C\left(u_{p}, u_{q}\right)$, which is strictly larger than zero. Hence, the resulting trajectory has smaller cost but still reaches the goal. This also contradicts the optimality of $g$.

Fig. 3 Illustration of proof of Theorem 2: a trajectory containing three actions of translations, $v_{a}, v_{b}$, and $v_{c}$. The sign of $v_{a y}$ and $v_{b y}$ are the same


We call a control line trajectory that has either zero translation actions, one translation action, or two non-parallel translation actions an extremal control line trajectory.

Singular, TGT, and Regular Trajectories. In [10], Furtuna classified trajectories with control lines into four classes: singular, TGT, generics, and regular. Here, we also classify extremal control line trajectories into four subtypes and we name trajectories by the names of their counterpart trajectories in the cost-free-switch model. An extremal control line trajectory is called singular if there exists a non-zero measure interval along the trajectory that multiple controls have the same Hamiltonian value within this interval.

As an extension of a result in [10], any singular trajectory in costly-switch model contains exactly one translation with velocity vector parallel to the control line, or contains a switch from one translation to another translation. Hence, by Eq. 1, the Hamiltonian values either equal to the velocity of the only translation, or can be computed from the pair of consecutive translations. Since the control set $U$ is given, the set of all possible Hamiltonian values for singular trajectories is finite.

An extremal control line trajectory is called generic if the trajectory is not singular. A generic trajectory is called $T G T$ if both the first control and the last control are translations. For a TGT trajectory, when the initial configuration and goal configuration are given, we can obtain the Hamiltonian value analytically, using methods from [10]. A generic trajectory is called regular if it either starts or ends with a rotation. For regular trajectories, we do not have enough information to determine the Hamiltonian value, and hence finding optimal regular trajectories is the most challenging task.

### 2.3 Taxonomy of Optimal Trajectories

We summarize the taxonomy of optimal trajectories as Fig. 4. Since the Hamiltonian values for whirl, TGT, and singular trajectories can be determined, the problems of


Fig. 4 Taxonomy of optimal trajectories. Each node corresponds to a type of optimal trajectories; each leaf node without border is not necessary for optimality. All leaf nodes with single border can be solved analytically. For the leaf node with double border, regular trajectories, we provide a search algorithm that can find a trajectory arbitrarily close to optimal trajectories
finding optimal trajectories in these three classes is equivalent to finding an optimal sequence of controls, a discrete search problem. For these three classes, we have designed three different A* search algorithms to find candidate optimal trajectories by searching over discrete trajectory structures; due to space limitations, we omit the details, and focus on the most challenging case, regular trajectories.

The problem of finding optimal regular trajectories has two ingredients: one is finding the Hamiltonian value $H$, which is a continuous variable, and another one is finding the sequence of controls, chosen from a finite set.

## 3 Optimal Regular Trajectories

A regular trajectory is a generic trajectory either starting or ending with a rotation.

### 3.1 Extensions of Previous Results

Due to the similarity between BIP and PMP, several results in [10] in the cost-free-switch model can be extended to the costly-switch model with a few simple modifications. We list these results here and omit their proof.

For a fixed first control $u_{s}$, a fixed last control $u_{f}$, and a given Hamiltonian value, $H$, there exist at most two control lines; the mapping from the Hamiltonian values to the control lines can be represented by two continuous functions. Furthermore, for a control line $L=\left(k_{1}, k_{2}, k_{3}\right), k_{1}^{2}+k_{2}^{2}=1$, there exists a transformation $T_{L}$ from the world frame to the control line frame. For a configuration $q$ in the world frame, we use $q^{L}=T_{L}(q)$ to denote its representation in the control line frame whenever the control line $L$ is clear from the text.

For a configuration $q^{L}$ representing the configuration of the rigid body with respect to the control line, and a candidate control $u$, we would like to determine the duration that $u$ may be applied before switching to some other control $u^{\prime}$, while satisfying Eq. 1. It can be shown that there are at most two candidate durations such that at the time of switch, both controls $u$ and $u^{\prime}$ have the same Hamiltonian value $H$. The mapping from configurations in the control line frame to durations (possibly $\infty$ ) can therefore be represented by two continuous functions.

In order to describe which duration function is being considered, we use a duration selector, which is a binary number associated with each pair of controls for a discrete trajectory structure. We call a pair of $(\mathbf{u}, \mathbf{s})$ as a tentative structure if $\mathbf{u}$ is a sequence of controls with length $n$ and $\mathbf{s}$ is a sequence of duration selectors with length $n-1$, where $s_{i}$ is the duration selector for control pair $\left(u_{i}, u_{i+1}\right)$. For a given configuration $q^{L}$, the duration for each control in a tentative structure is fully determined except for the last one.

If we knew the tentative structure for a trajectory, together with the Hamiltonian value $H$ (chosen from a continuous range), then the configuration(s) of the control
line(s) consistent with the necessary conditions could be computed exactly, based on techniques in [10]. In fact, the control line can be found using only the Hamiltonian, the identity of the first and last controls, and the initial and the goal configurations; this allows computation of durations of each control (except the last).

Given a configuration of the rigid body with respect to the control line, applying a particular control $u$ will give a trajectory along which the Hamiltonian value computed by Eq. 1 is constant. Along this trajectory, the body may or may not reach other configurations such that some other control can be applied giving this same Hamiltonian value. It can be shown that for a particular value $H$, there is some set of feasible control switches. Let $Q(H)$ be the set of all possible pairs of controls $\left(u, u^{\prime}\right)$ such that there is a feasible switch, for a given $H$. Then,

Theorem 3 There exists a finite set of critical values of $\mathcal{R}$ that partition the Hamiltonian values into a finite set of open intervals, such that for each interval $D$, if two Hamiltonian values $H$ and $H^{\prime}$ are in $D$, then $Q(H)=Q\left(H^{\prime}\right)$. The set of critical values of the Hamiltonian values can be computed by analyzing the control set $U$.

### 3.2 Reduction to a Lipschitzian Optimization Problem

It is easy to see that if there is a finite-time trajectory (found by any simple planner) between a pair of configurations, there exists a computable bound, $B$, for the number of actions in any optimal trajectories between those configurations in the costlyswitch model.

Together with Theorem 3, the bound $B$ can be used to show that there are finitely many discrete trajectory structures that must be considered for optimality. The basic approach enumerates all candidate starting and final controls $\left(u_{s}, u_{f}\right)$ for a trajectory. Given each $\left(u_{s}, u_{f}\right)$, we pose a Lipschitzian optimization problem to solve for $H$ values with time and position error at most $\epsilon$, for any desired $\epsilon>0$. Then, we pick the best trajectory among all approximately optimal trajectories.

The problem of finding optimal regular trajectories with the first control $u_{s}$ and the last control $u_{f}$ has two parts: one is to determine a optimal tentative structure and another is to determine a Hamiltonian value $H$ that approximately minimizes error and time. We first show how to find optimal trajectories for a fixed $H$ value and then show how to determine $H$.

### 3.3 Finding Optimal Trajectories for a Fixed H

Let $D$ be an open interval of the partition of the Hamiltonian values containing $H$. Let $G_{u_{s}, u_{f}}(D)$ be the set of tentative structures in $G(D)$ with first control $u_{s}$ and final control $u_{f}$. When $u_{s}, u_{f}$, and $H$ are fixed, there are at most two control lines. For a fixed control line, for any tentative structure in $G_{u_{s}, u_{f}}(D)$, the duration
of each control is fully determined except for the last control, and the duration of the last control will be determined by the goal configuration. Thus, finding optimal trajectories for the fixed $u_{s}, u_{f}$, and $H$ is equivalent to finding the optimal tentative structures in $G_{u_{s}, u_{f}}(D)$. Although $G_{u_{s}, u_{f}}(D)$ is a finite set, the size of $G_{u_{s}, u_{f}}(D)$ may be large and hence we cannot enumerate all tentative structures in $G_{u_{s}, u_{f}}(D)$ to find optimal trajectories. Our approach is to use A* search guided by the distance function described below.

Distance Function. Let $q_{s}^{L}$ and $q_{f}^{L}$ be the initial and goal configurations, and $g=$ $(\mathbf{u}, \mathbf{s})$ be a tentative structure. For any trajectory that reaches $q_{f}^{L}$ with the last two controls of $u_{n-1}$ and $u_{n}$, there are at most two possible configurations of switching control from $u_{n-1}$ to $u_{n}$, and these two possible configurations only differ in $x$ coordinates in the control line frame. Let $q_{z_{1}}^{L}$ and $q_{z_{2}}^{L}$ be these two configurations. Let $q_{n-1}^{L}$ be the configuration at which $g$ will switch control from $u_{n-1}$ to $u_{n}$. Note that $q_{n-1}^{L}$ also only differ from $q_{z_{1}}^{L}$ and $q_{z_{2}}^{L}$ in $x$-coordinate. We define the distance between $g$ and the goal, $d(L, g)$, to be the minimum difference from $q_{n-1}^{L}$ to $q_{z_{1}}^{L}$ and $q_{z_{2}}^{L}$ in $x$-coordinate.

We still need to determine the duration of the last control in order to compute the cost. Let $q_{n}^{L}$ be the final configuration of the trajectory. We require that $q_{n, y}^{L}=q_{f, y}^{L}$ and $q_{n, \theta}^{L}=q_{f, \theta}^{L}$ and the duration of the last control is determined by this restriction. We define the cost of $g, c(L, g)$ to be the sum of durations and switching costs.

Determining the Hamiltonian, $H$. In order to determine the best Hamiltonian value $H$, we first compute the partition of the Hamiltonian values according to Theorem 3. For each open interval, $D$, we determine the best Hamiltonian value $H \in D$. Then we pick the optimal Hamiltonian value among all best Hamiltonian values for each D.

Let $D$ be an open interval of the partition of the Hamiltonian values. Since the first control, $u_{s}$, and the last control, $u_{f}$, are fixed, there are two mappings from $H$ to the control lines; let $L(H)$ be one of the mappings from $H$ to the control lines. The problem of finding the best Hamiltonian value $H \in D$ is as follows:

$$
\begin{align*}
\min & c(L(H), g) \\
& d(L(H), g)=0 \\
& g \in G_{u_{s}, u_{f}}(D), H \in D . \tag{2}
\end{align*}
$$

We will use Lipschitzian optimization techniques to solve Problem 2. Here, we briefly introduce Lipschitzian optimization.

Lipschitzian Optimization. The goal of global optimization is to find optimal solutions of constrained optimization problem even for non-linear, non-continuous problems.

A function $f: \mathcal{R} \rightarrow \mathcal{R}$ is called Lipschitz continuous if there exists a constant $L \geq 0$, such that for all pairs $x, y$ in the domain we have $|f(x)-f(y)| \leq L|x-y|$,
where $L$ is called the Lipschitz constant. Given a Lipschitz continuous function $f(x)$, the problem of finding the global $\operatorname{minimum}_{\min _{x}} f(x)$ is called a Lipschitzian optimization problem. For Lipschitzian optimization problems, there exists efficient algorithms to find globally (approximately) optimal solutions with arbitrarily small error in a finite time [17].

The Lipschitzian optimization algorithm we used for solving Problem 2 is Piyavskii's algorithm [18]. The idea of Piyavskii's algorithm is to iteratively subdivide a domain $D$ into several intervals. For each interval, Piyavskii's algorithm determines the lower bound of the objective function based on Lipschitz constant, and decides whether to further subdivide this interval or disregard this interval based on the lower bound information. For any error bound $\epsilon>0$, Piyavskii's algorithm guarantees to find a solution with additive an error at most $\epsilon$ within a finite number of iterations.

We will show that Problem 2 can be modeled as Lipschitzian optimization problem in the next section.

## 4 Lipschitz Continuity

Fix the first control to be $u_{s}$ and the last control to be $u_{f}$. Let $D$ be an open interval of the partition of the Hamiltonian values. Remember that the problem is $\min _{g \in G_{u_{s}, u_{f}}(D), H \in D} c(L(H), g)$, subject to $d(L(H), g)=0$, where $G_{u_{s}, u_{f}}(D)$ is a finite set of tentative structures.

Since Lipschitz continuity is closed under the minimum operation, it suffices to prove that for any $g \in G_{u_{s}, u_{f}}(D)$, both the distance function $d(L(H), g)$ and cost function $c(L(H), g)$ are Lipschitz continuous with respect to $H \in D$ for any $g \in G_{u_{s}, u_{f}}(D)$.

### 4.1 Lipschitz Continuity of $d(L(H), g)$ and $c(L(H), g)$

Let $g=(\mathbf{u}, \mathbf{s}) \in G_{u_{s}, u_{f}}(D)$ be a tentative structure, where the length of $\mathbf{u}$ is $n$. We first consider the cost function $c(L(H), g)$, which depends on the durations of each control and switch cost. Since the number of controls is $n$, the switch cost will not change and hence we focus on durations. Let $t_{i}(H)$ be the duration for the $i$ th control $u_{i}$ with respect to $H$. Since $c(L(H), g)$ is just a summation of all $t_{i}$, we only need to argue that each $t_{i}(H)$ is Lipschitz continuous.

Next, we consider the distance function $d(L(H), g)$. For control $u_{i}$ and its corresponding sub-trajectory, we use $d_{i}$ to denote the length of the sub-trajectory projection onto the control line. The distance function $d(L(H), g)$ can be rewritten as $\left|q_{s, x}^{L}+\sum_{i=1}^{n} d_{i}-q_{f, x}^{L}\right|$. It suffices to show that each $d_{i}(H)$ and the mapping $T_{L}$ is Lipschitz continuous.

Durations $t_{i}(H)$ and projections $d_{i}(H), 1<i<n$ are easier to analyze, since they depend on $H$ directly. However, durations $t_{1}(H)$ and $t_{n}(H)$ depend on $H$, initial configuration $q_{s}^{L}$, and final configuration $q_{f}^{L}$ in the control line frame. Hence, $t_{1}(H)$ and $t_{n}(H)$ depend on $H$ not only directly but also indirectly through $q_{s}^{L}$ and $q_{f}^{L}$. Similarly, $d_{1}(H)$ and $d_{n}(H)$ also depend on $H$ directly and indirectly. The analysis of $t_{1}(H), t_{n}(H), d_{1}(H)$, and $d_{n}(H)$ should be separated from the analysis of $t_{i}(H)$ and $d_{i}(H), 1<i<n$. Due to space limitations, we only show the analysis of $t_{i}(H)$ and $d_{i}(H), 1<i<n$.

Analysis of $\boldsymbol{t}_{\boldsymbol{i}}(H)$ and $d_{i}(H), 1<i<n$.
Theorem 4 Let $D=(a, b)$ be an open interval of the partition of the Hamiltonian values. Let $g=(\mathbf{u}, \mathbf{s}) \in G_{u_{s}, u_{f}}(D)$ be a tentative structure with $n$ actions. Let $t_{i}(H)$ be the duration for the $u_{i}$ and $d_{i}(H)$ be the length of projection of the sub-trajectory corresponding to $u_{i}$ onto the control line. For any $\delta, 0<\delta<(b-a) / 2$, bothfunctions $t_{i}(H)$ and $d_{i}(H)$ are Lipschitz continuous with respect to $H \in(a+\delta, b-\delta)$ for all $1<i<n$.

Proof The duration $t_{i}(H)$ and length $d_{i}(H)$ are fully determined by $u_{i-1}, u_{i}, u_{i+1}$, and $H$. Let $q_{i}^{L}$ be the configuration in the control line frame at which the trajectory switches control from $u_{i-1}$ to $u_{i}$. Let $q_{i+1}^{L}$ be the configuration in the control line frame at which the trajectory switches control from $u_{i}$ to $u_{i+1}$. Here, we use a result from [10] that there exists a point $p_{i}=p\left(u_{i-1}, u_{i}\right)$ rigidly attached to the robot, such that $p_{i}$ will lie on the control line when the robot is at $q_{i}^{L}$. Similarly, when the robot is at $q_{i+1}^{L}$ and switches from $u_{i}$ to $u_{i+1}$, there exists a point $p_{i+1}=p\left(u_{i}, u_{i+1}\right)$ attached to the robot such that $p_{i+1}$ is on the control line.

We introduce some notation for the remainder of the proof. Let $Z^{L}=\left(Z_{x}^{L}, 0\right)$ be the location of $p_{i}$ attached to the robot at $q_{i}^{L}$, which is on the control line. Let $S^{L}=\left(S_{x}^{L}, S_{y}^{L}\right)$ be the location of $p_{i+1}$ attached to the robot at $q_{i}^{L}$. Let $\hat{S}^{L}=\left(\hat{S}_{x}^{L}, 0\right)$ be the location of $p_{i+1}$ attached to the robot at $q_{i+1}^{L}$. By considering the position of $S^{L}$ we can determine the $t_{i}$ and $d_{i}$.

Depending on whether $u_{i}$ is a translation or not, there are two cases:
$u_{i}$ is a translation. Let $v_{i}$ be the velocity of $u_{i}$. By Theorem 1 , the magnitude of the projection of the velocity onto the control line is $H$. Consequently, the magnitude of velocity in the $y$-coordinate in the control line frame is $v_{y}^{L}=\sqrt{v_{i}^{2}-H^{2}}$. The duration of $t_{i}$ can be computed as $S_{y}^{L} / v_{y}^{L}$. Consequently, the length of the projection of the trajectory onto the control line, $d_{i}(H)$, can be computed as $t_{i} H$. Hence, it suffices to prove $t_{i}$ is Lipschitz continuous (Fig. 5).

The control $u_{i-1}$ must be a rotation, since if $u_{i-1}$ is a translation, then $u_{i}$ and $u_{i-1}$ have the same Hamiltonian value along the sub-trajectory corresponding to $u_{i}$ and the trajectory is a singular trajectory. Let $R^{L}=\left(R_{x}^{L}, R_{y}^{L}\right)$ be the location of the rotation center of control $u_{i-1}$. Let $l_{S Z}$ be the distance between $S^{L}$ and $Z^{L}$. Let $\theta$ be the angle rotating from vector $Z^{L} S^{L}$ to vector $Z^{L} R^{L}$ counterclockwise. Since

Fig. 5 Illustration of proof of Theorem 4: $u_{i}$ is a translation

the mutual distance among $S^{L}, R^{L}$ and $Z^{L}$ is independent from $H, l_{R Z}$ and $\theta$ are independent from $H$.

Let $\theta_{1}$ be the angle between segment $S^{L} \hat{S}^{L}$ and the control line; the value of $\theta_{1}$ is $\operatorname{acos}\left(H / v_{i}\right)$. Furthermore, it can be shown that the line $Z^{L} R^{L}$ is perpendicular to the line $S^{L} \hat{S}^{L}$ [10]. By geometric reasoning, $S_{y}^{L}$ can be computed as $l_{S Z} \cos (\theta-$ $\left.\operatorname{acos}\left(H / v_{i}\right)\right)=\left(l_{S Z} / v_{i}\right)\left(H \cos \theta+\sqrt{v_{i}^{2}-H^{2}} \sin \theta\right)$. Hence,

$$
t_{i}=\frac{S_{y}^{L}}{v_{y}^{L}}=\frac{l_{S Z}}{v_{i}}\left(\sin \theta+\frac{H \cos \theta}{\sqrt{v_{i}^{2}-H^{2}}}\right)
$$

We know a differentiable function is Lipschitz continuous if, and only if, this function has a bounded first derivative.

$$
\frac{\partial t_{i}}{\partial H}=\left(\frac{v_{i} l_{S Z} \cos \theta}{\left(v_{i}^{2}-H^{2}\right)^{1.5}}\right)
$$

When $H \in(a+\delta, b-\delta)$ and $H<v_{i}$, the derivative of $t_{i}(H)$ and $d_{i}(H)$ are bounded. $u_{i}$ is a rotation. Let $R^{L}=\left(R_{x}^{L}, R_{y}^{L}\right)$ be the location of the rotation center of control $u_{i}$ and let $R_{\perp}^{L}=\left(R_{x}^{L}, 0\right)$ be the projection of $R^{L}$ on the control line. We want to compute the angle, $\varphi_{0}$, between the control line to the vector $R^{L} S^{L}$, and the angle $\varphi_{1}$, between the control line to the vector $R^{L} \hat{S}^{L}$; these angles are measured in counterclockwise direction. The duration $t_{i}(H)$ can be computed as $\left(\varphi_{1}-\varphi_{0}\right) / \omega_{i}$, where the subtraction wrapping around $2 \pi$ and the result has the same sign as $\omega_{i}$. Let $r$ be the distance between the reference point of the robot and $R^{L}$ when robot is at $q_{i}^{L}$. The projection of the trajectory on the control line, $d_{i}(H)$, can be computed as $r\left(\cos \varphi_{1}-\cos \varphi_{0}\right)$. Thus, it suffices to show that $\varphi_{0}$ and $\varphi_{1}$ are Lipschitz continuous with respect to $H$ (Fig. 6).

Let $l_{R Z}$ be the distance between $R^{L}$ and $Z^{L}$ and let $l_{R S}$ be the distance between $R^{L}$ and $S^{L}$. Let $\theta$ be the angle rotating from vector $R^{L} Z^{L}$ to $R^{L} S^{L}$ counterclockwise. Note that $\theta, l_{R Z}$, and $l_{R S}$ are independent from $H$.

Fig. 6 Illustration of proof of Theorem 4: $u_{i}$ is a rotation, $\omega_{i-1}>\omega_{i}$, and $\omega_{i+1}>\omega_{i}$


Let $\theta_{1}$ be the angle between the segment $R^{L} Z^{L}$ and $R^{L} R_{\perp}^{L}$, which equals $\operatorname{acos}\left(H /\left(l_{R Z} \omega_{i}\right)\right)$. Let $\theta_{2}$ be the angle between the segment $R^{L} \hat{S}^{L}$ and $R^{L} R_{\perp}^{L}$, which equals $\operatorname{acos}\left(H /\left(l_{R S} \omega_{i}\right)\right)$. Let $\omega_{i-1}$ and $\omega_{i+1}$ be the angular velocity of $u_{i-1}$ and $u_{i+1}$ respectively. Based on $\theta_{1}$ and $\theta_{2}$, we can compute $\varphi_{0}$ and $\varphi_{1}$ as follows:

$$
\begin{array}{ccc|cc} 
& & \varphi_{0} & & \varphi_{1} \\
\omega_{i}>0 & Z_{x}^{L} \leq R_{x}^{L} & 3 \pi / 2-\theta_{1}+\theta & \hat{S}_{x}^{L} \geq R_{x}^{L} & 3 \pi / 2+\theta_{2} \\
\omega_{i}>0 & Z_{x}^{L}>R_{x}^{L} & 3 \pi / 2+\theta_{1}+\theta & \hat{S}_{x}^{L}<R_{x}^{L} & 3 \pi / 2-\theta_{2} \\
\omega_{i}<0 & Z_{x}^{L}>R_{x}^{L} & \pi / 2-\theta_{1}+\theta & \hat{S}_{x}^{L}<R_{x}^{L} & \pi / 2+\theta_{2} \\
\omega_{i}<0 & Z_{x}^{L} \leq R_{x}^{L} & \pi / 2+\theta_{1}+\theta & \hat{S}_{x}^{L} \geq R_{x}^{L} & \pi / 2-\theta_{2}
\end{array}
$$

Thus, we have

$$
\left|\frac{\partial \varphi_{0}}{\partial H}\right| \leq\left(\left(l_{R Z} \omega_{i}\right)^{2}-H^{2}\right)^{-0.5} \text { and }\left|\frac{\partial \varphi_{1}}{\partial H}\right| \leq\left(\left(l_{R S} \omega_{i}\right)^{2}-H^{2}\right)^{-0.5}
$$

Consequently,

$$
\begin{aligned}
\left|\frac{\partial t_{i}}{\partial H}\right| \leq & \frac{\left(\left(l_{R Z} \omega_{i}\right)^{2}-H^{2}\right)^{-0.5}+\left(\left(l_{R S} \omega_{i}\right)^{2}-H^{2}\right)^{-0.5}}{\left|\omega_{i}\right|} \\
\left|\frac{\partial d_{i}}{\partial H}\right| \leq & \frac{r}{l_{R Z}\left|\omega_{i}\right|}\left(\left|\sin \theta_{1}\right|+\left|\frac{H \cos \theta_{1}}{\sqrt{\left(l_{R Z} \omega_{i}\right)^{2}-H^{2}}}\right|\right) \\
& +\frac{r}{l_{R S}\left|\omega_{i}\right|}\left(\left|\sin \theta_{2}\right|+\left|\frac{H \cos \theta_{2}}{\sqrt{\left(l_{R S} \omega_{i}\right)^{2}-H^{2}}}\right|\right)
\end{aligned}
$$

When $H \in(a+\delta, b-\delta), H$ is smaller than $\left|l_{R Z} \omega_{i}\right|$ and $\left|l_{R S} \omega_{i}\right|$, and the derivatives of $t_{i}(H)$ and $d_{i}(H)$ are bounded.

## 5 Implemetation

We implemented the algorithm described in C++. Our testing environment is a desktop system with an Intel Xeon W3550 3.07 GHz CPU.

In the costly-switch model, we used three test cases. First, we used the bench mover's problem proposed in [13] as one test case. We compare our program's result with the result of analytical solver. Except for some cases in which the Hamiltonian value is close to the upper bound (for which numerical instability becomes a problem), our results coincide with the result of exact solver.

We used the refrigerator-movers problem as the second test case; one approximately optimal trajectory is shown in Fig. 1. Third, we used omni-directional vehicle as a test case; one approximately optimal trajectory is show in Fig. 2b.

In the cost-free-switch model, we compared our program with the exact solver proposed in [29], which determines optimal trajectories for the omni-directional vehicle analytically. Although our program is a general solver that can solve all problems of finding optimal trajectory for rigid bodies in the plane, our program is only about ten times slower; one approximately optimal trajectory is show in Fig. 2a.

## 6 Conclusion and Future Work

By adding a cost for switching between controls, we ensure existence of solutions for optimal control problems that do not involve chattering. By applying Blatt's Indifference Principle and Lipschitzian optimization approach, we can find approximately optimal trajectories and the error can be forced to be arbitrarily small.

The most exciting area of future work is to explore the application of BIP to systems other than rigid bodies in the plane. It is particularly interesting that optimal trajectories with costly switches exist even in the presence of obstacles.

There are at least two challenges in applying a BIP-based approach to finding optimal trajectories. The first challenge is that the potential number of optimal trajectory structures can be huge in the costly-switch model. In the costly-switch model, an algorithm might potentially need to explore a number of structures that is exponential in the number of controls in order to find solutions. For example, in order to find approximately optimal trajectories for omni-directional vehicle, whose control set contains fourteen controls, it takes about an hour to find an approximately optimal trajectory for an initial configuration and goal configuration.

The second challenge is numerical instability. When the Hamiltonian value of optimal trajectories is close to the boundary of the open interval in the partition of the Hamiltonian values, the Lipschitz constant for the duration function may be very large. Consequently, the numerical error in the computation also increases significantly and is inherently unstable. This is an issue for our solver in the costlyswitch model and in the cost-free-switch model as well.
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# Maximum-Reward Motion in a Stochastic Environment: The Nonequilibrium Statistical Mechanics Perspective 

Fangchang Ma and Sertac Karaman


#### Abstract

We consider the problem of computing the maximum-reward motion in a reward field in an online setting. We assume that the robot has a limited perception range, and it discovers the reward field on the fly. We analyze the performance of a simple, practical lattice-based algorithm with respect to the perception range. Our main result is that, with very little perception range, the robot can collect as much reward as if it could see the whole reward field, under certain assumptions. Along the way, we establish novel connections between this class of problems and certain fundamental problems of nonequilibrium statistical mechanics. We demonstrate our results in simulation examples.


Keywords Motion planning • Stochastic environments • Nonequilibrium statistical mechanics

## 1 Introduction

Nonequilibrium statistical mechanics is a branch of physics that studies systems operating at out-of-equilibrium states [1-3]. Although the ideas originated in the physics literature, the theory has profound applications that lie well outside the domain of physics, such as biology [3, 4], stock markets [5], and highway traffic [6, 7]. Arguably, it is for this reason that developing a fundamental and comprehensive understanding of nonequilibrium statistical mechanics is considered to be one of the grand challenges in our time, both by the U.S. Department of Energy [8, 9] and the U.S. National Academy of Sciences [10].

In this paper, we point out novel connections between the fundamental problems of nonequilibrium statistical mechanics and a large class of robot motion planning and control problems. With the help of these connections, we design practical algorithms

[^41]Fig. 1 An environmental monitoring system, where the blue cylinders are sensing devices and the vehicle tries to collect as much data from them as possible

with provable performance guarantees for planning problems involving agile robots operating in stochastic environments. In what follows, we briefly introduce this class of problems and list our contributions.

We consider a large class of problems involving a robotic vehicle navigating in a stochastic reward field to collect maximal reward. Let us motivate these problems with an example. Consider an environmental monitoring system, where mobile robotic vehicles and stationary sensing devices work together to collect valuable information about the state of the environment, as in Fig. 1. Imagine small sensing devices that house primitive sensors, for example, for seismic, acoustic, or magnetic measurements. Along with sensing, these devices include communication equipment and (primitive) computational platforms. Suppose these sensing devices are deployed throughout the environment for persistent monitoring purposes. Rather than attempting to form an ad-hoc network, we envision a mobile data-harvesting vehicle that traverses the environment, discovers the sensing devices on the fly, and approaches them to harvest their data. ${ }^{1}$

The robot may not know the precise positions of the sensing devices a priori. Instead, sensors are discovered on the fly, and the robot makes small corrections in its trajectory to collect as much information as possible. Clearly, the amount of information that can possibly be collected depends on the agility of the robot (its actuation capabilities) as well as its perception range (how soon it can discover the sensors). In this setting, we consider the following fundamental problems: How

[^42]quickly can the mobile robots harvest the data from the field, given their perception, actuation, and computation capabilities? What are the planning algorithms that achieve the optimal performance?

Let us note that similar problems [11] arise in a large class of applications, including spy planes taking pictures of unexpected enemies, and rescue vessels saving lives after disasters, where target locations are discovered on the fly. To generalize, we consider a robot that is traversing a stochastic "reward field", where the precise value of the reward is discovered on the fly. Given the statistics of the reward, we aim to answer fundamental questions regarding the optimal performance that can be achieved.

We answer some of the aforementioned questions by establishing strong connections between this class of problems and nonequilibrium statistical mechanics. Roughly speaking, we view the robot as a particle traveling in a stochastic field. This perspective allows us to directly apply some of the recent results from mathematical physics to characterize various properties of agile robotics.

Designing planning algorithms for agile robots to avoid obstacles in cluttered environments has long been a focus of robotics [12-14]. In contrast, planning problem for collecting maximal reward in a stochastic environment has received relatively little attention, although similar problems were considered in the operations research literature (see, e.g., [15]).

The analysis in this paper is fundamentally different from these references, as we utilize the mathematical foundations of nonequilibrium statistical mechanics. The results we utilize were reported in the mathematical physics literature fairly recently [16-22]. In fact, the connections we establish between mathematical physics and this class of maximum-reward motion planning problems and algorithms may be interesting on their own right, inspiring a novel class of analysis techniques and practical algorithms with formal performance guarantees.

This paper is organized as follows. In Sect. 2, we provide a more precise problem definition, and we discuss a set of algorithmic approaches that solve this problem in Sect. 3. We devote Sect. 4 to a mathematically rigorous analysis of the proposed algorithms. We lay out the connections with nonequilibrium statistical mechanics also in this section. In Sect. 5, we provide the results of several computational experiments that validate our theoretical results. Finally, we provide some concluding remarks in Sect. 6.

## 2 An Online Reward-Collection Problem

We consider a mobile robotic vehicle that is tasked with visiting target locations. Due to differential constraints, it is impossible to visit all targets. The robot's mission is to visit these target locations as best as possible, measured by the amount of "reward" it collects per time unit during the course of the whole mission.

Targets are discovered on the fly, in the sense that the robot obtains the location and reward information associated with that target only when it gets sufficiently close
to a target location. Hence, the robot does not know a priori all of the tasks and the reward associated with them. However, the statistics for the spatial distribution of the target locations and their reward is known, for example from past experience. To model this environment, we assume that the target locations and their rewards are generated by a stochastic process. The robot operates in this stochastic environment.

We formalize this online motion planning problem as follows. Consider a mobile robotic vehicle governed by the following ordinary differential equation:

$$
\begin{equation*}
\dot{x}(t)=f(x(t), u(t)) \tag{1}
\end{equation*}
$$

where $x(t) \in X \subset \mathbb{R}^{n}$ is the state and $u(t) \in U \subset \mathbb{R}^{m}$ is the control input. A state trajectory $x:[0, T] \rightarrow Y$ is said to be a dynamically-feasible trajectory, if there exists $u:[0, T] \rightarrow U$ such that $u, x$ satisfy Eq. (1) for all $t \in[0, T]$.

Let $\mathcal{R}(\cdot)$ denote the reward function, which associates each dynamically-feasible trajectory, say $x:[0, T] \rightarrow Y$, with a reward denoted by $\mathcal{R}(x) \in \mathbb{R}$. The robot is tasked with finding a motion (i.e., a dynamically-feasible trajectory) with maximal reward.

The reward function is not known a priori, but is revealed to the robot in an online manner. We formalize this aspect of the problem as follows. Let $\mathcal{P}(\cdot)$ denote the perception footprint of the robot that associates each state $z \in X$ of the robot with a footprint $\mathcal{P}(z) \subset X$. When the robot is in state $z \in X$, it is able to observe only the reward function associated with the partial trajectories within the set $\mathcal{P}(z)$. We assume that the reward function does not vary with time, and that the statistics of its distribution is known to the robot. The reward can only be collected once, so the robot keeps exploring new regions.

This general setting represents a large class of reward-collection problems. In this paper we study a special case that is more closely related to the motivational example presented in the previous section. Let $\mathcal{T} \subset X$ be a discrete set of target locations. Suppose each target $z \in \mathcal{T}$ is associated with a reward $r(z)$, and the robot collects the reward $r(z)$ if it visits the state $z$. That is, given a trajectory $x:[0, T] \rightarrow X$, its reward is $\mathcal{R}(x):=\sum_{z_{i} \in Z} r(z)$, where $Z:=\{z \in \mathcal{T}: x(t)=z$ for some $t \in[0, T]\}$. The robot observes the locations and the rewards of all targets that fall within its perception footprint, and collects the associated reward if it visits a particular target location. It travels through this environment, discovering targets on the fly and adapting its trajectory to maximize the total reward it gathers by visiting these targets.

## 3 Lattice-Based Motion Planning Algorithms

In such general setting, analytical solutions can be found only in some special cases. Yet, there are efficient computational approaches, based on the proper discretization of the set of all dynamically-feasible trajectories, that can achieve good performance. Below, we outline such an algorithm.

Lattice-based motion planning algorithms have long been successfully utilized in robotics applications [23, 24]. Roughly speaking, these algorithms form a directed lattice in the state space of the robot, and they select the best one among all paths through this lattice. This task is often computationally efficient, which makes the algorithm practical even in challenging problem instances. Below, we describe lattice-based planning algorithms in our notation.

An infinite graph $G=(V, E)$, where $V$ is a countable set of vertices and $E \subset$ $V \times V$ is a set of edges, is said to be a lattice, if the following are satisfied: (i) any vertex is a state of the dynamical system described by Eq. (1), i.e., $V \subset X$, and (ii) for any edge $e=\left(v_{1}, v_{2}\right) \in E$, there exists a dynamically feasible trajectory $x_{e}:\left[0, T_{e}\right] \rightarrow X$ such that $x(0)=v_{1}$ and $x\left(T_{e}\right)=v_{2}$.

A lattice-based receding-horizon motion planning algorithm works as follows. Initially, the robot is at a state $z_{\text {init }} \in V$.For each iteration, the best path $\left(e_{1}, e_{2}, \ldots, e_{k}\right)$ through the "visible" part of the lattice is computed, and the robot follows the dynamically-feasible trajectory $x_{e_{1}}:\left[0, T_{e_{1}}\right] \rightarrow X$ that is associated with the first edge on this path, denoted above by $e_{1}$. Once the robot reaches the state $v^{\prime}=x_{e_{1}}\left(T_{e_{1}}\right)$, the same procedure is repeated with the part of the lattice that is visible to the robot.

We formalize this algorithm below by first introducing some notation and a couple of sensing and actuation procedures that this algorithm utilizes. Let $G=(V, E)$ be a lattice for the robot governed by Eq. (1). Two edges $e_{1}=\left(v_{1}, v_{1}^{\prime}\right), e_{2}=\left(v_{2}, v_{2}^{\prime}\right) \in E$ are said to be connected if $v_{1}^{\prime}=v_{2}$. A path through $G$ is a sequence of edges, denoted by $\pi=\left(e_{1}, e_{2}, \ldots, e_{k}\right)$ such that $e_{i} \in E$ and $e_{i}$ and $e_{i+1}$ are connected for all $i \in\{1,2, \ldots, k-1\}$. The $i$ th edge on path $\pi$ is denoted by $\pi(i)$. The set of all paths through $G$ is denoted by Paths $(G)$. Given a path $p=\left(e_{1}, e_{2}, \ldots, e_{k}\right)$, let $x_{e_{i}}:\left[0, T_{e_{i}}\right] \rightarrow X$ denote the dynamically feasible trajectory attached to the edge $e_{i}$ in the lattice $G=(V, E)$, and let Trajectory $(p)$ denote the dynamically-feasible trajectory formed by concatenating $x_{e_{i}}$ 's, that is, Trajectory $(\mathrm{p})$ is a dynamicallyfeasible trajectory $x_{p}:\left[0, T_{p}\right] \rightarrow X$, where $T_{p}=\sum_{i=1}^{k} T_{e_{i}}$ and $x_{p}(t)=x_{e_{i}}(t-$ $\sum_{j=1}^{i} T_{e_{j}}$ ) for all $t \in\left[\sum_{j=1}^{i} T_{e_{j}}, \sum_{j=1}^{i+1} T_{e_{j}}\right]$ and all $i \in\{1,2, \ldots, k-1\}$. Recall that $X$ is the state space of the robot. Given a subset $P \subset X$ and a (potentially infinite) graph $G=(V, E)$, the projection of $G$ on $P$ is a new graph defined and denoted as follows: Projection $(G, P):=\left(V_{P}, E_{P}\right)$, where $V_{P}=V \cap P$ and $E_{P}=E \cap\left(V_{P} \times V_{P}\right)$.

Now, we define two procedures that allow the algorithm's perception and actuation. Let CurrentState() be a procedure that returns the current state of the robot. Given a dynamically-feasible trajectory $x:[0, T] \rightarrow X$, let Execute $(x)$ denote the command that makes the robot follow the trajectory $x$.

Finally, we provide a formal description of the lattice-based receding-horizon motion planning procedure in Algorithm 1. The algorithm first retrieves the robot's current state (Line 2). Subsequently, it computes the portion of the lattice that falls within its sensor footprint (Line 3), and it then computes the optimal path through this sub-lattice (Line 4). Finally, the robot takes the trajectory corresponding to the first edge along the best path (Line 5), and it follows this path until it reaches the state


Fig. 2 The two-dimensional directed regular lattice, $\mathbb{N}^{2}$, is illustrated in Fig. a An example lattice for a curvature constrained vehicle, also called the Dubins vehicle, is shown in Fig.b The latter lattice can be embedded in $\mathbb{N}^{2}$
that corresponds to the next vertex on the lattice (Line 6). This procedure continues for $N$ iterations (Lines 1-7).

```
1 for \(t=1, \ldots, N\) do
    \(z \leftarrow\) CurrentState();
    \(G_{P} \leftarrow \operatorname{Projection}(G, \mathcal{P}(z)) ;\)
    \(\pi \leftarrow \arg \max \left\{\mathcal{R}\left(\right.\right.\) Trajectory \(\left.\left.(\pi): \pi \in \operatorname{Paths}\left(G_{P}\right)\right)\right\} ;\)
    \(x_{\text {first }} \leftarrow \operatorname{Trajectory}(\pi(1))\);
    Execute ( \(x_{\text {first }}\) );
end
```

Algorithm 1: Lattice-based receding-horizon online motion planning
This algorithm computes the maximum-reward path on a graph. Note that this problem is NP-hard on a general graph [25]. However, for example, on acyclic graphs, this problem can be solved efficiently [25]. In this paper, we focus on the analysis of Algorithm 1 for acyclic lattices. This implies that, roughly speaking, the robot does not return to a place it has been before, hence it constantly explores new regions in the environment. An important acyclic graph is the $d$-dimensional directed regular lattice $L_{d}=(V, E)$, where $V=\mathbb{N}^{d}$ and $\left(v, v^{\prime}\right) \in E$ if $v=\left(v_{1}, v_{2}, \ldots, v_{d}\right)$ and $v^{\prime}=\left(v_{1}, v_{2}, \ldots, v_{k}+1, \ldots, v_{n}\right)$ for some $k \in\{1,2, \ldots, k\}$. The two-dimensional directed lattice is illustrated in Fig. 2a. We say that a lattice $G=(V, E)$ is embedded in $\mathbb{N}^{d}$ if it is isomorphic to $\mathbb{N}^{d}$. In Sect.4.2, we pay special attention to the twodimensional lattice $\mathbb{N}^{2}$. In Fig. 2b, we provide an example 2 dimensional lattice for a non-holonomic vehicle.

## 4 Analysis of Online Motion Planning Algorithms

This section is devoted to the analysis of the lattice-based online planning algorithm. This analysis sheds light on the relationship between the perception capabilities of the robot and its performance. Specifically, we consider the following questions: How much reward can the robot collect given a certain perception range? How does this reward compare with the fundamental limit when the robot can observe the entire reward field a priori and compute the best path?

### 4.1 On Perception Range Versus Performance

Before presenting the main theoretical result of this section, let us provide some notation. Let $G=(V, E)$ be an acyclic graph with infinitely many vertices. Recall that the set of all paths in $G=(V, E)$ is denoted by Paths $(G)$. Given a path $\pi \in$ Paths $(G)$, let $|\pi|$ denote the length of $\pi$ measured by the number of vertices that $\pi$ visits. Let $\Pi\left(v_{\text {init }}, n\right)$ denote the set of all paths that start from the vertex $v_{\text {init }}$ and cross at most $n$ vertices. Suppose each vertex $v \in V$ is associated with a reward denoted by $\rho(v)$. Let $R\left(v_{\text {init }}, n\right)$ denote the total reward collected by following some path that starts from $v_{\text {init }}$ and crosses at most $n$ vertices, i.e.,

$$
R\left(v_{\text {init }}, n\right)=\max _{\pi \in \Pi\left(v_{\text {init }}, n\right)} \sum_{v \in \pi} \rho(v) .
$$

Note that $R\left(v_{\text {init }}, n\right)$ is the maximum reward that the robot can collect in $n$ steps if it could see the whole environment, not the reward collected with limited perception range.

The perception range limitation allows the robot to observe the reward associated with only a subset of the vertices. Let $m$ be a number such that any vertex that can be reached with a path of length $m$ is within the perception range independently of the starting vertex, i.e., $m$ is such that, for all $v_{\text {init }} \in V$, any state in $\{v \in \pi: \pi \in$ $\left.\Pi\left(v_{\text {init }}, m\right)\right\}$ is within the perception range of the robot when the robot is at state $v_{\text {init }}$.

Let $Q\left(v_{\text {init }}, n ; m\right)$ denote the reward that is achieved as follows. Let $R_{1}$ denote the reward that can be collected by a path that starts from $v_{\text {init }}$ and has length $m$, i.e., $R_{1}:=R\left(v_{\text {init }}, m\right)$. Let $v_{1}$ denote the vertex that the maximum-reward path (achieving reward $R_{1}$ ) ends at. Similarly, define $R_{k}:=R\left(v_{k-1}, m\right)$, and let $v_{k}$ be the vertex that path achieving reward $R_{k}$ ends at. Finally, define

$$
Q\left(v_{\text {init }}, n ; m\right):=\sum_{i=1}^{n / m} R_{i}
$$

Compare this quantity with the reward that Algorithm 1 can achieve. Notice that Algorithm 1 considers a larger set of paths each time it computes a maximum-reward path through the observable part of the lattice. Moreover, Algorithm 1 computes a new path right after the first edge along the path is executed. In contrast, the computation of $Q\left(v_{\text {init }}, n ; m\right)$ considers only those paths that are of distance $m$, and moreover it only computes a new path after the current one is fully executed. Given these observations, we expect the reward achieved by Algorithm 1 to be at least $Q\left(v_{\text {init }}, n ; m\right)$. In other words, $Q\left(v_{\text {init }}, n ; m\right)$ is a lower bound for the reward that Algorithm 1 can collect, when measured in terms of suitable statistics, such as the expectation. Although this statement can be properly formalized, we omit this formalism due to space limitations.

Now we focus on the analysis of $Q\left(v_{\text {init }}, n ; m\right)$. In particular we compare $Q\left(v_{\text {init }}, n ; m\right)$ and $R\left(v_{\text {init }}, n\right)$. The former is the reward that the robot can collect
with limited perception range $m$. The latter is the reward that the robot can collect if it had infinite perception range. In what follows, the initial vertex $v_{\text {init }}$ is fixed, and it is the same for all results reported below. For simplicity, we drop $v_{\text {init }}$ from our notation, and we write $Q(n ; m)$ and $R(n)$ in the sequel.

Our first result allows us to define the mean reward.
Proposition 1 The following holds:

$$
\lim _{n \rightarrow \infty} \frac{\mathbb{E}[R(n)]}{n}=\sup _{n \in \mathbb{N}} \frac{\mathbb{E}[R(n)]}{n}
$$

Proof The result follows directly from Fekete's lemma [26], noting that the sequence $\mathbb{E}[R(n)]$ is superadditive, hence $-\mathbb{E}[R(n)] / n$ is subadditive.

Let's define the mean reward per step as $R^{*}:=\lim _{n \rightarrow \infty} \mathbb{E}[R(n)] / n$, which is well defined by Proposition 1 . We compare $R^{*}$ with $Q(n ; m) / n$ for suitable values of $m$.

Theorem 1 Suppose $R^{*}$ is finite. Suppose that the rewards $\rho(v)$ are independent (but not necessarily identically distributed) and that they are uniformly almost-surely bounded random variables, i.e., there exists some $L$ such that $\mathbb{P}(|\rho(v)| \leq L)=1$, for all $v \in V$. Then, for any $\delta>0$, there exists a constant $c$ such that

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\left|\frac{Q(n, c \log n)}{n}-R^{*}\right| \geq \delta\right)=0
$$

Roughly speaking, Theorem 1 implies that the robot can navigate to any vertex that is at most $n$ steps away almost optimally (as if it had infinite perception range), if its perception range is at order $\log n$. In other words, as the perception range increases, the amount of distance that the robot can travel optimally increases exponentially fast, as stated below.

Corollary 1 Suppose the assumptions of Theorem 1 hold. Then, for any $\delta>0$, there exists some constant $c$ such that

$$
\lim _{m \rightarrow \infty} \mathbb{P}\left(\left|\frac{Q(L(m), m)}{L(m)}-R^{*}\right| \geq \delta\right)=0
$$

where $L(m)=e^{c m}$ for some constant $c$ that is independent of $m$ (but depends on $\delta$ ).
This corollary follows from Theorem 1 with a change of variables.
Before proving Theorem 1, we state an intermediate result that enables our proof. This intermediate result is a concentration inequality, which plays a key role in deriving many results in nonequilibrium statistical mechanics [20].

Lemma 1 (See [20]) Let $\left\{Y_{i}, i \in \mathcal{I}\right\}$ be a finite collection of independent random variables that are bounded almost surely, i.e., $\mathbb{P}\left(\left|Y_{i}\right| \leq L\right)=1$ for all $i \in \mathcal{I}$. Let $\mathcal{C}$ be a collection of subsets of $\mathcal{I}$ with maximum cardinality $R$, i.e., $\max _{C \in \mathcal{C}}|C| \leq R$ and let $Z=\max _{C \in \mathcal{C}} \sum_{i \in C} Y_{i}$. Then for any $u>0$,

$$
\mathbb{P}(|Z-\mathbb{E} Z| \geq u) \leq \exp \left(-\frac{u^{2}}{64 R L^{2}}+64\right) .
$$

Finally, we present the proof for Theorem 1.
Proof (Theorem 1) Let $\mathcal{I}$ be the collection of nodes in the lattice. Define $\mathcal{C}=$ $\{\mathcal{N}(\pi), \pi \in \Pi\}$, where $\mathcal{N}(\pi)=\{\mathbf{v} \in \pi\}$ is the set of nodes in the path $\pi$. Then, for the maximum-reward path with at most $n$ steps, the maximum cardinality is $\max _{C \in \mathcal{C}}|C| \leq n$. Then, by substituting $R(n)$ for $Z$ in Lemma 1,

$$
P(|R(n)-\mathbb{E} R(n)| \geq u) \leq \exp \left(-\frac{u^{2}}{64 n L^{2}}+64\right) .
$$

Therefore, for any $\delta=\frac{u}{n}>0$,

$$
\begin{align*}
\mathbb{P} & \left(\left|\frac{Q(n, c \log n)}{n}-\frac{\mathbb{E} R(n)}{n}\right| \geq \delta\right) \\
& =\mathbb{P}\left(\left|\frac{\sum_{i=1}^{\frac{n}{m}} R_{i}(m)}{n}-\frac{\mathbb{E} R(n)}{n}\right| \geq \delta\right) \\
& =\mathbb{P}\left(\left|\frac{\sum_{i=1}^{\frac{n}{m}} R_{i}(m)}{n}-\frac{\mathbb{E} R(m)}{m}+\frac{\mathbb{E} R(m)}{m}-\frac{\mathbb{E} R(n)}{n}\right| \geq \delta\right)  \tag{2}\\
& \left.\leq \mathbb{P}\left(\left\{\left|\frac{\sum_{i=1}^{\frac{n}{m}} R_{i}(m)}{n}-\frac{\mathbb{E} R(m)}{m}\right| \geq \frac{\delta}{2}\right)\right\} \bigcup\left\{\left.\frac{\mathbb{E} R(m)}{m}-\frac{\mathbb{E} R(n)}{n} \right\rvert\, \geq \frac{\delta}{2}\right\}\right),  \tag{3}\\
& \leq \mathbb{P}\left(\left|\frac{\sum_{i=1}^{\frac{n}{m}} R_{i}(m)}{n}-\frac{\mathbb{E} R(m)}{m}\right| \geq \frac{\delta}{2}\right)+\mathbb{P}\left(\left.\frac{\mathbb{E} R(m)}{m}-\frac{\mathbb{E} R(n)}{n} \right\rvert\, \geq \frac{\delta}{2}\right)  \tag{4}\\
& =\mathbb{P}\left(\sum_{i=1}^{\frac{n}{m}}\left|R_{i}(m)-\mathbb{E} R(m)\right| \geq \frac{n \delta}{2}\right)+\mathbb{P}\left(\left.\frac{\mathbb{E} R(m)}{m}-\frac{\mathbb{E} R(n)}{n} \right\rvert\, \geq \frac{\delta}{2}\right) \tag{5}
\end{align*}
$$

The inequality between line (2) and line (3) can be seen if we take the complements on both sides, where $\left\{\left|\left(\frac{\sum_{i=1}^{\frac{n}{m}} R_{i}(m)}{n}-\frac{\mathbb{E} R(m)}{m}\right)+\left(\frac{\mathbb{E} R(m)}{m}-\frac{\mathbb{E} R(n)}{n}\right)\right|<\delta\right\} \supset\left\{\left\lvert\, \frac{\sum_{i=1}^{\frac{n}{m}} R_{i}(m)}{n}-\right.\right.$ $\left.\left.\frac{\mathbb{E} R(m)}{m} \right\rvert\,<\frac{\delta}{2}\right\} \bigcap\left\{\left|\frac{\mathbb{E} R(m)}{m}-\frac{\mathbb{E} R(n)}{n}\right|<\frac{\delta}{2}\right\}$. Union bound is applied between line (3) and line (4). Now we set $m=c \log n$. Taking limit on both sides, we get

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \mathbb{P}\left(\left|\frac{Q(n, c \log n)}{n}-\frac{\mathbb{E} R(n)}{n}\right| \geq \delta\right) \\
& \leq \lim _{n \rightarrow \infty} \mathbb{P}\left(\sum_{i=1}^{\frac{n}{m}}\left|R_{i}(m)-\mathbb{E} R(m)\right| \geq \frac{n \delta}{2}\right)+\lim _{n \rightarrow \infty} \mathbb{P}\left(\left.\frac{\mathbb{E} R(m)}{m}-\frac{\mathbb{E} R(n)}{n} \right\rvert\, \geq \frac{\delta}{2}\right)  \tag{6}\\
& \leq \lim _{n \rightarrow \infty} \mathbb{P}\left(\sum_{i=1}^{\frac{n}{m}}\left|R_{i}(m)-\mathbb{E} R(m)\right| \geq \frac{n \delta}{2}\right)+0  \tag{7}\\
& \leq \lim _{n \rightarrow \infty} \sum_{i=1}^{\frac{n}{m}} \mathbb{P}\left(\left|R_{i}(m)-\mathbb{E} R(m)\right| \geq \frac{m \delta}{2}\right)  \tag{8}\\
& \leq \lim _{n \rightarrow \infty} \frac{n}{m} \cdot \exp \left(-\frac{\left(\frac{m \delta}{2}\right)^{2}}{64 m L^{2}}+64\right)  \tag{9}\\
& =\lim _{n \rightarrow \infty} \frac{1}{c \log n} \cdot \exp \left(\left(1-\frac{\delta^{2}}{256 L^{2}} \cdot c\right) \log n+64\right) \tag{10}
\end{align*}
$$

The first inequality comes from line (5). The inequality between line (6) and line (7) is due to Proposition 1. As $n$ increases, $m \rightarrow \infty$, and thus both $\frac{\mathbb{E} R(m)}{m}$ and $\frac{\mathbb{E} R(n)}{n}$ converge to the same constant $R^{*}$. Union bound is again applied between line (7) and line (8). Lemma 1 is applied in line (9). Line (10) converges to 0 when the constant $c$ is sufficiently large, i.e., for any constant $c \geq \frac{256 L^{2}}{\delta^{2}}$.

Although the conclusion in Theorem 1 is exciting, it may be too restricted for real-world applications, as it requires both independence among $\rho(v)$ and the random variables $\rho(v)$ to be bounded almost surely. We propose a conjecture that generalizes Theorem 1 by relaxing these assumptions. We believe that the reward collected by a robot is arbitrarily close to optimal (as formalized by Theorem 1), even if the reward is locally dependent (instead of independent) and the distribution of reward has light tails (instead of being bounded). Local dependence refers to the case when $\rho\left(v_{1}\right)$ is conditionally independent of all other rewards $\rho\left(v_{2}\right)$ given the local neighborhood of $v_{1}$, if $v_{2}$ is not a neighbor.

Conjecture 1 Assume that the non-negative reward $\rho(\mathbf{z})$ at each state $\mathbf{z}$ is distributed with local dependence and that their distributions satisfy:

$$
\int_{0}^{\infty}(1-F(x))^{1 / d} d x<\infty
$$

Then, for any $\delta>0$, there exists a constant $c$ such that

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\left|\frac{Q(n, c \log n)}{n}-R^{*}\right| \geq \delta\right)=0
$$

Notice that the assumptions of this conjecture are much weaker. We leave the proof of this conjecture as a future work. The rationale behind this conjecture is two-fold. Firstly, the relaxation on the boundedness of $F$ is supported in a recent text [16], where the sketch of the proof is given and the details are left as an exercise. Secondly, the relaxation of the independence requirement is inspired by [17], where the Hoeffding inequality for independent random variables can be extended to the local dependent case with only slight modifications.

### 4.2 Special Case: Planning on the Directed Regular Lattice

The result in Theorem 1 includes two constants, namely the mean reward $R^{*}$ and the constant $c$, the precise values of which are not known. In this section, we prove various results to characterize these constants when the lattice $G=(V, E)$ can be embedded in $\mathbb{N}^{d}$, particularly in the case when $d=2$. Throughout this section, we tacitly assume that $G=(V, E)$ is embedded in $\mathbb{N}^{d}$. Unless stated otherwise, our results hold for all values of $d$ satisfying $d \geq 2$.

First, let us define some useful notation. The vertices of $\mathbb{N}^{d}$ are denoted by $\mathbf{w}=\left(w_{1}, w_{2}, \ldots, w_{d}\right)$, where $w_{k} \in \mathbb{N}$. We define $\lfloor k \mathbf{w}\rfloor:=\left(\left\lfloor k w_{1}\right\rfloor,\left\lfloor k w_{2}\right\rfloor, \ldots\right.$, $\left\lfloor k w_{d}\right\rfloor$ ). Given a vertex $\mathbf{w} \in \mathbb{N}^{d}$, let $T(\mathbf{w})$ denote the reward of the maximum reward path that starts from the origin and reaches the vertex $\mathbf{w}$. With a slight abuse of notation let $\Pi(\mathbf{w})$ denote the set of all paths that start from the origin and end at the vertex $v$. Then,

$$
T(\mathbf{w}):=\max _{\pi \in \Pi(\mathbf{w})} \sum_{\mathbf{w}^{\prime} \in \pi} \rho\left(\mathbf{w}^{\prime}\right) .
$$

On Almost-sure Convergence of the Reward: Let us point out an existing result that shows the convergence result in Proposition 1 can be improved.

Proposition 2 (See Proposition 2.1 in [21]) Assume $\mathbb{E}[\rho(\mathbf{w})]<\infty$. Define

$$
g(\mathbf{w}):=\sup _{k \in \mathbb{N}} \frac{\mathbb{E}[T(\lfloor k \mathbf{w}\rfloor)]}{k} .
$$

Then, $\frac{T(\lfloor n \mathbf{w}\rfloor)}{n}$ converges to $g(\mathbf{w})$ almost surely as $n$ diverges to infinity, i.e.,

$$
\mathbb{P}\left(\lim _{n \rightarrow \infty} \frac{T(\lfloor n \mathbf{w}\rfloor)}{n}=g(\mathbf{w})\right)=1
$$

This result implies that $R^{*}$ is finite and that $R(n) / n$ converges to $R^{*}$ as $n \rightarrow \infty$, almost surely.

On Mean Reward: Suppose the dimensionality of the lattice is two, i.e., $d=2$. Let $F$ denote the distribution for i.i.d. random variables $\rho(\mathbf{w})$. Then, the results in [21] imply that there are two cases for which $R^{*}$ can be computed exactly, namely when $F$ is an exponential distribution or a geometric distribution. More specifically, if $F$ is the exponential distribution with parameter $\lambda=1$, then

$$
\begin{equation*}
g((x, y))=(\sqrt{x}+\sqrt{y})^{2}, \quad \text { for all }(x, y) \in \mathbb{N}^{2} . \tag{11}
\end{equation*}
$$

On the other hand, if $F$ is the geometric distribution with parameter $p$, then

$$
g((x, y))=\frac{x+2 \sqrt{x y(1-p)}+y}{p}, \quad \text { for all }(x, y) \in \mathbb{N}^{2} .
$$

According to a recent survey paper [22], Timo Sepplinen conjectured that the function for general distributions $F$ with mean $\mu$ and variance $\sigma^{2}$ is

$$
g((x, y))=\mu(x+y)+2 \sqrt{\sigma^{2} x y}, \quad \text { for all }(x, y) \in \mathbb{N}^{2} .
$$

It is noted that a rigorous proof is beyond the reach of the mathematical statistical physics community at this stage. However, if this conjecture holds, it has an important implication for the problem considered in this paper. By the definition of $R(n)$ and Proposition 2, the reward per step, $R(n) / n$ converges to $\mu+\sigma$ as the distance that the vehicle travels increases to infinity, almost surely, i.e..

$$
\mathbb{P}\left(\lim _{n \rightarrow \infty} \frac{R(n)}{n}=\mu+\sigma\right)=1
$$

under mild technical assumptions. Hence, in this case, $R^{*}=\mu+\sigma$. Simulation results supporting this conjecture are shown in the next section.

On the Fluctuations of the Reward: Now, we shift our attention to the constant $c$ in the statement of Theorem 1. Recall that this constant is independent of $n$; however, it depends on $\delta$. We characterize how this constant depends on $\delta$ by employing results from the nonequilibrium statistical mechanics literature. This investigation is possible by utilizing more accurate characterizations of the function $T(\cdot)$. It is shown in [19] that, for the aforementioned two cases,

$$
\frac{T((\lfloor x n\rfloor,\lfloor y n\rfloor))-n g((x, y))}{n^{\frac{1}{3}}} \rightarrow F_{2}
$$

as $n$ goes to infinity, where $F_{2}$ is the Tracy-Widom distribution.
In this case, we find that $c=\kappa \delta^{3 / 2}$ for some constant $\kappa$ that is independent of $\delta$ and $n$, as stated below.

Theorem 2 Suppose the lattice $G=(V, E)$ is embedded in $\mathbb{N}^{2}$ and $\rho(\mathbf{w})$ are independent identically distributed random variables. Suppose their common distribution is either the exponential distribution or geometric distribution. Then,

$$
\lim _{m \rightarrow \infty} \mathbb{P}\left(\left|\frac{Q(L(m) ; m)}{L(m)}-R^{*}\right| \geq \delta\right)=0
$$

where $L(m)=\exp \left(\kappa \delta^{3 / 2} m\right)$, for some constant $\kappa>0$ independent of $m$ and $\delta$.
Before proving the theorem, let us compare it with Corollary 1. While Corollary 1 characterizes the reward with respect to perception range $m$, Theorem 2 also identifies its dependence on the error term $\delta$. A natural conjecture is that the result of Theorem 2 holds for any distribution with finite variance. In the next section, we present simulation results that support this conjecture.

The proof of Theorem 2 is similar to that of Theorem 1. We omit the full proof; but we outline the main differences.

Proof Let $T W$ be a random variable with the Tracy-Widom distribution. Then, the results in [19] imply the following: For all $u \geq 0$,

$$
\begin{aligned}
\mathbb{P}(T W \geq u) & =\lim _{n \rightarrow \infty} \mathbb{P}\left(\frac{R(n)-n R^{*}}{n^{1 / 3}} \geq u\right) \\
& =\lim _{n \rightarrow \infty} \mathbb{P}\left(n^{2 / 3}\left(R(n) / n-R^{*}\right) \geq u\right) \\
& =\lim _{n \rightarrow \infty} \mathbb{P}\left(\left(\frac{R(n)}{n}-R^{*}\right) \geq u n^{-2 / 3}\right)
\end{aligned}
$$

Define $\delta:=u n^{-2 / 3}$. Hence, $u=\delta n^{2 / 3}$. It was showed very recently [27] that the right tail of the Tracy-Widom distribution $F_{2}$ can be characterized as follows:

$$
\lim _{u \rightarrow \infty} \mathbb{P}(T W \geq u)=\alpha \exp \left(-\frac{4}{3} u^{3 / 2}\right)
$$

Combining this with the previous equality, we obtain:

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\frac{R(n)}{n}-R^{*} \geq \delta\right)=\alpha \exp \left(-\frac{4}{3}\left(\delta n^{2 / 3}\right)^{3 / 2}\right)=\alpha \exp \left(-\frac{4}{3} \delta^{3 / 2} n\right)
$$

The rest of the proof follows the proof of Theorem 1.

## 5 Computational Experiments

In this section we provide simulations to support our analysis. There are two major results. The first simulation shows how the speed of reward collection converges as the distance $n$ that the vehicle travels increases. The second simulation visualizes how the expected distance that the robot can travel without losing too much reward changes, as we increase the perception range.

### 5.1 Mean of Reward per Step

According to Eq. (11), when $F$ is an exponential distribution with $\lambda=1$, the limit of reward per step is known. In this experiment, we create a 2-dimensional matrix where each element $\mathbf{w}=(x, y)$ inside the matrix corresponds to the reward $\rho(\mathbf{w})$. The i.i.d. random variables $\rho(\mathbf{w})$ follow an exponential distribution with mean 1 . We find the maximal reward $T(\mathbf{z})$, from the origin to a set of locations $\{\mathbf{z}=(x, y) \mid x+y=n\}$, using dynamic programming. This process is repeated 1000 times to compute the empirical average. The result is shown in Fig. 3. A similar result can also be found for the geometric distribution.

Recall the conjecture that $g(x, y)=\mu(x+y)+2 \sqrt{\sigma^{2} x y}$, which implies that $\frac{R(n)}{n} \rightarrow \mu+\sigma$ almost surely as $n \rightarrow \infty$. As mentioned earlier, a rigorous proof is not known yet, but we show some simulation examples that support this conjecture. We set up an experiment which is very similar to the previous one, except that the distribution $F$ of the random variables $\rho(\mathbf{w})$ is a Poisson distribution with $\lambda=0.05$. The Poisson distribution is interesting because it is closely related with the example we provide in Sect. 1, when the sensing devices are dispersed according to a Poisson distribution.

Fig. 3 This plot shows the relationship between the reward per step, $T(x, n-x) / n$, and the x -coordinate of the final destination of the robot. It verifies that the lemma $g(x, y)=(\sqrt{x}+\sqrt{y})^{2}$ for exponential distribution is correct


Fig. 4 This plot shows the relationship between the reward per step, $\frac{R(n)}{n}$, and the travel distance $n$, for Poisson distribution with $\lambda=0.05$. It supports the conjecture that $\frac{R(n)}{n} \rightarrow \mu+\sigma$ as $n \rightarrow \infty$ for general distributions


In Fig. 4, we plot the relationship between $\frac{R(n)}{n}$ and $n$. In this scenario, $\mu+\sigma=$ $\lambda+\sqrt{\lambda}=0.05+\sqrt{0.05}=0.2736$. From the graph we can see that $\frac{R(n)}{n}$ is converging towards this value.

### 5.2 Receding Horizon

In Sect. 4.2 we have shown that with a perception range of $m=O(\log n)$, the robot will be able to collect almost as many rewards as the optimal case (with full information). Based on Theorem 2, we claim that for any fixed $\delta>0$, if we know that the optimal reward per step is $R^{*}$, and we if would like to keep a reward per step of no less than $R^{*}-\delta$ with a fixed perception range $m$, then the expected maximal travel distance of the robot is of order $L(m)=\exp \left(\kappa \cdot \delta^{1.5} \cdot \mathrm{~m}\right)$ for some constant $\kappa>0$ that depends only on the distribution $F$.

Consider the following computational experiment. Suppose the robot is running Algorithm 1 with a lattice that is embedded in $\mathbb{N}^{2}$. We run this simulation until the reward per step falls below $R^{*}-\delta$, and we measure the distance that the robot has travelled before the simulation stops. We repeat this experiment 1000 times on different realizations of the random variables. We average the distance that the robot travels to compute an empirical average. In Fig. 5, we show the relationship between the distance that the robot travels and the perception range $m$ for geometric distribution with $p=0.5$ and and different values of $\delta$.

The simulation results show that this distance increases exponentially, in fact obeying the order $\exp \left(\kappa \delta^{1.5} \mathrm{~m}\right)$, where $\kappa$ is around 0.4 in this case. These simulation results support the result of Theorem 2.


Fig. 5 This plot shows the relationship between the distance a robot can travel (with reward per step no less than $R^{*}-\delta$ for geometric distribution with $p=0.5$ ) and different values of $\delta$. Note that the $y$-axis is semi-log, which indicates that as perception range increases, the distance a robot can travel without too much loss in reward increases exponentially. The red line is an approximation of the real data. Notice that the exponent is around $0.4 \cdot \delta^{1.5}$, which supports Theorem 2

## 6 Conclusions

We analyze the maximum-reward paths computed by a simple, practical recedinghorizon online motion planning algorithm. In particular, we show that the distance that the robot can travel almost optimally increases exponentially fast with increasing perception range. We also characterize the exponent in terms of the error term. Along the way, we establish novel connections between a class of path planning problems and certain fundamental problems of non-equilibrium statistical mechanics, which may be interesting on their own right.

Future work includes the construction of a rigorous proof for the main conjecture of the paper (given in Conjecture 1). We will study how the maximum reward scales with other perception capabilities, such as perception uncertainty, as well as with the actuation and on-board computation capabilities of the robot.
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# Optimal Path Planning in Cooperative Heterogeneous Multi-robot Delivery Systems 

Neil Mathew, Stephen L. Smith and Steven L. Waslander


#### Abstract

This paper addresses a team of cooperating vehicles performing autonomous deliveries in urban environments. The cooperating team comprises two vehicles with complementary capabilities, a truck restricted to travel along a street network, and a quadrotor micro-aerial vehicle of capacity one that can be deployed from the truck to perform deliveries. The problem is formulated as an optimal path planning problem on a graph and the goal is to find the shortest cooperative route enabling the quadrotor to deliver items at all requested locations. The problem is shown to be NP-hard using a reduction from the Travelling Salesman Problem and an algorithmic solution is proposed using a graph transformation to the Generalized Travelling Salesman Problem, which can be solved using existing methods. Simulation results compare the performance of the presented algorithms and demonstrate examples of delivery route computations over real urban street maps.


## 1 Introduction

An emerging application for micro-aerial vehicles, such as quadrotors, is in performing autonomous deliveries in urban environments. A number of large retailers have recently announced plans to deploy quadrotors for expedited small package deliveries. While quadrotors have the potential to significantly enhance the speed of deliveries in urban environments as well as the distribution of supplies or aid in inaccessible regions, a number of issues such as safety, security and endurance, still need to be addressed. Current quadrotor systems are limited by small payload capacities and short operating ranges that severely restrict the extent and efficiency of an autonomous delivery network. Further, current safety regulations usually restrict commercial drone flights to only within line-of-sight of an operator.

In this paper we propose to overcome these limitations by introducing a heterogeneous delivery team of two cooperating vehicles: a carrier truck and a carried quadrotor. The role of the truck is to carry a shipment of packages to be delivered,

[^43]as well as a docked quadrotor, and the role of the quadrotor is to carry individual packages from the truck to specific delivery points in the environment. By requiring the quadrotor to perform only the last leg of the delivery, both range and line-of-sight limitations are accounted for.

We will assume that the quadrotor has a payload capacity of one package and hence must return to the truck after each delivery. We also assume that the truck is capable of recharging the quadrotor after each delivery and that it has an operating range sufficient for the entire delivery mission. The goal of this paper is to propose a framework to compute a minimum cost cooperative route enabling the quadrotor to visit all delivery points in the environment. To this end, we will abstract the problem on a graph and formulate the Heterogeneous Delivery Problem (HDP) as a discrete optimal path planning problem. Solutions consist of routes, computed for the truck and the quadrotor through the graph, that minimise the total cost of deliveries.

Related Work: The HDP belongs to a class of problems referred to as CarrierVehicle Travelling Salesman Problems (CV-TSP), extensively studied by Garone et al. [1] in the context of a marine carrier and an aircraft visiting a set of locations to conduct a rescue mission in a planar environment. They formulate a continuous optimization and compute a solution using a sub-optimal heuristic to split the problem into two tractable subproblems: first, a TSP to compute the optimal visit order and second, a convex optimization to compute the specific deployment points for the team in Euclidean space. In contrast, given the discrete nature of our HDP, we will be able to design a single optimization that computes cooperative paths for both vehicles.

Cooperative control in heterogeneous multi-robot teams has been investigated for applications like search and rescue, surveillance, and exploration, [2-4], where robots with complimentary capabilities must accomplish a common goal. The most relevant are collaborative UAV-UGV teams where UAVs can rendezvous and dock with UGVs to benefit from the larger payload capacity and energy resources of UGVs [5, 6]. One of the main challenges with heterogeneous systems is the development of cooperative planning algorithms to achieve a desired objective. Rathinam et al. explore optimal path planning in heterogeneous teams using variants of the Travelling Salesman Problem (TSP) and the Generalized Travelling Salesman Problem (GTSP) [7, 8] which are well studied problems in operations research literature and can be solved using a number of exact, approximate or heuristic algorithms. In this work we use the Noon-Bean Transformation [9] to cast the GTSP as an Asymmetric Travelling Salesman Problem (ATSP) and solve it using the Lin-Kernighan-Helsgaun (LKH) heuristic solver [10]. Finally, we will draw from existing literature on vehicle routing and pick-up delivery problems [11-13] to inform our work.

Contributions: The contributions of this paper are threefold. First, we formulate the HDP as a novel adaptation of a carrier-vehicle system in a discrete environment. Second, we prove NP-hardness of the HDP and present a solution based on an efficient reduction to the GTSP. Finally, we examine a special case of the HDP consisting of a single vehicle and multiple static warehouses, called the Multiple Warehouse Delivery Problem (MWDP). We present two algorithms for the MWDP, one, using an alternative transformation to the TSP and the other, a polynomial time exact algorithm to compute an optimal delivery route.

The organization of the paper is as follows. Section 2 formulates the HDP as an optimal path planning problem in a discrete environment. In Sect.3, the HDP is proved to be NP-hard. Section 4 presents the transformation to the GTSP implemented to solve the HDP. Section 5 presents two algorithmic solutions for the MWDP and finally, Sect. 6 compares and benchmarks all proposed algorithms through simulation results.

### 1.1 Definitions and Nomenclature

A graph is denoted by $G=(V, E, c)$, where $V$ is the set of vertices, $E$ is the set of edges and $c: E \rightarrow \mathbb{R}$ is a function that assigns a cost to each edge in $E$. In a directed graph, each edge is an ordered pair of vertices $\left(v_{i}, v_{j}\right)$ and is assigned a direction from $v_{i}$ to $v_{j}$. A partitioned graph, $G$, is a graph with a partition of its vertex set into $\ell$ mutually exclusive sets $\left(V_{1}, \ldots, V_{\ell}\right)$ where $\cup_{i=1}^{\ell} V_{i}=V$.

A route over a graph is a sequence of vertices $P=\left(v_{1}, \ldots, v_{k}\right)$ linked by edges $\left(v_{i}, v_{i+1}\right), i=1, \ldots, k-1$. Following [14], a walk is a route such that no edge is traversed more than once. A path is a route where $v_{i} \neq v_{j}$ for all $i, j \in\{1, \ldots, k-1\}$. A closed route is a route of any type (e.g. route, walk, path) where $v_{1}=v_{k}$. A tour is closed path that visits all vertices in $V$ exactly once.

Given a complete graph $G=(V, E, c)$, the Travelling Salesman Problem (TSP) computes a minimum cost tour of $G$. Given a partitioned complete graph $G=$ $(V, E, c)$, with a vertex partition $\left(V_{1}, \ldots, V_{\ell}\right)$, the Generalized Travelling Salesman Problem (GTSP) computes a minimum cost closed path, $P$, that visits exactly one vertex in each vertex set $V_{i} \subset V, i \in\{1, \ldots, \ell\}$.

## 2 The Heterogeneous Delivery Problem (HDP)

The HDP is abstracted on a directed graph $G$ that represents the physical locations of the delivery points, the location of a warehouse and a set of drivable routes on a street network. An example HDP graph is shown in Fig. 1. The graph $G$ contains the locations of $n$ delivery vertices, denoted by $d_{i}$, in set $V_{d}$ (red vertices in Fig. 1), $m$ street vertices, denoted by $w_{i}$, in set $V_{w}$ (blue vertices in Fig. 1), and a warehouse vertex, $w_{0}$, where the truck and quadrotor are initially located. The vertices, edges and costs of $G$ are defined as follows:

Vertices: The vertex set $V$ is defined as a union of three mutually exclusive subsets $V=V_{0} \cup V_{w} \cup V_{d}$ where $V_{0}=\left\{w_{0}\right\},\left|V_{d}\right|=n$, and $\left|V_{w}\right|=m$.

Edges: The edge set, $E$, is a union of two mutually exclusive subsets, $E=E_{w} \cup E_{d}$. The set $E_{w}$ contains directed street edges of the form ( $w_{i}, w_{j}$ ), that represent shortest routes between street vertices for all $w_{i}, w_{j} \in V_{w}$. The set $E_{d}$ contains pairs of bidirectional flight edges of the form $\left(w_{i}, d_{j}\right)$ and $\left(d_{j}, w_{i}\right)$, for all $w_{i} \in V_{w}$ and $d_{j} \in V_{d}$, if $w_{i}$ is a viable deployment vertex to reach delivery point $d_{j}$. These flight

Fig. 1 The heterogeneous delivery problem. The street edges (solid lines) are shown as either single or double arrows, that represent pairs of directed edges. All flight edges (dashed lines) are bidirectional edges between vertices

edges would have to be computed prior to the first deployment, taking into account the range and line-of-sight constraints. We define the set $W_{d_{i}} \subset V_{w}$ to be the set of viable deployment vertices for each delivery point, $d_{i}$.

Edge Costs: For full generality, we define three types of edge costs for the truckquadrotor team. A flight edge in $E_{d}$ can be traversed only by a quadrotor between a street vertex, $w_{i}$, and a delivery vertex, $d_{j}$. A street edge in $E_{w}$ may be traversed by the truck, either carrying the quadrotor or travelling alone. Thus we define a triple of costs $\mathcal{C}=\left(c_{q}, c_{t}, c_{t q}\right)$ where $c_{q}: E_{d} \rightarrow \mathbb{R}_{\geq 0}$, assigns a quadrotor travel cost to flight edges in $E_{d}, c_{t}: E_{w} \rightarrow \mathbb{R}_{\geq 0}$ assigns a truck travel cost to street edges in $E_{w}$, and $c_{t q}: E_{w} \rightarrow \mathbb{R}_{\geq 0}$ assigns a docked truck-quadrotor travel cost on street edges in $E_{w}$.

We extend the definition of a graph from Sect. 1.1 to $G=(V, E, \mathcal{C})$, where $\mathcal{C}$ is a triple of costs, and formulate the HDP, on $G$, as the problem of computing two routes, for the truck and quadrotor, both starting and ending at vertex $w_{0}$, such that the truck, travelling on street edges, stops at a sequence of deployment points $w_{i} \in V_{w}$ at which the quadrotor can take-off, visit a delivery point, $d_{i} \in V_{d}$ and return to the truck before the next deployment. The goal is for the quadrotor to visit all $n$ delivery points and minimize the total delivery cost of the mission.

Let the quadrotor's route be a closed walk $P_{q}$ along a sequence of unique edges $E_{q} \subset E$ and let the truck's route be a tour $P_{t}$, with a sequence of edges $E_{t} \subset E$. Routes $P_{q}$ and $P_{t}$ share vertices at which the truck and quadrotor meet and share edges during docked travel. The HDP can be formalized as follows.

Problem 1 (Heterogeneous Delivery Problem) Given $G=(V, E, \mathcal{C})$, where $V=$ $V_{0} \cup V_{w} \cup V_{d}, E=E_{d} \cup E_{w}$ and $\mathcal{C}=\left(c_{t}, c_{q}, c_{t q}\right)$, compute a closed walk $P_{q}$ and a closed path $P_{t}$ that start and end at $w_{0}$, such that (i) $P_{q}$ visits each $d_{i} \in V_{d}$ exactly once; (ii) $P_{t}$ is a sequence of deployment vertices that visits each unique $w_{i} \in P_{q}$ exactly once, and in the order defined by the first visit to each $w_{i}$ in $P_{q}$; and (iii) The routes collectively minimize

$$
\begin{equation*}
\sum_{e \in E_{q} \backslash E_{t}} c_{q}(e)+\sum_{e \in E_{t} \backslash E_{q}} c_{t}(e)+\sum_{e \in E_{q} \cap E_{t}} c_{t q}(e) . \tag{1}
\end{equation*}
$$

## 3 Proof of NP-Hardness

To prove NP-hardness of the HDP, we will show that (i) an instance of the TSP can be reduced to an instance of the HDP, and (ii) an optimal HDP solution can be used to generate an optimal TSP solution.

Theorem 1 The Heterogeneous Delivery problem is NP-hard.
Proof Let $G^{\prime}=\left(V^{\prime}, E^{\prime}, c^{\prime}\right)$, with $\left|V^{\prime}\right|=n$, be an input to the TSP. To prove (i), we give a polynomial-time transformation of $G^{\prime}$ into an input $G=(V, E, \mathcal{C})$ of the HDP as shown in Fig. 2.

The HDP is constructed such that each delivery vertex, $d_{i} \in V_{d}$ corresponds to a vertex $v_{i} \in V^{\prime}$, and has only one unique viable street deployment vertex $w_{j} \in W_{d_{i}} \subset$ $V_{w}$. Thus, construct the vertex set $V=V_{0} \cup V_{d} \cup V_{w}$, where $\left|V_{d}\right|=n,\left|V_{w}\right|=n$ and $V_{0}$ contains an additional start vertex $w_{0}$.

Now for each edge ( $v_{i}, v_{j}$ ) in $E^{\prime}$ with a $\operatorname{cost} c^{\prime}\left(v_{i}, v_{j}\right)$, add a sequence of directed edges to $E$, from $d_{i}$ to $d_{j}$, given by $\left(d_{i}, w_{i}\right),\left(w_{i}, w_{j}\right),\left(w_{j}, d_{j}\right)$, denoting the feasible flight and street edges, and resulting in a total cost of $c_{q}\left(d_{i}, w_{i}\right)+c_{t q}\left(w_{i}, w_{j}\right)+$ $c_{q}\left(w_{j}, d_{j}\right)$. Let $c_{q}(e)=0$ for all flight edges $e=\left(d_{i}, w_{i}\right)$ or $e=\left(w_{i}, d_{i}\right)$. For all street edges, $e$, we set $c_{t}(e)=c_{t q}(e)=c^{\prime}(e)$. Finally, add bidirectional edges from all $w_{i} \in V_{w}$ to $w_{0}$ and set $c\left(w_{0}, w_{i}\right)=0$ and $c\left(w_{i}, w_{0}\right)=0$. This transformation defines $G$, the required input to the HDP.

We can now demonstrate (ii) by showing that an optimal HDP solution, comprised of $P_{q}$ and $P_{t}$, corresponds to the optimal TSP solution, $P^{\prime}$. From Fig. 2, note that an HDP solution of the form, $P_{q}=\left(w_{0}, w_{1}, d_{1}, w_{1}, \ldots, w_{n}, d_{n}, w_{n}, w_{0}\right)$ and $P_{t}=\left(w_{0}, w_{1}, \ldots, w_{n}, w_{0}\right)$, can be used to generate a TSP tour of the form $P^{\prime}=\left(v_{1}, \ldots, v_{n}, v_{1}\right)$ by simply extracting the order of street vertices $\left(w_{1}, \ldots, w_{n}\right)$ in $P_{t}$, since the truck must visit every $w_{i} \in V_{w}$ to service each $d_{i} \in V_{d}$. If $E_{P}^{\prime}$ contains the sequence of edges in $P^{\prime}$, then $E_{t}=E_{P}^{\prime}$. Now, since $c_{q}(e)=0$ and $c_{t}(e)=c_{t q}(e)=c^{\prime}(e)$, we can see that

$$
\sum_{e \in E_{q} \backslash E_{t}} c_{q}(e)+\sum_{e \in E_{t} \backslash E_{q}} c_{t}(e)+\sum_{e \in E_{q} \cap E_{t}} c_{t q}(e)=\sum_{e \in E_{P}^{\prime}} c^{\prime}(e) .
$$

Thus, the optimal solution to the HDP can indeed be transformed into the optimal solution of the TSP, completing the proof.

Fig. 2 A reduction from the TSP on graph $G^{\prime}$ to the HDP on graph $G$. a
$G^{\prime}=\left(V^{\prime}, E^{\prime}, c^{\prime}\right) . \mathbf{b}$
$G=(V, E, \mathcal{C})$


## 4 Solution Approach

Given the NP-hardness of the HDP and the fact that it contains the TSP as a special case, our solution approach will be to polynomially transform an instance of the HDP into a GTSP, such that the optimal GTSP solution provides an optimal HDP solution of equal cost.

Referring to Figs. 3 and 4, note that the approach will be presented in two transformations. The first, $T_{1}$ is a procedure to cast an HDP on graph $G$ as a GTSP on a partitioned graph $G^{1}=\left(V^{1}, E^{1}, c^{1}\right)$, where each vertex set $V_{i}^{1} \in V^{1}$ corresponds to a delivery point $d_{i} \in V_{d}$ and the vertices in $V_{i}{ }^{1}$ correspond to the set of viable street deployment points, $w_{j} \in W_{d_{i}} \subset V_{w}$, for each $d_{i}$. Edges correspond to feasible routes between deliveries. The second transformation, $T_{2}$, is a method to extract the HDP solution, $P_{q}, P_{t}$, from a GTSP solution, $P^{1}$. Lemmas 1 and 2 prove the correctness of the transformations.

### 4.1 Transformation Algorithms

Figure 4 illustrates the graph transformations on a sample HDP instance to aid in the description. The problem in Fig. 4a is a simplified version of the example problem in Fig. 1 and contains an environment $G=(V, E, \mathcal{C})$, where $\left|V_{d}\right|=4$ and $\left|V_{w}\right|=8$. Figure 4b shows the transformed GTSP graph $G^{1}$, as well as an optimal solution, $P^{1}$, through it. Finally, Fig. 4c shows how the GTSP solution can be translated to an HDP solution on $G$. We will refer to these figures throughout the descriptions below.

Transformation $\boldsymbol{T}_{\mathbf{1}}$ : HDP to GTSP Let the input to transformation $T_{1}$ be an instance of the HDP defined on the directed graph $G=(V, E, \mathcal{C})$. The output of $T_{1}$ is a partitioned directed graph $G^{1}=\left(V^{1}, E^{1}, c^{1}\right)$ with $V^{1}$ partitioned into $n+1$ mutually exclusive subsets $V^{1}=\left\{V_{0}^{1}, \ldots, V_{n}^{1}\right\}$, such that $V^{1}=\cup_{i=0}^{n} V_{i}^{1}$, corresponding to the initial location $w_{0}$ and each of $n$ delivery vertices.

Algorithm 1 describes the transformation of the input $G=(V, E, \mathcal{C})$ into the output $G^{1}=\left(V^{1}, E^{1}, c^{1}\right)$. In the graph $G^{1}$, the vertex set $V_{0}^{1}$ contains $w_{0}$, and each vertex set $V_{i}^{1}, i=\{1, \ldots, n\}$, contains a copy of all street vertices $w_{j} \in V_{w}$ for which the flight edges $\left(w_{j}, d_{i}\right)$ and $\left(d_{i}, w_{j}\right)$ exist in $E$. We construct $E^{1}$ as follows. Consider two street vertices in $G^{1}$ defined by $w_{i} \in V_{a}^{1}$ and $w_{j} \in V_{b}^{1}$, where


Fig. 3 Graph transformation based solution approach to the HDP


Fig. 4 Transformation of HDP to GTSP. Figure (b) and (c) highlight red edges (quadrotor travel), blue edges (truck travel) and black edges (docked truck-quadrotor travel)
$a \neq b$. The edge $\left(w_{i}, w_{j}\right)$ is added to $E^{1}$ if either one of two subsets of edges, $\alpha=\left\{\left(d_{a}, w_{i}\right),\left(w_{i}, w_{j}\right),\left(w_{j}, d_{b}\right)\right\}$, or $\beta=\left\{\left(d_{a}, w_{j}\right),\left(w_{i}, w_{j}\right),\left(w_{j}, d_{b}\right)\right\}$ exist in $E:$ i.e., if the quadrotor can deliver to $d_{a}$ from $w_{i}$, followed by $d_{b}$ from $w_{j}$.

Figure 5 illustrates this mapping between the edges of $E^{1}$ and $E$. The edge $e \in E^{1}$ maps to either $\alpha$ or $\beta$ in $E$ between delivery vertices $d_{a}$ and $d_{b}$ as follows. In pattern $\alpha$, shown in Fig. 5a, b, the quadrotor, having delivered an item at $d_{a}$ from $w_{i}$, returns to the truck at $w_{i}$ and travels in a docked state to $w_{j}$, to be redeployed towards $d_{b}$. In pattern $\beta$, shown in Fig. 5c, d , the quadrotor, having delivered an item at $d_{a}$ from $w_{i}$ travels directly from $d_{a}$ to $w_{j}$ to rendezvous with the truck and pickup the item to be delivered at $d_{b}$.

In Sect.4.2, Lemma 1 states that the edge subsets $\alpha$ and $\beta$ encode all potential truck-quadrotor deployment patterns between any two delivery vertices, $d_{a}$ and $d_{b}$, for a chosen pair of respective street deployment vertices $w_{i}$ and $w_{j}$. Thus, deployment patterns $\alpha$ and $\beta$ present the only two potential edge costs for edges in $E^{1}$, and can be computed as follows:

$$
\begin{align*}
& c_{\alpha}^{1}\left(w_{i}, w_{j}\right)=c_{q}\left(d_{a}, w_{i}\right)+c_{t q}\left(w_{i}, w_{j}\right)+c_{q}\left(w_{j}, d_{b}\right) \\
& c_{\beta}^{1}\left(w_{i}, w_{j}\right)=c_{q}\left(d_{a}, w_{j}\right)+c_{t}\left(w_{i}, w_{j}\right)+c_{q}\left(w_{j}, d_{b}\right) \tag{2}
\end{align*}
$$

Fig. 5 Mapping between edges in GTSP and HDP. a Pattern $\alpha$ (GTSP). b Pattern $\alpha$ (HDP). c Pattern $\beta$ (GTSP). d Pattern $\beta$ (HDP)


Given these two costs, the minimum cost deployment pattern between $w_{i} \in V_{a}^{1}$ and $w_{j} \in V_{b}^{1}$ is chosen and a cost, $c^{1}(e)=\min \left\{c_{\alpha}^{1}(e), c_{\beta}^{1}(e)\right\}$ is assigned to the edge $\left(w_{i}, w_{j}\right) \in E^{1}$. Figure 4b illustrates the vertex sets of the constructed GTSP graph $G^{1}$ as a result of Algorithm 1.

```
Algorithm 1: Graph Transformation: \(G\) to \(G^{1}\).
    Input : \(G=(V, E, \mathcal{C})\)
    Output: \(G^{1}=\left(V^{1}, E^{1}, c^{1}\right)\)
    \(V_{0}^{1}=V_{0}\)
    foreach \(d_{i} \in V_{d}\) do
        \(V_{i}^{1}=\left\{w_{j} \mid w_{j} \in V_{w},\left(w_{j}, d_{i}\right) \in E,\left(d_{i}, w_{j}\right) \in E\right\}\)
    \(V^{1}=\left\{V_{0}^{1}, V_{1}^{1}, \ldots, V_{n}^{1}\right\}\)
    \(E^{1}=\left\{\left(w_{i}, w_{j}\right) \mid w_{i} \in V_{a}^{1}, w_{j} \in V_{b}^{1}, a \neq b\right\}\)
    foreach \(e=\left(w_{i}, w_{j}\right) \in E^{1}\) where \(w_{i} \in V_{a}^{1}, w_{j} \in V_{b}^{1}\) do
        if \(a=0\) then
        \(c_{q}\left(d_{a}, w_{i}\right)=0\)
        if \(b=0\) then
            \(c_{q}\left(w_{j}, d_{b}\right)=0\)
        \(c_{\alpha}^{1}(e)=c_{q}\left(d_{a}, w_{i}\right)+c_{t q}\left(w_{i}, w_{j}\right)+c_{q}\left(w_{j}, d_{b}\right)\)
        \(c_{\beta}^{1}(e)=c_{q}\left(d_{a}, w_{j}\right)+c_{t}\left(w_{i}, w_{j}\right)+c_{q}\left(w_{j}, d_{b}\right)\)
        \(c^{1}(e)=\min \left\{c_{\alpha}^{1}, c_{\beta}^{1}\right\}\)
```

Transformation $T_{1}$ has a runtime complexity of $O\left(n^{2}\right)$ and for an HDP with $\left|V_{d}\right|=n$ and $\left|V_{w}\right|=m$, it generates a GTSP of size $1+n m$. While this is a significant increase in problem size, it represents the worst case with the quadrotor having an infinite operating range such that for each $d_{i} \in V_{d},\left|W_{d_{i}}\right|=m$. In practice, $\left|W_{d_{i}}\right|<m$ and the size of the GTSP is $1+\sum_{i=1}^{n}\left|W_{d_{i}}\right|$. The simulation results in Sect. 6, Fig. 8d show how the quadrotor range affects size and runtime complexity of the GTSP transformation.

The GTSP can now be solved using a variety of solvers in existing literature and as seen in Fig. 4a, the solution to the GTSP is a closed path of the form $P^{1}=$ $\left(w_{0}, w_{1}, \ldots, w_{n}, w_{0}\right)$, where $w_{0}$ is the starting vertex and $\left(w_{1}, \ldots, w_{n}\right)$ is a sequence containing one vertex from each set $V_{i}^{1} \subset V^{1}$.
Transformation $\boldsymbol{T}_{\mathbf{2}}$ : GTSP Solution to HDP Solution Given the optimal GTSP solution $P^{1}$, the optimal HDP solution composed of a closed walk $P_{q}$ and a closed path $P_{t}$ can be obtained using Algorithm 2 as briefly described below.

Let the computed GTSP solution be defined by the sequence of vertices $P^{1}=$ $\left(w_{0}, w_{1}, \ldots, w_{n}, w_{0}\right)$ where each vertex $w_{i}, i \in\{1, \ldots, n\}$, belongs to a unique vertex set $V_{j}^{1}$ in $G^{1}$. Since the optimal deployment pattern for every pair of deployment points $w_{i} \in V_{a}^{1}$ and $w_{j} \in V_{b}^{1}$ was predetermined during the construction of $G^{1}$, we can construct $P_{q}$ by inserting the vertices of the complete quadrotor path between every consecutive vertex in $P^{1} . P_{t}$ can be constructed by copying all unique street network vertices $w_{i} \in V_{w}$ from $P_{q}$ in the order in which they occur in $P_{q}$.

```
Algorithm 2: Reconstructing \(P_{q}\) and \(P_{t}\) from \(P^{1}\).
    Input : \(P^{1}=\left(w_{0}, w_{1}, \ldots, w_{n}, w_{0}\right)\)
    Output: \(P_{q}, P_{t}\)
    \(P_{q}\).append \(\left(w_{0}, w_{1}, d_{a}\right)\), where \(w_{1} \in V_{a}^{1}\)
    foreach \(i \in\{1, \ldots, n-1\}\) do
        if \(c^{1}\left(w_{i}, w_{i+1}\right)=c_{\alpha}^{1}\left(w_{i}, w_{i+1}\right)\) then
            \(P_{q} \cdot \operatorname{append}\left(w_{i}, w_{i+1}, d_{b}\right)\), where \(w_{i+1} \in V_{b}^{1}\)
        else
            \(P_{q} \cdot \operatorname{append}\left(w_{i+1}, d_{b}\right)\), where \(w_{i+1} \in V_{b}^{1}\)
    if \(c^{1}\left(w_{n}, w_{0}\right)=c_{\alpha}^{1}\left(w_{n}, w_{0}\right)\) then
        \(P_{q} \cdot \operatorname{append}\left(w_{n}, w_{0}\right)\)
    else
        \(P_{q}\). append \(\left(w_{0}\right)\)
    foreach \(w_{i} \in P_{q}\) do
        if \(w_{i} \notin P_{t}\) then
            \(P_{t}\).append \(\left(w_{i}\right)\)
    \(P_{t} \cdot \operatorname{append}\left(w_{0}\right)\)
```

In the HDP solution to the example problem, as shown in Fig.4c, $P_{q}=$ $\left(w_{0}, w_{4}, d_{1}, w_{4}, d_{2}, w_{5}, d_{3}, w_{5}, w_{1}, d_{4}, w_{1}, w_{0}\right)$ and $P_{t}=\left(w_{0}, w_{4}, w_{5}, w_{1}, w_{0}\right)$. Transformation $T_{2}$ is a linear in time, $O(n)$, algorithm since the deployment patterns between each consecutive pair of vertices in $P^{1}$ were computed in $T_{1}$.

### 4.2 Correctness of the Transformation

This section proves that the GTSP transformation encodes all possible HDP solutions and that the optimal solution to the GTSP can be used to generate the optimal solution to the HDP.

Lemma 1 follows immediately from the discussion in Transformation $T_{1}$, that describes patterns $\alpha$ and $\beta$. Thus, if the GTSP solution, $P^{1}$, contains the edge ( $w_{i}, w_{j}$ ) and pattern $\alpha$ is chosen, then in the HDP solution, $P_{q}$ will contain a subsequence of edges $\left\{\left(d_{a}, w_{i}\right),\left(w_{i}, w_{j}\right),\left(w_{j}, d_{b}\right)\right\}$. If pattern $\beta$ is chosen, $P_{q}$ will contain a subsequence $\left\{\left(d_{a}, w_{j}\right),\left(w_{j}, d_{b}\right)\right\}$. $P_{t}$ will contain edge $\left(w_{i}, w_{j}\right)$ in both cases. In the case where $d_{a}$ and $d_{b}$ share deployment points (i.e. $w_{i}=w_{j}$ ), the truck does not move and hence $\alpha=\beta$.

Lemma 1 Deployment patterns $\alpha$ and $\beta$ are the only two HDP routes between any two delivery vertices, $d_{a}$ and $d_{b}$, given their respective street deployment points $w_{i}$ and $w_{j}$.

Lemma 2 validates transformation $T_{2}$ by showing that any feasible or optimal GTSP solution $P^{1}$ directly corresponds to an HDP solution $P_{q}, P_{t}$.

Lemma 2 Any feasible GTSP tour on $G^{1}$ corresponds to a pair of feasible HDP routes on G. Moreover, an optimal GTSP solution corresponds to the optimal HDP solution of identical cost.

Proof Each vertex set, $V_{a}^{1} \subset V^{1}$, corresponds to a delivery vertex $d_{a} \in V_{d}$. Lemma 1 proves that an edge $\left(w_{i}, w_{j}\right) \in E^{1}$, where $w_{i} \in V_{a}$ and $w_{j} \in V_{b}$, represents the lowest cost HDP route from $d_{a}$ to $d_{b}$ for a respective $w_{i}$ and $w_{j}$. Thus the set of edges between all $w_{i} \in V_{a}$ and $w_{j} \in V_{b}$ will encode any optimal route between $d_{a}$ and $d_{b}$, and this implies that any feasible GTSP solution on $G^{1}$ will correspond to a feasible HDP solution on graph $G$.

We prove that an optimal GTSP solution provides the optimal HDP solution, by contradiction, as follows. Consider an optimal GTSP solution of the form $P^{1}=$ $\left(w_{0}, w_{1}, \ldots, w_{n}, w_{0}\right)$. We know that each edge $\left(w_{i}, w_{i+1}\right) \in P^{1}$, where $w_{i} \in V_{a}$ and $w_{i+1} \in V_{b}$ represents an optimal subsequence of edges in $P_{q}$ and $P_{t}$, based on the choice of $\alpha$ or $\beta$. Thus, a sub-optimal HDP solution can only be obtained if $P^{1}$ contains (i) a sub-optimal ordering of vertex sets, or (ii) a sub-optimal selection of vertices in any vertex set. This violates the definition of an optimal GTSP solution and hence optimality is preserved in the transformation from $P^{1}$ to $P$.

### 4.3 Characterizing the HDP Solution

In a typical HDP solution, the truck-quadrotor team conducts deliveries in a clustered manner, with the truck stopping at a sequence of deployment points given by $P_{t}$, such


Fig. 6 HDP solution characterization based on $c_{q}, c_{t}$ and $c_{t q}$. All figures show $w_{0}=(0,0)$, delivery points (red vertices), a gridded street network (blue vertices), the truck path (blue paths) and quadrotor flight paths (green paths). $\mathbf{a} c_{t} \gg c_{t q}>c_{q} . \mathbf{b} c_{t q} \gg c_{t}>c_{q}$. $\mathbf{c}$ Low truck cost. $\mathbf{d}$ High truck cost
that $\left|P_{t}\right| \leq m$, while the quadrotor visits a subset of delivery vertices $D_{w_{i}} \subset V_{d}$, from each $w_{i} \in P_{t}$, such that $\cup_{i=1}^{\left|P_{t}\right|} D_{w_{i}}=V_{d}$.

Given an HDP instance, the structure and total cost of $P_{t}, P_{q}$, and the choice of deployment patterns between each truck stop depend entirely on the relative values of the cost functions $c_{q}, c_{t}$ and $c_{t q}$ in $G$. Figure 6 qualitatively illustrates the effect of varying edge cost parameters on the nature of the HDP solution.

Figure 6a, b show two special cases of the HDP solution that arise when the costs, $c_{t}$ and $c_{t q}$ are greater than $c_{q}$ as follows. When $c_{t} \gg c_{t q}$, the cost of the truck travelling alone is heavily penalized and all deployments occur using pattern $\alpha$ as seen in Fig. 6a. Conversely, when $c_{t q} \gg c_{t}$, docked truck-quadrotor travel is penalized, making deployment pattern $\beta$ consistently preferable to $\alpha$ as shown in Fig. 6b.

Finally, Fig. 6c, d illustrate the effect of the relative truck and quadrotor costs on the HDP solution. Low values of $c_{t}$ and $c_{t q}$ relative to $c_{q}$ encourage greater truck effort in the HDP solution, as in Fig. 6c, while higher values of $c_{t}$ and $c_{t q}$ relative to $c_{q}$ result in a greater quadrotor effort, limited by its operating range, as in Fig. 6d.

## 5 The Multiple Warehouse Delivery Problem (MWDP)

In this section, we further examine the special case of the HDP where all quadrotor deployments occur using pattern $\beta$, similar to Fig. 6b. A limiting case of this problem arises when $c_{t q}(e)=\infty$, and $c_{t}(e)=0$ for all $e \in E$, thereby completely preventing docked travel and assuming that the truck travelling alone has a zero cost and infinite speed.

From Fig. 5 we can see that, $c_{q}\left(d_{a}, w_{i}\right)+c_{t q}\left(w_{i}, w_{j}\right) \geq c_{q}\left(d_{a}, w_{j}\right)+c_{t}\left(w_{i}, w_{j}\right)$, is always true in this case, and hence every edge of $P_{q}$ in the HDP solution will be a flight edge of the form $e=\left(w_{i}, d_{j}\right)$ or $e=\left(d_{j}, w_{i}\right)$, with a cost $c_{q}(e)$. The total cost of $P_{t}$ is $\sum_{e \in E_{t}} c_{t}(e)=0$. Note that a zero cost, infinite speed truck can be interpreted as a static warehouse at each street vertex and we will define a special case of the HDP: the Multiple Warehouse Delivery Problem (MWDP), where a set of delivery requests, $V_{d}=\left\{d_{1}, \ldots, d_{n}\right\}$ must be fulfilled by a single vehicle from a set of warehouses $V_{w}=\left\{w_{1}, \ldots, w_{m}\right\}$. Figure 7a illustrates an MWDP graph, $G=(V, E, c)$, where $V=V_{0} \cup V_{w} \cup V_{d}, E$ contains directed edges $\left(d_{i}, w_{j}\right)$ for all $d_{i} \in V_{d}, w_{j} \in V_{w}$ and edges $\left(w_{j}, d_{i}\right)$ if $w_{j} \in W_{d_{i}}$. Cost function, $c: E \rightarrow \mathbb{R}_{\geq 0}$, represents the nonnegative travel cost, that satisfies the triangle inequality. The MWDP is stated in Problem 2.

Problem 2 (Multiple Warehouse Delivery Problem) Given $G=(V, E, c)$, where $V=V_{0} \cup V_{d} \cup V_{w}$, compute a closed walk $P$, that starts and ends at $w_{0}$, such that each delivery vertex in $V_{d}$ is visited exactly once.

The MWDP can be solved as an HDP using the methods in Sect. 4. However, the downside of this approach is that it results in an increase in the size of the problem instance as described in Sect.4.1. Exploiting the simplifications in the MWDP, relative to the HDP, we present two improved solution approaches, first, a graph transformation of the MWDP into a TSP and, second, an exact algorithm to solve instances with a small, fixed number of warehouses.


Fig. 7 The multiple warehouse delivery problem (MWDP). a Sample MWDP problem scenario. b Optimal MWDP solution

### 5.1 Transformation Algorithm: MWDP to TSP

Since, in the MWDP, the quadrotor uses pattern $\beta$ for each delivery, there is only one shortest path between any pair of delivery vertices $d_{i}$ and $d_{j}$, and it passes through the warehouse vertex $w_{a} \in W_{d_{j}}$, such that $c\left(d_{i}, w_{a}\right)+c\left(w_{a}, d_{j}\right)$ is minimized. Therefore, we can cast the MWDP as a TSP, by transforming an MWDP instance $G=(V, E, c)$, into a TSP instance, $G^{1}=\left(V^{1}, E^{1}, c^{1}\right)$, where $V^{1}=V_{0} \cup V_{d}$ and $E^{1}$ contains edges $e=\left(v_{i}, v_{j}\right)$, for all $v_{i}, v_{j} \in V^{1}$. Now for each edge, $\left(v_{i}, v_{j}\right)$, we identify the warehouse $w_{a} \in W_{d_{j}}$ that minimizes $c\left(d_{i}, w_{a}\right)+c\left(w_{a}, d_{j}\right)$, and set the $\operatorname{cost} c^{1}\left(v_{i}, v_{j}\right)=c\left(d_{i}, w_{a}\right)+c\left(w_{a}, d_{j}\right)$.

Graph $G^{\prime}$ is a TSP instance of size $\left|V_{d}\right|=n$, which is significant smaller than the GTSP and can be solved using a number of exact or heuristic algorithms in existing literature such as the Lin-Kernighan [15] or LKH [10] heuristics. The TSP solution is a sequence of vertices of the form $P^{1}=\left(v_{0}, v_{1}, \ldots, v_{n}, v_{0}\right)$, from which an MWDP solution may be obtained by inserting the stored warehouse vertex $w_{a}$, between each consecutive pair of vertices $\left\{v_{i}, v_{j}\right\}$ in $P^{1}$. An optimal MWDP solution is illustrated in Fig. 7b.

### 5.2 Kernel Sequence Enumeration (KSE) Algorithm

Figure 7b shows that an optimal MWDP solution will always be of the form $P=\left(w_{0}, w_{k_{1}}, d_{1}, w_{k_{2}}, d_{2}, \ldots, w_{k_{n}}, d_{n}, w_{0}\right)$, where we have numbered the delivery points so that they are visited in the order $d_{1}, d_{2}, \ldots, d_{n}$ and each $k_{i}$ is in $\{1, \ldots, m\}$. All delivery vertices are visited in sub-sequences, $\left(w_{k_{i}}, d_{i}, w_{k_{i+1}}\right)$ where $w_{k_{i}}$ is the warehouse assigned to service $d_{i}$. Given this property, we identify two classes of delivery vertices in $P$, (i) a localized delivery vertex, $d_{i}$, for which $k_{i}=k_{i+1}$ and (ii) a transitional delivery vertex, $d_{i}$, for which $k_{i} \neq k_{i+1}$. We also say that $d_{n}$ is a transitional delivery vertex since it returns to $w_{0}$. Two additional properties of $P$, that are proven by the triangle inequality are:

1. For every localized delivery vertex $d_{i}$ in $P$, where $\left(w_{k_{i}}, d_{i}, w_{k_{i+1}}\right)$ and $k_{i}=k_{i+1}$, we must have that $w_{k_{i}}=\arg \min _{w \in V_{w}} c\left(w, d_{i}\right)$. Thus $w_{k_{i}}=w_{k_{i+1}}$ is the closest warehouse to $d_{i}$.
2. If the path $P$ visits $m_{P}<m$ unique warehouses in $V_{w}$, then the number of transitional delivery vertices $\left|D_{t}\right|=m_{P}$. This implies that the quadrotor never revisits a warehouse $w_{k_{i}}$ once it has transitioned to warehouse $w_{k_{i+1}}$ with $k_{i+1} \neq k_{i}$.

Given these properties the following procedure gives us an exact algorithm for solving the problem:

1. Enumerate all kernel sequences consisting of an ordered subset of warehouses and a transitional delivery point between each pair of warehouses. In total there are $O\left(n^{m} m^{m}\right)$ possible kernel sequences.
2. For each kernel sequence, create a complete path by assigning all remaining delivery points as localized deliveries, using their closest warehouse in the kernel sequence.
3. Output the shortest path among all completed kernel sequences.

To complete each kernel sequence we must compute the closest warehouse for each remaining delivery point. Since there are at most $m$ warehouses in the kernel sequence and $n$ delivery points that are not in the kernel sequence, the complexity of each kernel completion step is $O(\mathrm{~nm})$. Therefore, the total runtime of this brute force algorithm is $O\left((n m)^{m+1}\right)$.

Thus, the key point is that the algorithm is polynomial for a fixed number of warehouses $m$. For example, if there are three warehouses and a larger number of delivery points, this exact algorithm runs in $O\left(n^{4}\right)$ time, which may be acceptable, and does not require a transformation to an NP-hard problem. However, for a larger number of warehouses, this algorithm is less practical.

## 6 Simulation Results

The optimization framework for this paper was implemented in MATLAB. The solutions were computed on a laptop computer running a 32 bit Ubuntu 12.04 operating system with a 2.53 GHz Intel Core2 Duo processor and 4GB of RAM.

The first set of results in Fig. 8, presents HDP solutions on a sample problem instance with 30 delivery points and a gridded terrain with 100 street vertices in an environment of arbitrary size $r_{e n v}$. The key simulation parameters are $c_{t}, c_{q}, c_{t q}$ and $r_{q}$, the operating range of the quadrotor, defined as a percentage of $r_{e n v}$, which dictates the size of $W_{d_{i}}$ for each delivery point $d_{i}$ and consequently, the size of the GTSP. For these results, we set $c_{q}$ to be the Euclidean distance between vertices and $c_{t}(e)=c_{t q}(e)=3 c_{q}(e)$ for all edges $e$.

In Fig. 8a, $r_{q}=0.3 r_{e n v}$, which resulted in a GTSP with 170 vertices and took 5.7 s to compute a solution. When $r_{q}$ was reduced to $r_{q}=0.1 r_{e n v}$, the resulting GTSP contained 82 vertices and took 2.3 s to compute the solution, shown in Fig. 8b. From the Fig. 8a, b, we can see that reducing the quadrotor range resulted in a smaller problem size, and an increasing truck effort, similar to the properties observed in Sect. 4.3 where a lower truck cost resulted in longer truck path in the HDP solution. In the limiting case, the HDP approaches the MWDP special case in Fig. 8c, for which the TSP method computes a solution in 0.45 s . To assess this further, Fig. 8d shows the effect of the quadrotor range on the size (right $y$-axis) and runtime complexity (left y-axis) of the GTSP solution. Figure 8e shows that for the MWDP case, the TSP of size $n$ presents a faster and more scalable solution than the GTSP approach as shown by the average growth of runtime complexity as $\left|V_{d}\right|$ in increased, keeping other parameters and $\left|V_{w}\right|$ constant.

In the case of the MWDP, all three solution methods can be employed with comparable results in terms of solution quality. While the KSE algorithm is useful to


Fig. 8 HDP simulation results and GTSP performance. a HDP $\left(r_{q}=0.3 r_{e n v}\right)$. b HDP $\left(r_{q}=\right.$ $\left.0.1 r_{\text {env }}\right)$. c MWDP TSP solution. d GTSP performance. e GTSP versus TSP for MWDP

Table 1 MWDP algorithm comparison

| Delivery points | Runtime |  |  |  | Solution quality |  |  |
| :---: | :--- | :--- | ---: | :--- | :--- | :---: | :---: |
|  | GTSP | TSP | KSE | GTSP | TSP | KSE |  |
| 3 | 0.05 | 0.04 | 0.06 | 10.56 | 10.56 | 9.95 |  |
| 6 | 0.20 | 0.06 | 1.11 | 16.21 | 16.61 | 16.21 |  |
| 9 | 0.26 | 0.14 | 5.55 | 30.47 | 30.20 | 29.21 |  |
| 12 | 0.44 | 0.26 | 21.46 | 35.12 | 34.27 | 33.52 |  |

$\left|V_{w}\right|=3$
obtain the optimal MWDP solution for smaller problem sizes it quickly becomes impractical with greater complexity and the TSP method stands out as the appropriate approach, as evident in Table 1, which shows runtime and solution quality results for an MWDP problem with $\left|V_{w}\right|=3$ and an increasing number of delivery points.

Finally, Fig. 9 presents a realistic delivery scenario on a Google street map of a $15 \mathrm{~km}^{2}$ area in a residential neighbourhood in Waterloo, Ontario, Canada. Figure 9a shows an HDP solution for 17 delivery points in contrast to a single delivery truck conducting deliveries in Fig. 9b. Given a maximum range of 150 m for the quadrotor to ensure line of sight, the HDP solution in this problem instance results in a $\approx 50 \%$ reduction in travel distance for the truck.


Fig. 9 HDP solution on a map of Waterloo, Ontario. a HDP truck-quadrotor solution. b Truck delivery route

## 7 Conclusions

This paper presents a novel adaptation of a heterogeneous carrier-vehicle system for cooperative deliveries in urban environments. The HDP represents a class of cooperative carrier-vehicle path planning problems in discrete environments, applicable to a number of multi-robot systems in scenarios like search and rescue, surveillance and exploration. In future work, we are interested in generalizing the HDP to allow multiple simultaneous quadrotor deliveries, scheduled delivery requests, and dynamic scenarios where new requests arrive during execution.
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# Composing Dynamical Systems to Realize Dynamic Robotic Dancing 

Shishir Kolathaya, Wen-Loong Ma and Aaron D. Ames


#### Abstract

This paper presents a methodology for the composition of complex dynamic behaviors in legged robots, and illustrates these concepts to experimentally achieve robotic dancing. Inspired by principles from dynamic locomotion, we begin by constructing controllers that drive a collection of virtual constraints to zero; this creates a low-dimensional representation of the bipedal robot. Given any two poses of the robot, we utilize this low-dimensional representation to connect these poses through a dynamic transition. The end result is a meta-dynamical system that describes a series of poses (indexed by the vertices of a graph) together with dynamic transitions (indexed by the edges) connecting these poses. These formalisms are illustrated in the case of dynamic dancing; a collection of ten poses are connected through dynamic transitions obtained via virtual constraints, and transitions through the graph are synchronized with music tempo. The resulting meta-dynamical system is realized experimentally on the bipedal robot AMBER 2 yielding dynamic robotic dancing.


## 1 Introduction

The problem of realizing different motion behaviors (or tasks) and switching between these different behaviors in robots has been well studied [6, 11]. Examples of techniques employed include the elastic strip framework for robot manipulators [6], the decision theoretic approach for mobile robots [5] and Eigen behaviors for generic robots [9]. In particular, the elastic strip framework is used to deviate from original preplanned tasks to reactively avoid obstacles while allowing for smooth transitions; the decision theoretic approach is used for mobile navigation; and Eigen behaviors

[^44]are used to learn the tasks themselves. The resulting behaviors (or motion primitives) obtained through these methods are important in meeting different task requirements like pick and place, assembly, but have not been successful in applications like legged locomotion which require dynamic stability and handling of instantaneous discrete transitions (foot strikes).

While different locomotion behaviors have been obtained in legged robots [10, 19,20 ] individually, formally composing these primitives in one single format and realizing them on robots is still a subject in its infancy. In [16], a method for composing stair climbing and flat ground walking behaviors on a bipedal robot in simulation was presented; importantly, in this work a formalism for composing these dynamic behaviors was presented: meta-hybrid systems. Other methodologies have also been considered which show similar characteristics including [15] which utilized state machines to navigate over rough terrain and [18] which applies reinforcement learning techniques to switch between behaviors and thus navigate varying ground slopes. Motivated by these constructions and the need to extend them beyond locomotion, this paper explores an approach to achieving dynamically stable advanced locomotion behaviors on bipedal robots by considering the problem of obtaining dynamic dancing on the bipedal robot AMBER 2 (see Fig. 1).

Robotic dancing has been achieved in the past by copying the movements of human motions through their realization as trajectories that ensure static stability [4, 14]. Robotic dancing has also been utilized in the context of social interaction [12], where special emphasis was given to synchronizing the rhythmic movements with the music. But these works were mainly focused on maintaining the stability of the robot while realizing dancing for the purposes of entertainment. With the goal of placing more emphasis on establishing dynamically stable motion behaviors that strictly satisfy time constraints (tempo of a music), this paper presents a methodology of composing dynamical systems to yield meta-dynamical systems. In particular, different poses are represented as the vertices of a directed graph and, according to the edges of this graph, dynamic transitions are created that connect these poses. To


Fig. 1 The bipedal robot AMBER 2 (left), configuration angles (middle), and virtual constraints (right)
achieve this dynamic behavior, an optimization problem is presented for generating dynamic transitions through methods motivated by human-inspired control [2, 3, 20, 21]. In particular, virtual constraints are considered that create a low-dimensional representation of the robot through zero dynamics [19]. These yield desired trajectories of the robot (parameterized by the phase variable) that can be therefore designed to dynamically transition between robot poses. Creating a low dimensional representation facilitates the ease of constraining the timing of these behaviors with a simple manipulation of a phase variable (position of the hip). The end result is a methodology for dynamically composing behaviors, designed specifically with a view toward robotic dancing.

The paper starts with a discussion of modeling and control of AMBER 2 in Sect. 2. Two phases, single support (SS) and double support (DS), are considered and described. A sequence of poses is formulated along with corresponding desired transitions between these poses. These are discussed in Sect. 3 along with dynamic transitions which are designed through virtual constraints, with the end result being a meta-dynamical system for dancing. Finally, to practically implement these behaviors on AMBER 2, Sect. 4 describes how desired angles and angular velocities are reconstructed from the zero dynamics through a novel reconstruction process. The dynamic transitions are synchronized with the music tempo through the parameterization of time used to define the virtual constraints. The end result is the experimental realization of dynamic robotic dancing on AMBER 2 (a video of the dancing can be found at [1]).

## 2 AMBER 2 Model and Control

This section will provide a short description of the bipedal robot used, AMBER 2, to realize dynamic dancing. This section will also show the control law used for tracking the desired angles and velocities. AMBER 2 is a 2D bipedal robot with seven links (two calves, two thighs, two feet and a torso, see Fig. 1). AMBER 2 is the second generation and an expansion upon its predecessor, the non-footed (point feet) bipedal robot, AMBER 1 (see [20]). Each of the joints are actuated by brushless DC (BLDC) motors. In addition, the motion of AMBER 2 is restricted to the sagittal plane via a boom Fig. 2. The boom is fixed rigidly to a rotating mechanism, which allows the biped to walk in a circle with minimum friction. In addition, counterweights are provided to cancel the weight on the robot due to the boom (note that the boom does not support the robot in the sagittal plane, thereby restricting its overall motion to a 2D plane). The controller modules are remotely connected to the stationary power supply with the help of slip rings located below the pivot.


Fig. 2 AMBER 2 with the boom and electronics. The boom restricts motion to the sagittal plane. As shown in the figure: (1) Counterweight used to balance the boom around the pivot, (2) Controller module where the walking algorithm is running, (3) The boom, (4) Boom support structure which keeps the torso horizontal by using a parallel four-bar linkage mechanism, (5) The bipedal robot AMBER 2

### 2.1 Robot Dynamics

Due to the changes of contact points on the foot throughout the course of dancing, generalized coordinates are naturally used to characterize the robot. Specifically, the configuration space, $Q \in \mathbb{R}^{n}$ is represented in coordinates as $\theta=\left\{\psi_{0}, \theta_{b}\right\}$, where the extended coordinate $\psi_{0} \in \mathbb{R}$ represents the rotation angle of the body fixed frame with respect to a fixed inertial frame $R_{0}$; here $\theta_{b}=\left[\theta_{s a}, \theta_{s k}, \theta_{s h}, \theta_{n s h}, \theta_{n s k}, \theta_{n s a}\right]^{T}$, $\theta_{b} \in \mathbb{R}^{b}$ denotes the body coordinates of the robot as shown in Fig. 1. Note that the translational coordinates $p_{x}, p_{z}$ are also shown in Fig. 1, which are not considered in the dynamics since the stance toe is assumed to be pinned to ground throughout the course of dancing. For AMBER $2, n=7, b=6$, i.e., $\theta_{b} \in \mathbb{R}^{6}$ and $\theta \in \mathbb{R}^{7}$.
Continuous Dynamics. The Lagrangian dynamics for this $n$-DOF robot is obtained as:

$$
\begin{equation*}
M(\theta) \ddot{\theta}+H(\theta, \dot{\theta})=B u \tag{1}
\end{equation*}
$$

with the notations $M \in \mathbb{R}^{n \times n}$ is the mass inertia matrix, $H \in \mathbb{R}^{n}$ is obtained from Coriolis, Centrifugal and gravity forces apparent from the standard EOM for rigid bodies. $u \in \mathbb{R}^{k}$ is the torque input with $k$ the number of inputs, and $B \in \mathbb{R}^{k \times k}$ is the mapping from torque to joints. For AMBER $2, k=6$.

With the multiple foot behaviors that can be realized, we know that the feet cannot go below ground. The dynamics need to be realized through the use of holonomic constraints which constrain both heel and toe of the non-stance foot whenever they
are in contact with ground. These holonomic constraints are enforced in the following manner:

$$
\begin{equation*}
M(\theta) \ddot{\theta}+H(\theta, \dot{\theta})=B u+J_{s h}^{T} F_{s h}+J_{n s t}^{T} F_{n s t}+J_{n s h}^{T} F_{n s h}, \tag{2}
\end{equation*}
$$

where $J_{i}(\theta)$ is the Jacobian of specific contact points $i \in\{s h, n s t, n s h\}$ corresponding stance heel, non-stance toe and non-stance heel respectively. $F_{i}(\theta, \dot{\theta})$, which are the reaction forces due to the holonomic constraints, are defined for each domain based on the contact conditions of the heel and toe. Note that $F_{i}=0$ if there is no contact with ground. $F_{i}$ can be explicitly derived from the states $x$ and the controller $u$ by differentiating the holonomic constraints twice. The details are omitted here and can be found in [13]. If $F_{n s t}=0, F_{n s h}=0$ and $F_{s h}>0$, then a fully actuated condition of the robot is realized.

Relabeling. If the robot takes a step, i.e., after the non-stance leg swings forward and hits the ground, it is convenient to swap the stance and non-stance legs so that the same motion primitive can be realized without the need to change the controller for the robot. Therefore, at the end of every step relabeling of the angles is performed; this is considered a discrete transition in a formal model.

### 2.2 Control

Since the objective is to achieve dancing, a convenient step is to make the joint angles track a set of trajectories. We would like to generalize this by picking a vector of $l$ functions of joint angles, referred to as actual outputs $y^{a}$, which we want to track a vector of functions encoding the goal behaviors, termed the desired outputs $y^{d}$. The objective is to drive the error $y=y^{a}-y^{d} \rightarrow 0$. These outputs are also termed virtual constraints in [19]. The outputs are picked such that they are relative degree two outputs. In other words, $y^{a}$ will be functions of joint angles, and not angular velocities.

We first introduce the actual set of outputs (virtual constraints) which are independent (as motivated by [2]): the linearized hip position, i.e., linearization of the horizontal hip position (calculated from calf length $L_{c}$ and thigh length $L_{t}$ ) w.r.t. the stance toe of the robot:

$$
\begin{equation*}
\delta p_{h i p}=-\left(L_{c}+L_{t}\right)\left(\psi_{0}+\theta_{s k}+\theta_{s a}\right)-L_{t} \theta_{s k} \tag{3}
\end{equation*}
$$

the stance ankle angle, $\theta_{s a}$; the stance knee angle, $\theta_{s k}$; the non-stance knee angle, $\theta_{n s k}$; the hip angle, $\theta_{h i p}=\theta_{n s h}-\theta_{s h}$; the torso angle, $\theta_{t o r}=\psi_{0}+\theta_{s a}+\theta_{s k}+\theta_{s h}$; and the non-stance foot angle, $\theta_{n s f}=\psi_{0}+\theta_{s a}+\theta_{s k}+\theta_{s h}-\theta_{n s h}-\theta_{n s k}-\theta_{n s a}$.

We now introduce the Canonical Walking Function (CWF) which was first introduced in [2] to realize human-like walking in robots [20]. The CWF is given by:

$$
\begin{align*}
& y_{\text {cwf } f}(t, \alpha)=e^{-\alpha_{4} t}\left(\alpha_{1} \cos \left(\alpha_{2} t\right)+\alpha_{3} \sin \left(\alpha_{2} t\right)\right)+\cdots \\
& \alpha_{5} \cos \left(\alpha_{6} t\right)+\frac{\alpha_{2} \alpha_{4} \alpha_{5}}{\alpha_{2}^{2}+\alpha_{4}^{2}-\alpha_{6}^{2}} \sin \left(\alpha_{6} t\right)+\alpha_{7} . \tag{4}
\end{align*}
$$

This CWF will be used to formulate our desired outputs with the parameters $\alpha$ dictating the shape of the trajectory, but it is useful to establish a relationship between time and the linearized hip position through a parameterization:

$$
\begin{equation*}
\tau(\theta)=\frac{\left(\delta p_{h i p}(\theta)-\delta p_{h i p}\left(\theta^{+}\right)\right)}{v_{h i p}} \tag{5}
\end{equation*}
$$

which relates the hip position and time, where here $v_{\text {hip }}$ is the hip velocity. In other words, the robot moving forward can be seen as increasing hip position or an increase in time. Similarly, the robot moving backward can be seen as hip position reducing or the parameterization of time going in reverse. Note that $\theta^{+}$represents the robot configuration at the beginning of one step which can be defined such that parameterized time is zero at initial hip position. This parameterization can then be utilized to directly get the initial configuration of the robot from the parameters $\alpha$ which helps in reducing computation of the trajectory optimization parameters (see [2]).
Single Support and Double Support. There are two types of phases which will be considered in the paper, single support SS (when one foot is flat on ground) and double support DS (when both the feet are always on ground). There are other phases like underactuation where only the stance toe is on the ground, which also can be modeled but are more complicated to analyze and are therefore omitted from the paper. Depending on the contact conditions being enforced, we get control systems associated with the single support and double support phases, denoted by ( $f_{\mathrm{SS}}, g_{\mathrm{SS}}$ ) and ( $f_{\mathrm{DS}}, g_{\mathrm{DS}}$ ), respectively (see [21]).
Single Support. In the single support phase, the foot angle $\psi_{0}=0$, and the nonstance foot is always above ground. Picking only the base coordinates $\theta_{b}, l=5$ desired outputs, $y_{\mathrm{SS}}^{d}: \mathbb{R}^{6} \rightarrow \mathbb{R}^{5}$ and 5 actual outputs, $y_{\mathrm{SS}}^{a}: \mathbb{R}^{6} \rightarrow \mathbb{R}^{5}$ are considered:

$$
y_{\mathrm{SS}}^{a}\left(\theta_{b}\right)=\left[\begin{array}{c}
\theta_{s k}  \tag{6}\\
\theta_{n s k} \\
\theta_{h i p} \\
\theta_{t o r} \\
\theta_{n s f}
\end{array}\right], \quad y_{\mathrm{SS}}^{d}\left(\tau(\theta), \alpha_{\mathrm{SS}}\right)=\left[\begin{array}{c}
y_{c w f}\left(\tau(\theta), \alpha_{s k}\right) \\
y_{c w f}\left(\tau(\theta), \alpha_{n s k}\right) \\
y_{c w f}\left(\tau(\theta), \alpha_{h i p}\right) \\
y_{c w f}\left(\tau(\theta), \alpha_{t o r}\right) \\
y_{c w f}\left(\tau(\theta), \alpha_{n s f}\right)
\end{array}\right]
$$

where $\tau$ is a function of the configuration $\theta$, as defined in (5), and the desired outputs are functions of $\theta$ and $\alpha_{\mathrm{SS}}=\left[\alpha_{s k}, \alpha_{n s k}, \alpha_{h i p}, \alpha_{t o r}, \alpha_{n s f}\right]^{T}$. Therefore, the desired trajectories are a function of $\left(v_{\text {hip }}, \alpha_{\mathrm{SS}}\right) \in \mathbb{R}^{36}$. It is also important to note that the actual output vector $y_{\mathrm{SS}}^{a}$ is a linear function of the angles: $y_{\mathrm{SS}}^{a}=H_{\mathrm{SS}} \theta$, with
$H_{\mathrm{SS}} \in \mathbb{R}^{5 \times 6}$ being the transformation matrix. Since, $\psi_{0}=0, \theta=\left[0, \theta_{b}^{T}\right]^{T}$ for single support phase.

The objective of the controller is to drive the outputs $y_{\mathrm{SS}}=y_{\mathrm{SS}}^{a}-y_{\mathrm{SS}}^{d}$ to zero, i.e., $y_{\text {SS }} \rightarrow 0$. This can be achieved by using a feedback linearizing controller (see [17]), which involves using the model of the robot and inverting this model to obtain a stable linear system. Due to inaccuracies in the model parameters and difficulty in identification, we could instead use a simpler controller, e.g. PD controller, which does not guarantee convergence to zero, but will ensure minimum tracking error provided sufficient gains are used. Firstly, we define the following coordinate ${ }^{1}$ :

$$
\begin{equation*}
\xi_{\mathrm{SS}}=-\left(L_{c}+L_{t}\right)\left(\theta_{s a}+\theta_{s k}\right)-L_{t} \theta_{s k}=C_{\mathrm{SS}} \theta_{b}, \tag{7}
\end{equation*}
$$

where $C_{\mathrm{SS}} \in \mathbb{R}^{1 \times 6}$ is the row vector of constants. Note that $\xi_{\mathrm{SS}}$ derived here is same as (3) with $\psi_{0}$ omitted. If the controller used is expected to achieve zero tracking error, i.e., $y_{\mathrm{SS}}^{a}-y_{\mathrm{SS}}^{d}=0$, then the desired joint angles $\dot{\theta}_{\mathrm{SS}}^{d} \in \mathbb{R}^{6}$ and velocities $\theta_{\mathrm{SS}}^{d} \in \mathbb{R}^{6}$ of the robot for the single support phase which realize this equality can be obtained as:

$$
y_{\mathrm{SS}}^{a}=y_{\mathrm{SS}}^{d} \quad \Longrightarrow \quad\left[\begin{array}{c}
C_{\mathrm{SS}}  \tag{8}\\
H_{\mathrm{SS}}
\end{array}\right] \theta_{\mathrm{SS}}^{d}=\left[\begin{array}{c}
\xi_{\mathrm{SS}} \\
y_{\mathrm{SS}}^{d}
\end{array}\right] .
$$

Therefore, the desired angle configuration and the angular velocities are:

$$
\theta_{\mathrm{SS}}^{d}=\left[\begin{array}{c}
C_{\mathrm{SS}}  \tag{9}\\
H_{\mathrm{SS}}
\end{array}\right]^{-1}\left[\begin{array}{c}
\xi_{\mathrm{SS}} \\
y_{\mathrm{SS}}^{d}
\end{array}\right], \quad \dot{\theta}_{\mathrm{SS}}^{d}=\left[\begin{array}{c}
C_{\mathrm{SS}} \\
H_{\mathrm{SS}}
\end{array}\right]^{-1}\left[\begin{array}{c}
1 \\
\frac{\partial y_{\mathrm{SS}}^{d}}{\partial \tau}
\end{array}\right] \frac{\dot{\xi}_{\mathrm{SS}}}{v_{h i p}} .
$$

The PD controller can thus be defined as:

$$
\begin{equation*}
u_{\mathrm{SS}}^{p d}=-K_{\mathrm{SS}}^{p}\left(\theta_{b}-\theta_{\mathrm{SS}}^{d}\right)-K_{\mathrm{SS}}^{d}\left(\dot{\theta}_{b}-\dot{\theta}_{\mathrm{SS}}^{d}\right), \tag{10}
\end{equation*}
$$

where $K_{\mathrm{SS}}^{p}, K_{\mathrm{SS}}^{d}$ are the proportional and derivative gain matrices respectively.
Double Support. The double support phase adds extra constraints to the robot like friction, pinning conditions (holonomic constraints [13]) and normal forces, which will constrain the dynamics of the robot. The actual and desired outputs for the robot can be defined similar to (6). In the double support phase, the stance ankle angle $\theta_{\text {sa }}$ is added as:

$$
y_{\mathrm{DS}}^{a}=\left[\begin{array}{l}
\theta_{s a}  \tag{11}\\
y_{\mathrm{SS}}^{a}
\end{array}\right], \quad y_{\mathrm{DS}}^{d}=\left[\begin{array}{c}
y_{c w f}\left(\tau(\theta), \alpha_{s a}\right) \\
y_{\mathrm{SS}}^{d}
\end{array}\right],
$$

where $y_{\mathrm{DS}}^{a}: \mathbb{R}^{7} \rightarrow \mathbb{R}^{6}, y_{\mathrm{DS}}^{d}: \mathbb{R}^{7} \rightarrow \mathbb{R}^{6}, \alpha_{\mathrm{DS}}=\left[\alpha_{s a}, \alpha_{\mathrm{SS}}^{T}\right]^{T}$, with $\alpha_{\mathrm{DS}} \in \mathbb{R}^{43}$. The actual outputs can also be written as $y_{\mathrm{DS}}^{a}=H_{\mathrm{DS}} \theta$, with $H_{\mathrm{DS}} \in \mathbb{R}^{6 \times 7}$.

[^45]Since the actuators have the potential to fight each other due to overactuation, a feedback linearizing controller will not necessarily yield exponential convergence: $y_{\mathrm{DS}}^{a}-y_{\mathrm{DS}}^{d} \rightarrow 0$. However, since the objective of the controller during the double support phase is to achieve dynamic behaviors in the robot to realize a dancing sequence, the convergence of the outputs to zero is ignored. Similar to (3), the following coordinate is defined:

$$
\begin{equation*}
\xi_{\mathrm{DS}}=-\left(L_{c}+L_{t}\right)\left(\psi_{0}+\theta_{s k}+\theta_{s a}\right)-L_{t} \theta_{s k}=C_{\mathrm{DS}} \theta \tag{12}
\end{equation*}
$$

where $C_{\mathrm{DS}} \in \mathbb{R}^{1 \times 7}$ is the row vector of constant terms. Having obtained the expression for $\xi_{\mathrm{DS}}$, the desired joint angles and velocities can be defined as:

$$
\theta_{\mathrm{DS}}^{d}=\left[\begin{array}{c}
C_{\mathrm{DS}}  \tag{13}\\
H_{\mathrm{DS}}
\end{array}\right]^{-1}\left[\begin{array}{c}
\xi_{\mathrm{DS}} \\
y_{\mathrm{DS}}^{d}
\end{array}\right], \quad \dot{\theta}_{\mathrm{DS}}^{d}=\left[\begin{array}{c}
C_{\mathrm{DS}} \\
H_{\mathrm{DS}}
\end{array}\right]^{-1}\left[\begin{array}{c}
1 \\
\frac{\partial y_{\mathrm{DS}}^{d}}{\partial \tau}
\end{array}\right] \frac{\dot{\xi}_{\mathrm{DS}}}{v_{h i p}} .
$$

With $K_{\mathrm{DS}}^{p}, K_{\mathrm{DS}}^{d}$ as the proportional and derivative matrices, the PD controller is:

$$
\begin{equation*}
u_{\mathrm{DS}}^{p d}=-K_{\mathrm{DS}}^{p}\left(\theta-\theta_{\mathrm{DS}}^{d}\right)-K_{\mathrm{DS}}^{d}\left(\dot{\theta}-\dot{\theta}_{\mathrm{DS}}^{d}\right), \tag{14}
\end{equation*}
$$

Note that, both these matrices are not square since $u_{\mathrm{DS}}^{p d} \in \mathbb{R}^{6}$. In fact, the first columns of the gain matrices are zeros.

### 2.3 Configuration Zero Dynamics

For the single support phase, with a feedback linearizing controller (see [17]) being applied, the outputs $y_{\mathrm{SS}}$ are exponentially driven to zero. The control system ( $\left.f_{\mathrm{SS}}, g_{\mathrm{SS}}\right)$ will exhibit zero dynamics. In other words, we have the following restriction of the dynamics to the zero dynamics surface given by:

$$
\begin{equation*}
\mathbb{Z}_{S S}=\left\{(\theta, \dot{\theta}): y_{\mathrm{SS}}\left(\theta_{b}\right)=0, L_{f} y_{\mathrm{SS}}\left(\theta_{b}, \dot{\theta}_{b}\right)=0, \psi_{0}=0, \dot{\psi}_{0}=0\right\} \tag{15}
\end{equation*}
$$

This restriction of the dynamics to a surface enables us to connect different motion primitives of the single support phase in a way such that the transition between domains occurs without change of $y_{\mathrm{SS}} .{ }^{2}$ In other words, the transition will be smooth. Motivated by the desire to relax the derivative condition in (15), we introduce the notion of configuration zero dynamics defined to be:

$$
\begin{equation*}
\mathbb{C} \mathbb{Z}_{S S}=\left\{(\theta, \dot{\theta}): y_{\mathrm{SS}}\left(\theta_{b}\right)=0, \psi_{0}=0\right\} \tag{16}
\end{equation*}
$$

[^46]For the double support phase, due to geometric constraints, it is not possible to realize zero dynamics. But, it is possible to connect a motion primitive with the single support phase due to the choice of controller. The concept of configuration zero dynamics plays an important role in the context of dancing, since when switching between a large collection of surfaces, if the configuration zero dynamic constraints are ensured, this allows for a transition without a sudden change in desired angles. If the zero dynamics constraints are ensured, then it allows for a smooth transition (jerk free) from one desired trajectory to other. This will be utilized in the next section through the composition of configuration zero dynamic surfaces to allow for minimum jerk transitions between domains. In addition, this constraint will be independent of the speed in which the transition is executed.

## 3 Meta-Dynamical Systems

To achieve dancing, the primary goal is to connect trajectories, i.e., desired outputs $y^{d}$, for each motion primitive; that is, we wish to compose dynamical systems. To this end, this section will present the notion of meta-dynamical systems which gives a formalism to the notion of composition. We begin by considering different poses of the robot that will be connected through dynamic transitions.
Pose. A pose of a robot is a configuration $\theta$, which is intended to be realized in the robot. In other words, a pose is just a captured frame of a robot while in motion. For example, a robot with hip forward and low and both feet flat is a crouch, and is considered a pose of the robot. There are several possible poses that the robot can assume. If the stance toe is always on ground (since jumping is not considered), the three remaining points (non-stance toe and heel and stance heel) can be either in contact or not. Therefore, there are eight possible general cases for pose generation. Accordingly, we will consider: front heel lift (FHL), front toe lift (FTL), back heel lift (BHL), all feet flat on ground (FF), swing (S) with stance foot being flat on ground, double heel lift (DHL), front toe and back heel lift (FTBH), and underactuation (UA) with only stance toe in contact with ground. All the eight generic poses are shown in Fig. 3.

It is important to note that there could be more than one type of back heel lift, front toe lift, and other combinations as well. In other words, there are more than eight types of poses. For example, we could have two different kinds of flat footed poses, where the vertical hip position is high for one and low for the other. This will be discussed further in Sect. 4 where the poses of dancing on AMBER 2 are introduced. If a set of poses $\theta_{1}, \theta_{2}, \ldots, \theta_{i}$ is considered, then dancing is achieved by just executing dynamic transitions between these poses.
Dynamic Transition. Let $x=\left(\theta^{T}, \dot{\theta}^{T}\right) \in \mathbb{R}^{2 n}$, and $\dot{x}=f(x)$ be a dynamical system. Let $\Phi\left(t ; x_{0}\right)$ be the solution to $\dot{x}=f(x)$ at time $t \in \mathbb{R}$ with initial condition $x_{0}$, and let $\pi_{\theta}$ be the canonical projection $\pi_{\theta}(x)=\theta$.


Fig. 3 Eight generic poses of a robot based upon possible contact points

Definition 1 A dynamic transition between two poses, $\theta_{0}$ and $\theta_{f}$, is a solution $\Phi\left(t ; x_{0}\right)$ to the dynamical system $\dot{x}=f(x)$ such that there exists a point $x_{0} \in \mathbb{R}^{2 n}$ and a time $t_{f} \geq 0$ with $\pi_{\theta}\left(\Phi\left(0 ; x_{0}\right)\right)=\theta_{0}$ and $\pi_{\theta}\left(\Phi\left(t_{f} ; x_{0}\right)\right)=\theta_{f}$

This definition allows us to formally introduce meta-dynamical systems:
Definition 2 The meta-dynamical system is defined as a tuple:

$$
\begin{equation*}
\mathbb{M}=(\Gamma, \mathbb{P}, \mathbb{T}) \tag{17}
\end{equation*}
$$

- $\Gamma$ is a directed graph given as: $\Gamma=(\mathbb{V}, \mathbb{E})$, where $\mathbb{V}$ is the set of vertices describing desired poses realizable on the robot, and $\mathbb{E}$ represents transitions between these poses. We denote the source and target of an edge $e \in \mathbb{E}$ by source $(e) \in \mathbb{V}$ and $\operatorname{target}(e) \in \mathbb{V}$.
- $\mathbb{P}$ is the set of poses given by: $\mathbb{P}=\left\{\mathbb{P}_{v}\right\}_{v \in \mathbb{V}}$, where $\mathbb{P}_{v}=\theta_{v} \in \mathbb{R}^{n}$.
- $\mathbb{T}$ is the set of dynamic transitions: $\mathbb{T}=\left\{\mathbb{T}_{e}\right\}_{e \in \mathbb{E}}$, where $\mathbb{T}_{e}=\Phi_{e}$ is the dynamic transition between the poses $\theta_{\text {source }(e)}$ and $\theta_{\text {target }(e) \text {. }}$.

Creating dynamic transitions. Suppose we want to construct a meta-dynamical system. Assume we are given a directed graph $\Gamma$ with the set of poses $\mathbb{P}$. Using the constructions given in Sect. 2.2, we can construct a set of dynamic transitions $\mathbb{T}$. Given that the desired outputs $y^{d}$ are obtained through Canonical Walking Functions as described in (6) and (11), we propose the following optimization problem for creating a dynamic transition $\mathbb{T}_{e}$ for a particular edge $e \in \mathbb{E}$ :

$$
\begin{align*}
\left(v_{\text {hip }}^{*}, \alpha^{*}\right)= & \underset{\left(v_{h i p}, \alpha\right) \in \mathbb{R}^{d}}{\operatorname{argmin}} \operatorname{Cost}_{\mathrm{D}}\left(v_{\text {hip }}, \alpha, v_{\text {hip }}^{r}, \alpha^{r}\right)  \tag{18}\\
& \text { s.t. }\left[\begin{array}{c}
y_{\text {Phase }}^{d}(0, \alpha) \\
y_{\text {Phase }}^{d}\left(\tau_{\text {max }}, \alpha\right)
\end{array}\right]=\left[\begin{array}{c}
H_{\text {Phase }} \theta_{0} \\
H_{\text {Phase }} \theta_{f}
\end{array}\right] \tag{CZD}
\end{align*}
$$

where $v_{h i p}^{r}, \alpha^{r}$ are the reference parameters, Phase $\in\{\mathrm{SS}, \mathrm{DS}\}$ denotes whether the robot is in single support or double support phase, and $\tau_{\max }$ is the time at the end of the step which is computed in the following manner:

$$
\begin{equation*}
\tau_{\max }=\left(C_{\text {Phase }} \theta_{f}-C_{\text {Phase }} \theta_{0}\right) / v_{\text {hip }} \tag{19}
\end{equation*}
$$

with $v_{h i p}$ being the hip velocity, as introduced in (5). The cost of dancing (or objective function), Cost $_{\mathrm{D}}$, is the least squares error relative to reference data:

$$
\begin{equation*}
\operatorname{Cost}_{\mathrm{D}}=\sum_{i}\left[y_{d}(t[i], \alpha)-y_{d}\left(t[i], \alpha^{r}\right)\right]^{T}\left[y_{d}(t[i], \alpha)-y_{d}\left(t[i], \alpha^{r}\right)\right], \tag{20}
\end{equation*}
$$

where the reference used is either obtained from human data which have discrete heel toe behavior, or obtained from the formerly established walking gaits which were provably stable and experimentally realized on robots (see [20, 21]). Note that in some of the transitions for dancing where there were no reference trajectories, a zero cost will be used. The defining aspect of this paper is using the constraints (CZD), which realizes configuration zero dynamics and is thus instrumental in being able to compose different motion primitives to form a meta-dynamical system. This follows from the fact that the end result of the optimization is a dynamic transition; for example, if Phase $=\mathrm{SS}$, the parameters obtained from the optimization ( $v_{\text {hip }}^{*}, \alpha^{*}$ ), utilized in the feedback linearizing controller and applied to the control system ( $f_{\mathrm{SS}}, g_{\mathrm{SS}}$ ), yields a dynamic transition.
Example: dynamic leg swing. To illustrate meta-dynamical systems, we will consider a simple example consisting of two poses: back heel lift (BHL) and swing (S) (see Fig. 4). Due to space constraints, it is not possible to show how the optimization problem was formulated for each and every transition in case of dancing. Therefore, we consider a specific example of transition from pose $\mathbb{P}_{B H L}$ to $\mathbb{P}_{S 2}$, i.e., from back heel lift to swing. The two poses with the transition is depicted separately in Fig. 4.We can accordingly define the meta-dynamical system in the following manner:
Discrete structure and poses. The graph is given by:

Fig. 4 Figures showing the initial pose (left) and the final pose (right) for crouching. The red arrows are the edges from which we wish to construct dynamic transitions between these poses


$$
\begin{equation*}
\Gamma=(\mathbb{V}, \mathbb{E}), \quad \mathbb{V}=\{\mathrm{S}, \mathrm{BHL}\}, \quad \mathbb{E}=\{\mathrm{S} \rightarrow \mathrm{BHL}, \mathrm{BHL} \rightarrow \mathrm{~S}\} \tag{21}
\end{equation*}
$$

The set of poses is given by: $\mathbb{P}=\left\{\mathbb{P}_{v}: v \in \mathbb{V}\right\}$. The set of transitions is given by: $\mathbb{T}=\left\{\mathbb{T}_{e}: e \in \mathbb{E}\right\}$. The edges are depicted by the arrows shown in Fig. 4. Note that the above example can have more than 2 edges depending on how the transitions between poses are obtained. We will now introduce the optimization problem which realizes the dynamic transitions, $\mathbb{T}_{e}$, from one pose to the other.
Dynamic transitions. Having obtained the desired angles and angular velocities (9), (13), we can now discuss the transition optimization which yields the motion primitive for the swing action.

The cost for the optimization was evaluated by obtaining the least squares fit with the multi-domain walking trajectory obtained on AMBER2 as found in [21]. The time parameter was picked such that only the swing portion of [21] was considered for the cost. In other words, the value $\tau$ was constrained in the optimization to match the reference trajectories. Additional constraints, like sufficient foot clearances on ground, were imposed throughout the step. The knee angle was also constrained to be within a certain limit to ensure low torque is utilized. That is, the final optimization (with physical constraints) is given by:

$$
\begin{array}{rc}
\left(v_{h i p}^{*}, \alpha^{*}\right)=\underset{\left(\nu_{h i p}, \alpha\right) \in \mathbb{R}^{36}}{\operatorname{argmin}} & \operatorname{Cost}_{\mathrm{D}}\left(v_{\text {hip }}, \alpha, v_{h i p}^{r}, \alpha^{r}\right)  \tag{22}\\
\text { s.t. } & (\mathrm{CZD}) \\
& \tau_{\max }<0.4 \\
\min \left(h_{n s t}\right)>0 \\
\min \left(\theta_{n s k}\right)>0
\end{array}
$$



Fig. 5 Tiles of a leg swing behavior consisting of a transition from back heel lift to swing pose. The top tiles illustrate the behavior of the robot achieved in simulation, and the bottom tiles show the same behavior realized experimentally on AMBER 2
where the resulting optimal solution yields the parameters for the desired trajectories represented through the outputs. Since the constraints are non-linear, the optimization method used is active-set through MATLAB. If this optimization were to be done online, a learning technique like [8] could have been used instead, but, this does not yield dynamically stable trajectories which are necessary for maintaining balance. When this is applied on the robot through trajectory reconstruction (10), the swing of the non-stance leg is observed as shown in Fig. 5. The same controller was also applied on AMBER 2, both in simulation and experiment, with tiles of the resulting behavior shown in Fig. 5.

## 4 Dynamic Robotic Dancing on AMBER 2

This section presents the process of realizing dynamic dancing in AMBER 2 by using the methods introduced in this paper. We will not consider the cases UA, DHL, FTBH from Fig. 3 since they require higher torque and are relatively difficult to realize in the robot. Therefore, we will consider the remaining five generic cases of the feet behavior for generating the pose. We will consider three types of front heel lift: FHL1, FHL2, FHL3, one front toe lift: FTL, three types of flat-footed poses: FF1, FF2, FF3, two types of swing poses: $\mathrm{S} 1, \mathrm{~S} 2$, and finally one back heel lift pose: BHL. All ten poses are shown in Fig. 6. The end result is an oriented graph $\Gamma=(\mathbb{V}, \mathbb{E})$, where:

$$
\begin{equation*}
\mathbb{V}=\{\text { FHL1, FHL2, FHL3, FTL, FF1, FF2, FF3, S1, S2, BHL }\}, \tag{23}
\end{equation*}
$$

and $\mathbb{E}$ is the set of red arrows in Fig. 6.
For generating the dynamic transition between poses, the optimization (18) was accordingly solved. Since it was not necessary to optimize trajectories to transition from every pose to every other pose, we considered 20 edges (or optimized dynamic transitions) which satisfied configuration zero dynamic (CZD) constraints. Therefore, we consider the set of edges as shown in Fig. 6, with the resulting dynamic transition: $\mathbb{T}=\left\{\mathbb{T}_{e}: e \in \mathbb{E}\right\}$, obtained through the optimization in (18). Note, additional constraints were also implemented in the optimization to realize different behaviors varying from constraining the angles, to allowing sufficient foot clearance, to constraining the velocities, to constraining final parameterized time: $\tau_{\max }$.
Synchronizing with music. The particular method employed to synchronize the behaviors of the robot with the music is to utilize the parameterization of time (5) to change the hip position of the robot within a prespecified tempo period. Since $\tau$ is a direct function of the hip position, a change in $\tau$ causes a corresponding change in desired trajectories of the robot (as represented by the outputs parameterized by $\tau$ ) resulting in synchronization between the beats of the music and the dynamic transitions. Dynamic programming methods as described in [7] are used to generate music tempo speed for a given song.


Fig. 6 Oriented graph for the meta-dynamical system considered for AMBER 2 in order to obtain dynamic dancing

Sequence Design. To design a proper dancing sequence to the chosen music, the tempo period $\Delta T$, which was obtained from the beats, is utilized as the fundamental period. For AMBER 2 dancing, each sequence input which executes the transition from one pose to the other is given in the following format:

$$
\begin{equation*}
\mathbb{S}=\left\{\alpha, \tau_{\text {max }}, n_{\text {dance }}, m_{0}, m_{1}, n_{\text {freeze }}, \text { Phase, Leg }\right\} \tag{24}
\end{equation*}
$$

where $\alpha$ is the set of parameters specifying the desired trajectory. The starting pose is specified by the time parameter, $m_{0} \tau_{\max }$, and the ending pose is specified by $m_{1} \tau_{\max }$. Note that $\tau_{\max }$ is the maximum time parameter for current gait. $n_{\text {dance }}$ is the tempo number specifying for how long AMBER 2 will transition for the current primitive, while $n_{\text {freeze }}$ denotes the tempo number specifying for how long the robot will freeze at the end of the transition. Phase $\in\{\mathrm{SS}, \mathrm{DS}\}$ indicates the current phase of the robot, and Leg $\in\{$ Left, Right $\}$ determines which leg is the stance leg.

```
Algorithm 1 Real Time Module
Input: Encoder/motor status; AMBER 2 parameters: calf length \(L_{c}\), thigh length \(L_{t}\);
Input: Optimization parameters: \(\delta p_{\text {hip }}\left(\theta^{+}\right)\), \(\nu_{\text {hip }}, \alpha\);
Input: Joint angles and angular velocities \(\theta_{a}, \dot{\theta_{a}}\); PD controller gains: \(K_{\text {Phase }}^{p}, K_{\text {Phase }}^{d}\);
Input: Dance sequence (see Fig. 6) in ( \(\alpha, \tau_{\text {max }}, n_{\text {dance }}, m_{0}, m_{1}, n_{\text {freeze }}\), Phase, Leg);
Output: Torque commands for FOC;
    Enable Motor Drives;
    repeat
        Wait till all motor drives are Enabled
    until ( Drive-Status \(==\) Enable \()\)
    while ( \(\neg\) Stop-RT ) do
        Based on specified stance foot, reform \(\theta_{a}, \dot{\theta}_{a}\) from Left/Right to Stance/NonStance;
        Read absolute real time \(t\) and sequenceIndex;
        if \(0 \leq t \leq T_{\text {dance }} n_{\text {dance }}\) then
            if \(m_{1}>m_{0}\) then
                \(\tau_{d}=m_{0} \tau_{\text {max }}+\tau_{\text {max }} \frac{t}{T_{\text {dance }} n_{\text {dance }}} ;\)
                else
                    \(\tau_{d}=m_{0} \tau_{\max }-\tau_{\max } \frac{t}{T_{\text {dance } n_{\text {dance }}}} ;\)
            end if
        else
            \(\tau_{d}=m_{1} \tau_{\max } ;\)
        end if
        Based on \(\tau_{d}\), calculate ( \(\xi_{\text {Phase }}\) ) using one of (7) or (12);
        Calculate \(y_{\text {Phase }}^{d}\left(\tau_{d}, \alpha\right)\), \(\dot{y}_{\text {Phase }}^{d}\left(\tau_{d}, \alpha\right)\) based on Canonical Walking Function (4);
        Calculate \(v_{\text {dance }}\) based on the time duration \(T_{\text {dance }}\);
        Based on Phase, apply trajectory reconstruction to get \(\left(\theta_{d}, \dot{\theta}_{d}\right)\) with updated \(v_{\text {dance }}\);
        Based on Phase, compute torque by choosing one of (10) or (14);
        Reform torque \(u\) from Stance/NonStance to Left/Right and send it to FPGA;
        if \(t \geq T_{\text {walk }}+T_{\text {freeze }}\) then
            sequenceIndex +1 ;
            Reset time clock;
        end if
        Log Data into Remote Desktop;
    end while
    Disable motor drives; Report errors and stop the Real Time VI;
```

The desired angles and velocities are obtained from (9) for SS, and (13) for DS with the time parameter $\tau$ being manually varied from $m_{0} \tau_{\max }$ to $m_{1} \tau_{\max }$ during the period $T_{\text {dance }}=n_{\text {dance }} \Delta T$ seconds. It is important to note here, since the dancing duration $T_{\text {dance }}$ is specified differently than the original time duration, the transition speed changes. Accordingly, the hip velocity should also be scaled as:

$$
\begin{equation*}
v_{\text {dance }}=T_{\text {dance }} v_{\text {hip }} /\left(\left(m_{1}-m_{0}\right) \tau_{\text {max }}\right), \tag{25}
\end{equation*}
$$

with $v_{h i p}$ is the designed hip velocity encoded in the motion primitive $\alpha$. To obtain the torque controller used in the robot, $v_{h i p}$ in (9) and (13) is replaced with $v_{\text {dance }}$ and the desired angles, velocities are accordingly computed. Having the desired angle and velocity of the robot, the torque controller is obtained from (10) or (14) based on


Fig. 7 Experimental realization of the meta-dynamical system on AMBER 2, resulting in dynamic robotic dancing (which can be viewed at [1])
the value of Phase given by the sequence $S$. At the end of each sequence, the robot can also be frozen for the time $T_{\text {freeze }}=n_{\text {freeze }} \Delta T$ seconds. More details about the algorithm used is shown in Algorithm 1.

Control Implementation and Results. On the hardware level, the controller for AMBER 2 is implemented on two levels: a high level controller, which is realized in Real-Time (RT) with the pseudocode running in RT as shown in Algorithm 1; and a low level controller, which is realized by an FPGA for interfacing with the hardware modules. Implementing the proposed algorithm in the robot resulted in


Fig. 8 Experimental data comparing the actual and desired angles for a sequence of steps extracted from a part of the dance sequence as realized on AMBER 2. The vertical dashed lines indicate end points of the transitions
dynamically stable dancing accurately synchronized with the tempo of the music. Figure 8 shows the comparison between desired and joint angle trajectories, Fig. 7 shows the configuration of the robot at different instances of time during the dance sequence. The video of AMBER 2 dancing is shown in [1].

## 5 Conclusions

This paper successfully showed how to achieve dynamically stable dancing in the bipedal robot AMBER 2 which is accurately synchronized with the music. The dance sequence is seen as a composition of motion behaviors with different poses and transitions tied together in the form of a meta-dynamical system. The dance was about 1.5 min long showing 10 poses and 20 transitions from one to the other. Tracking results also verified the method used. Future work involves implementing more complex behaviors like the underactuation, flips and flying behaviors, using different surfaces and terrains, and also music with varying tempo.
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# The Lion and Man Game on Convex Terrains 

Narges Noori and Volkan Isler


#### Abstract

We study the lion-and-man game in which a lion (the pursuer) tries to capture a man (the evader). The players have equal speed and they can observe each other at all times. In this paper, we study the game on surfaces of convex terrains. We show that the lion can capture the man in finite number of steps determined by the terrain geometry.


## 1 Introduction

Pursuit-evasion problems have been receiving increasing attention in the robotics community. Many applications that include a search mission for a target can be modeled as pursuit-evasion games. Interesting representative applications are search-and-rescue, security, and environmental monitoring. In this paper, we study a fundamental pursuit-evasion game known as the lion-and-man game. In this game, the lion's goal is to capture the man while the man's goal is to avoid capture forever. This problem has been traditionally studied in graph settings or in geometric setups on the plane [1]. It has been shown that a single lion can capture the man in a circular arena when the players take turns in moving and moreover when they have complete information about the location of each other [2, 3]. This result has been generalized to simply connected polygons in [4] where it is shown that a single lion can still achieve capture. In more complex setups where obstacles are also present in the polygonal environment, three lions can win the game [5]. Other results are also available for the case that the players have limited sensing [4, 6, 7].

Although the game in higher dimensions is relevant from an application perspective, little is known about its properties in such environments. Kopparty and Ravishankar showed that $d+1$ lions can capture the man in $\mathbb{R}^{d}$ if and only if the man starts inside their convex hull [8]. Alexander et al. [9] showed that if the environment

[^47]has non-positive curvature (i.e. it is $\mathrm{CAT}(0)$ ), the lion can eventually capture the man by greedily moving toward the man. Recently Klein and Suri [10] showed that four lions can capture the man on a polyhedral surface. When the polyhedral surface has boundary, Noori and Isler [11] showed that three lions can win the game under the condition that the capture radius is greater than zero. One question that remains open is whether one or two lions can capture the man on a terrain which is a special class of polyhedral surfaces with boundary. In this paper, we study the game on convex terrains and show that one lion can catch the man. Notice that there are convex terrains that are not $\mathrm{CAT}(0)$ but still a single pursuer can capture the evader in them. An example is a hemisphere [9].

A terrain is obtained by assigning a single height value to each point in a bounded region of a plane in $\mathbb{R}^{2}$. Our pursuit strategy is based on guarding wavefronts and pushing them towards the evader. A wavefront at height $z$ is defined as the set of points on the terrain that are on the same height $z$. We first discretize the terrain by a set of wavefronts. The pursuer starts from the highest wavefront and pushes the frontier wavefront downwards while preventing the evader from entering any previously guarded wavefront. Intuitively, the perimeter of the frontier wavefront is increased in this downward sweep. This allows the pursuer to use the difference between the perimeter of two consecutive wavefronts in order to make progress. In this paper, we formalize this idea and analyze its correctness.

The paper is organized as follows. In Sect. 2 we present the preliminary definitions we use throughout the paper. An overview of the proposed strategy is presented in Sect. 3. The discretization of the terrain into wavefronts is explained in Sect. 4. Details of the pursuer strategy for guarding the current wavefront and making progress to the next wavefront are presented in Sects. 5 and 6 respectively. We present the details of correctness proofs in [12].

## 2 Preliminaries

In this section, we present concepts and definitions that will be useful throughout the paper. The game will take place on the surface of a convex terrain which is defined as follows. A terrain is a polyhedral surface in $\mathbb{R}^{3}$ given by a finite set of points which we call them vertices of the terrain. The vertices are triangulated which implies that the faces of the terrain are triangles. Each vertex of a terrain has a single height value associated with it, i.e. terrains are height maps [13]. To make the presentation easier, we assume that all terrain vertices are at different heights which is attainable by slightly perturbing the height function. This will be relevant in Sect. 4 where we construct the set of wavefronts. A convex terrain is a terrain with a convex height function. Finally, we refer to the common segment between two adjacent faces as an edge of the terrain.

We refer to the two-dimensional plane with the lowest height, i.e. the $z=0$ plane, as the base plane. We occasionally refer to this plane as the $X Y$-plane. Moreover,
we use the coordinate frame $X Y Z$ with its origin placed on any arbitrary point in the base $X Y$-plane (Fig. 1).

The game is played on the surface of a convex terrain excluding the $X Y$-plane at the base. This surface is denoted by $T$. The set of points on $T$ with $z=0$ are referred to as the boundary of $T$. The perimeter of this boundary is denoted by $|T|$. We denote a specific path between $p_{1}, p_{2} \in T$ by $T\left(p_{1}, p_{2}\right)$. We also use the operator + for concatenating two paths e.g. $T\left(p_{1}, p_{3}\right)=T\left(p_{1}, p_{2}\right)+T\left(p_{2}, p_{3}\right)$.

### 2.1 Game Model

We use the following game model. We denote the location of the pursuer and the evader by $\mathcal{P}$ and $\mathcal{E}$ respectively. The players move in turns. Each turn takes a unit time step. In each turn, the players can move along any arbitrary path of length less than or equal to one (the step-size). The pursuer and the evader both have full-visibility: they can observe the location of the other player. The pursuer captures the evader if at any time, ${ }^{1}$ the length of the shortest path between them, which lies on $T$, becomes less than or equal to one (the step-size). The justification for this capture condition is that if we assume non-zero area for the players (contrary to the point model), the pursuer captures the evader if they collide.

### 2.2 Wavefront, Projection and Image

We now present some important concepts that we will use in our strategy.
Definition 1 (The Perpendicular Image and Pre-Image) For a point $p=(x, y, z)$ on $T$, the point $q=(x, y)$ is called the perpendicular image of $p$ onto the base plane. Also, $p$ is called the pre-image of $q$. Similarly, one can define the image (pre-image) of a path on $T$ (on the $X Y$-plane).

Note that we reserve the term projection for an important ingredient of our strategy which we will present shortly. We have the following useful proposition.

Proposition 1 The pre-image of any continuous path in the XY-plane is a continuous path on $T$.

Definition 2 Let $p_{1}$ and $p_{2}$ be two distinct points which are on the same face $f$ of $T$. Consider the straight line segment that connects them on $T$, and denote its length by $L$. Also, let $l$ be the length of its perpendicular image. We refer to the ratio $\alpha\left(p_{1}, p_{2}\right)=\frac{l}{L}$ as the length coefficient associated with $p_{1}$ and $p_{2}$.
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Fig. 1 a Discretization of $T$ by a set of wavefronts. b The partitioning of the exterior of $W^{i}$ into wedge regions and edge regions. c The projection of $\mathcal{E}$ onto the wavefront $W$. Here, $p_{1}$ and $p_{2}$ are the projections of $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ respectively

The length coefficient $\alpha\left(p_{1}, p_{2}\right)$ is in fact the cosine of the angle between the segment $p_{1} p_{2}$ and the $X Y$-plane. Notice that the largest possible value of this angle is the angle between the face $f$ and the $X Y$-plane. Therefore, the minimum length coefficient is well defined in the sense that it is a finite positive number. This is because faces with vertical edges are not allowed, and also the two points $p_{1}$ and $p_{2}$ are distinct.

Proposition 2 The length coefficients are positive and less than or equal to one, i.e. $0<\alpha\left(p_{1}, p_{2}\right) \leq 1$. We refer to the minimum possible length coefficient on $T$ as $\alpha=\min _{f \in T} \min _{p_{1}, p_{2} \in f} \alpha\left(p_{1}, p_{2}\right)$.

Lemma 1 Let $p_{1}$ and $p_{2}$ be two distinct points on $T$. Let $s$ be the shortest path between $p_{1}$ and $p_{2}$ on $T$. Denote the length ofs and its image by $a_{T}$ and a respectively. Then $a_{T} \leq \frac{a}{\alpha}$.

Proof Let $f_{1}, f_{2}, \cdots, f_{k}$ be the sequence of faces that $s$ passes through. Observe that the portion of $s$ which is on $f_{i}$ is a line segment (because otherwise, $s$ can be shortened by taking the line segment between the entry and the exit points of $f_{i}$ ). Let $s_{i}$ denote the line segment on $f_{i}$. Denote the length of $s_{i}$ and its image by $a_{T, i}$ and $a_{i}$ respectively. Then, $a_{T}=\sum_{i} a_{T, i}$ and $a=\sum_{i} a_{i}$. By Proposition 2, we have $a_{T, i} \leq \frac{a_{i}}{\alpha}$. Therefore, $\sum_{i} a_{T, i} \leq \sum_{i} \frac{a_{i}}{\alpha}$. Thus, $a_{T} \leq \frac{a}{\alpha}$.

We next present an important ingredient of our strategy: the wavefronts.
Definition 3 (Wavefronts) We refer to the set of points on $T$ which are on the same height $z$ as the wavefront at $z$. Throughout the paper, we reserve the letter $W$ for the wavefronts.

Observe that the wavefront at height $z$ is the intersection of $T$ with the plane $Z=z$ which are both convex sets. Therefore, wavefronts are also convex polygons. Also, the image of a wavefront in the $X Y$-plane is obtained by taking the perpendicular image of every point of the wavefront.

Definition 4 Let $p_{1}, p_{2} \in W$ be two points on the wavefront $W$. We denote the shorter path from $p_{1}$ to $p_{2}$ along $W$ by $W\left(p_{1}, p_{2}\right)$, and its length by $d_{W}\left(p_{1}, p_{2}\right)$. We also denote the length of the segment $p_{1}^{i} p_{2}^{i}$ in the $X Y$-plane by $d_{X Y}\left(p_{1}, p_{2}\right)$.

Let $W^{i}$ be the perpendicular image of a wavefront $W$. We partition the region outside $W^{i}$ (in the base plane) into regions of two types: the edge regions and the wedge regions as follows. Suppose that the vertices of $W^{i}$ are labeled as $\left\{w_{1}, w_{2}, \ldots, w_{n}\right\}$ in the clockwise order. See Fig. 1b for an illustration. Let $l_{j}^{1}$ and $l_{j}^{2}$ be the two perpendicular lines to edges $w_{j-1} w_{j}$ and $w_{j} w_{j+1}$ which are drawn from $w_{j}$.
Definition 5 (Wedge Regions and Edge Regions) For an edge $w_{j} w_{j+1}$, its corresponding edge region is the region in between $l_{j}^{2}$ and $l_{j+1}^{1}$. For a vertex $w_{j} \in W^{i}$, its corresponding wedge region is the region in between $l_{j}^{1}$ and $l_{j}^{2}$. Notice that these regions are non-overlapping since $W$ is a convex polygon.

We use the following feature of $T$ to provide the capture time of our strategy:
Definition 6 (Wedge Angle) For a given wavefront vertex $w_{j}$, the wedge angle is defined as the angle between $l_{j}^{1}$ and $l_{j}^{2}$ in the base plane.

We are now ready for presenting the key concept in guarding the wavefronts: the projection of the evader onto a wavefront. Let $\mathcal{E}^{i}$ and $W^{i}$ be the perpendicular images of $\mathcal{E}$ and a wavefront $W$ onto the $X Y$-plane respectively. Also, suppose that $\mathcal{E}^{i}$ is outside the region enclosed by $W^{i}$. The projection of $\mathcal{E}$ onto the wavefront $W$ is defined as follows.

Definition 7 (Projection onto a Wavefront) Consider the partitioning of the exterior region of $W$ into wedge regions and edge regions. See Fig. 1b. There will be two cases based on the location of $\mathcal{E}^{i}$ :1) $\mathcal{E}^{i}$ is inside the edge region associated with an edge $w_{j} w_{j+1}$ (e.g. $\mathcal{E}_{1}^{i}$ ); 2) $\mathcal{E}^{i}$ is inside the wedge region of a vertex $w_{j}$ (e.g. $\mathcal{E}_{2}^{i}$ ). In the first case, let $p$ denote the intersection of the edge $w_{j} w_{j+1}$ and the perpendicular line to the edge $w_{j} w_{j+1}$ which passes through $\mathcal{E}^{i}$. In the second case, let $p$ denote the vertex $w_{j}$. Then, the projection of $\mathcal{E}$ onto $W$ is the pre-image of $p$ on $T$ (Fig. 1c). We denote this point on $T$ as $\pi(\mathcal{E}, W)$.

Remark 1 Notice that the perpendicular image in Definition 1 is different from the projection onto a wavefront in Definition 7 . For a point $p \in T$, its image is denoted by $p^{i}$ while its projection onto $W$ is denoted by $\pi(p, W)$.

## 3 Overview

The idea of our pursuit strategy is the following. We first discretize the surface of $T$ by a set of wavefronts (Sect.4). Initially, the pursuer goes to the highest point of $T$. (In this paper we assume that this point is unique. It is not too difficult to show that our strategy is applicable if there are more than one point with the same height.).

The highest point is in fact the first wavefront in the set of wavefronts. The pursuer's strategy has two components: (1) guarding the current wavefront in order to prevent the evader from crossing it without being captured, (2) making progress by moving to the next wavefront.

Definition 8 We refer to the wavefront that the pursuer is currently guarding as the frontier wavefront. Throughout the paper, we denote the frontier wavefront by $W$ and the wavefront right below it by $W_{n}$.

We achieve these two goals as follows. We consider the images of the wavefronts in the $X Y$-plane (Fig. 3b). Meanwhile we use the images of the players and projection of the evader onto wavefronts to transform the game to the base plane and guide the pursuer's strategy on $T$ (Fig. 1c). In order to guard the current wavefront $W$, the pursuer uses the projection of the evader onto $W$ because the projection has the nice property that it is closer to all points on $W$ than the evader.

Therefore, if we place the pursuer on the projection of the evader, then the evader cannot cross $W$ without being captured (Lemma 11). Although locating $\mathcal{P}$ at $\pi(\mathcal{E}, W)$ accomplishes our guarding goal, it makes it difficult to achieve the progress goal as follows. Suppose that the evader is in an edge region and let $l$ be the corresponding edge in $W$. See Fig. 2a. The evader can make it impossible for the pursuer to make progress by using the following strategy. The evader moves back and forth between $e_{1}$ and $e_{2}$ such that $e_{1}^{i} e_{2}^{i}$ is parallel to $l$. In response, the pursuer has to move between $p_{1}$ and $p_{2}$ (the projection of $e_{1}$ and $e_{2}$ respectively) to stick to its strategy of staying on the projection of the evader. Since the segment $e_{1}^{i} e_{2}^{i}$ is parallel to $l$ and also because the length of $e_{1}^{i} e_{2}^{i}$ can be one, the length of $p_{1} p_{2}$ is one. Consequently, the pursuer has to use all of its one unit of motion for guarding $W$ : Nothing is left for it to make progress and move to $W_{n}$. The evader can repeat this for infinitely many steps, and thus it can escape forever against the pursuit strategy of staying on the projection.

We resolve the aforementioned problem by placing the pursuer "close" to $\pi(\mathcal{E}, W)$ instead of "exactly" at $\pi(\mathcal{E}, W)$. In particular, we place the pursuer on $W$ at distance $d_{\pi}>0$ from the projection of the evader onto $W$ (to the left side of $\pi(\mathcal{E}, W)$ ). For example in Fig. 2a, if the evader is at $e_{1}$ the pursuer is located at $p$ instead of $p_{1}$. Under certain conditions on $d_{\pi}$, the pursuer can still prevent the evader from crossing $W$. The pursuer can accomplish even more by making progress to the next wavefront


Fig. 2 a The projection of $e_{1}$ and $e_{2}$ onto $W$ are $p_{1}$ and $p_{2}$ respectively. b Progress in rook strategy
in certain events such as when the evader moves to the left (Fig. 2b). We refer to this idea as the rook strategy. We present the details of guard and progress components of the strategy in Sects. 5 and 6 respectively. Our main effort in this paper is dedicated to providing the necessary conditions on $d_{\pi}$.

Finally, our pursuit strategy has another design parameter in addition to $d_{\pi}$ : the discretization distance $D$ which is the distance between two consecutive wavefronts (we will define the distance between two wavefronts in Sect.4). We show that $d_{\pi}$ and $D$ must satisfy constraints that are functions of the terrain geometry (Lemma 3, Sect. 6.1, Lemmas 5 and 7).

## 4 Wavefronts

We now study the discretization of $T$ onto wavefronts. To do so, we move a plane which is parallel to the $X Y$-plane downwards along the $z$ direction starting from the highest point of the terrain. Notice that this plane is moved continuously. We then look at the images of the corresponding wavefronts in the $X Y$-plane.

We show that the changes in the combinatorial structure of these images occur at the vertices of $T$. We refer to these changes as the discrete events. The set of wavefronts is then determined with regard to these discrete events.

In particular, before encountering a vertex two consecutive wavefronts are polygons that are similar to each other. Here, by similar we mean the following. Let $W_{1}$ and $W_{2}$ be two wavefronts such that there is no terrain vertex in between them (Fig. 3a). Then $W_{2}^{i}$ is obtained from $W_{1}^{i}$ by shifting all the edges of $W_{1}^{i}$ in parallel. The shifting amount can be different for each edge (Fig.3). When the frontier


Fig. 3 a A vertex event at $v$ : The edge associated with face $f_{4}$ disappears. Then a new edge associated with $f_{3}$ appears. b The image of the wavefronts is shown


Fig. 4 a $W_{1}$ and $W_{2}$ on $T$. b Their images
reaches a vertex in $T$, we still have this parallel shifting pattern. However, some edges disappear from the frontier, and then new edges appear as the frontier passes the vertex (Fig. 3). We now formalize these events as follows.

Consider the wavefront $W$ at height $z$ and let $F(z)$ denote the set of faces that intersect $W$. We use $F(W)$ to denote the same set of edges if $W$ is clear from the context. Also, let $w$ be an edge in $W$ which lies on the face $f \in F(z)$ (Fig. 3a). We refer to $w$ as the edge in $W$ which is associated with the face $f$. Now, as $W$ is moved downwards, there can be no vertex on its way (no vertex event), or it will encounter a vertex (vertex events).

No vertex event: Let $W_{1}$ and $W_{2}$ be two wavefronts at heights $z+\epsilon(\epsilon>0)$ and $z$ respectively such that $F(z)=F(z+\epsilon)=F$ (Fig. 4a). In other words, there is no vertex in $T$ at height between $z$ and $z+\epsilon$. Let $f$ be a face in $F$, and let $w_{1}$ and $w_{2}$ be the two edges in $W_{1}$ and $W_{2}$ respectively that are associated with $f$. Then, the images of $w_{1}$ and $w_{2}$ in the $X Y$-plane are parallel to each other (Fig.4b). Moreover, this observation is true for all edges of $W_{1}$ and $W_{2}$.

Disappearing and appearing vertex events: Let $v$ be a vertex of $T$ which is at height $z$, and let $W$ be the wavefront at $z$. Notice that if there are multiple vertices at the same height, we have multiple vertex events at the same time, one for each vertex. The argument below is still valid in this case.

Let $W_{u}$ be the wavefront at $z+\epsilon_{1}\left(\epsilon_{1}>0\right)$ such that for heights $h$ in $z<h \leq z+\epsilon_{1}$ we have $F\left(z+\epsilon_{1}\right)=F(h)=U($ Fig. 5a). Next, denote the two faces that are adjacent to $v$ in $W$ by $f_{1}$ and $f_{2}$ (Fig. 5a). Let $U^{\prime}$ be the subset of $U$ which is adjacent to $v$ excluding $f_{1}$ and $f_{2}\left(U^{\prime} \subset U-\left\{f_{1}, f_{2}\right\}\right)$. Then, as the frontier wavefront moves from $z+\epsilon_{1}$ to $z$, the edges in $W_{u}^{i}$ that are associated with $U^{\prime}$ disappear in $W^{i}$. See Fig. 5 b . We refer to this event as the disappearing vertex event.

Similarly, let $W_{l}$ be the wavefront at $z-\epsilon_{2}\left(\epsilon_{2}>0\right)$ such that for heights $h$ in $z-\epsilon_{2} \leq h<z$ we have $F\left(z-\epsilon_{2}\right)=F(h)=L$. Let $L^{\prime} \subset L-\left\{f_{1}, f_{2}\right\}$ be the set of faces that are adjacent to $v$ excluding $f_{1}$ and $f_{2}$ (Fig.5). Then, as the frontier moves from $z$ to $z-\epsilon_{2}$ new edges associated with $L^{\prime}$ appear in $W_{l}^{i}$. We refer to this event as the appearing vertex event.


Fig. 5 a The surface $T$.b The $X Y$-plane

The following Definition will be useful later when we define the distance between two wavefronts.

Definition 9 (The closing and opening wavefront vertices) Consider the portion of $W_{u}$ that intersects $U^{\prime}$ (Fig. 5). We denote the two wavefront vertices on $W_{u}$ that enclose this portion by $c_{1}$ and $c_{2}$. We also refer to them as the closing vertices. Similarly, $o_{1}$ and $o_{2}$, the opening vertices, are defined on $W_{l}$.

Now that we have the discrete events, we are ready to define the distance between two consecutive wavefronts.

Distance Between Two Wavefronts: The distance between two consecutive wavefronts $W$ and $W_{n}$, which is denoted by $d\left(W, W_{n}\right)$, is defined as follows for each of the three types of transitions between $W$ and $W_{n}$ :

No vertex event: Let us denote the image of the wavefront vertices in $W$ by $\left\{w_{1}, w_{2}, \cdots, w_{k}\right\}$. Similarly, denote the vertices in $W_{n}$ by $\left\{w_{1}^{\prime}, w_{2}^{\prime}, \cdots, w_{k}^{\prime}\right\}$ (Fig. 6a). Then, $d\left(W, W_{n}\right)$ is defined as $\frac{1}{\alpha} \max _{1 \leq j \leq k} w_{j} w_{j}^{\prime}$.

Appearing vertex event: See Fig. 6b. We define an auxiliary polygon in the $X Y$ plane based on the image of $W_{n}$. Let us denote this new polygon by $W_{a}$. Then $W_{a}$ is obtained by taking the extension of the two edges in $W_{n}$ that are adjacent to $o_{1}$




Fig. 6 Images of $W$ and $W_{n}$ are shown in the base plane. a No vertex event. b Appearing vertex event. The appearing edges on $W_{n}^{i}$ are shown in thicker line. c Disappearing vertex event
and $o_{2}$. Let $v_{n}$ be the intersection of these two extension lines. Then, $d\left(W, W_{n}\right)$ is defined as the maximum of $d\left(W, W_{a}\right)$ (from the previous no vertex event definition) and $\frac{1}{\alpha} \max \left(v^{i} o_{1}^{i}, v^{i} o_{2}^{i}\right)$.

Disappearing vertex event: See Fig. 6c. Similar to the no vertex event case, let $w_{i}$ and $w_{i}^{\prime}$ denote the rest of the wavefront vertices on $W$ and $W_{n}$ respectively. Then, $d\left(W, W_{n}\right)$ is defined as the maximum of $\frac{1}{\alpha} \max \left(v^{i} c_{1}^{i}, v^{i} c_{2}^{i}\right)$ and $\frac{1}{\alpha} \max _{1 \leq j \leq k} w_{j} w_{j}^{\prime}$.

We are now ready to present the discretization of $T$ by wavefronts.
Discretization of $T$ by the Wavefronts: In order to discretize $T$, we need the discretization distance $D$ as the input parameter. For a given value of $D$, we can choose the wavefronts on $T$ such that the distance between any two consecutive wavefronts is at most $D$.

Specifically, the procedure for obtaining the wavefronts is the following. We add the highest point as the first wavefront. Starting from this first wavefront, we move downwards until the wavefront distance is $D$ or we reach a terrain vertex. We then add the wavefront at this height as the second wavefront. We continue with this procedure until we reach the $X Y$-plane and the surface of $T$ is completely swept.

In our strategy we use the following property:
Lemma 2 (Distance between projections onto two consecutive wavefronts) Let $W$ and $W_{n}$ be two consecutive wavefronts and e be a point outside $W_{n}$. The distance between $p_{1}$, the image of the projection of e onto $W$, and $p_{2}$, the image of the projection of e onto $W_{n}$, is less than $D$ where $D$ is the maximum distance between any two wavefronts in the XY-plane.

Proof The point $e$ can be in an edge region or a wedge region of the wavefront $W$. In each case, we show that the distance between $p_{1}$ and $p_{2}$ is less than $D$ (Lemmas 8 and 9).

## 5 Guarding Wavefronts

In this section we present the pursuer's strategy for guarding the current wavefront $W$. The pursuer locates itself on $W$ at distance $d_{\pi}>0$ along $W$ away from the projection of the evader onto $W$. In order to prevent the evader from crossing $W$, the distance $d_{\pi}$ must satisfy a constraint that we present in this section. We call this configuration for guarding $W$ the rook configuration which we formalize as follows. Suppose that the evader is outside the region enclosed by $W$ (i.e. the evader is below $W)$. Also, suppose that the pursuer is on the wavefront $W$. Consider the projection of $\mathcal{E}$ onto $W$ which is denoted by $\pi(\mathcal{E}, W)$.

Definition 10 (The Rook Configuration on $T$ ) The pursuer on the wavefront $W$ is in rook configuration if $d_{\pi}=d_{W}(\mathcal{P}, \pi(\mathcal{E}, W)) \leq \frac{\alpha}{2}$ where $\alpha$ is the minimum length coefficient. Figure 7a depicts an illustration (See Definition 4 and Proposition 2 for $d_{W}$ and $\alpha$ respectively.).


Fig. 7 Proof of Lemma 3. a The players are shown on $T$ along with their images on the base plane. b The images in the base plane. $\mathbf{c}$ If $d_{\pi}<h$, the evader cannot cross $W$ without capture

In the following, we first show that when the pursuer is in the rook configuration, it can capture the evader if it tries to cross the wavefront $W$ (Lemma 3). We then show that once the pursuer establishes the rook configuration on the frontier $W$, it can maintain it afterwards as the evader moves (Lemma 4).

Lemma 3 Suppose that the pursuer is on the wavefront $W$ in rook configuration (i.e. at distance $d_{\pi} \leq \frac{\alpha}{2}$ along $W$ away from the projection of $\mathcal{E}$ ). Then, the evader cannot cross $W$ without being captured.

Proof Our proof has two parts. First, we show that the condition $d_{\pi} \leq \frac{\alpha}{2}$ implies that either the evader is already captured or $d_{\pi}$ is less than the shortest distance between the evader and the wavefront $W$. We use this result in the second part of the proof and show that the pursuer can capture $\mathcal{E}$ if it tries to cross $W$.

First part: We would like to show that if $d_{\pi} \leq \frac{\alpha}{2}$, then either we have capture or the distance between the evader and $W$ is at least $d_{\pi}$. We first introduce a lower bound on the distance between $\mathcal{E}$ and $W$. We then show that this lower bound is more than $d_{\pi}$.

To find the lower bound, we take another step to find another lower bound in the base plane. We connect this lower bound in the base plane to the lower bound on $T$ by means of Lemma 1 and Proposition 2. Consider the image of $\mathcal{E}$ and $W$ in the base plane (Fig. 7a). In the base plane, we know that the image of the projection of the evader onto $W$ (i.e. $\pi^{i}(\mathcal{E}, W)$ ) is the closest point on $W^{i}$ to the image of $\mathcal{E}$ (Lemma 11). Notice that the shortest path between $\mathcal{E}^{i}$ and $\pi^{i}(\mathcal{E}, W)$ is a line segment (since $T$ is convex). Let us denote the length of this shortest path by $h$. Thus, all paths in the base plane are longer than $h$, and the length of the pre-image of each path in the base-plane is more than the length of its image. Therefore, all paths on $T$ between $\mathcal{P}$ and $\mathcal{E}$ are longer than $h$.

We now show that $h>d_{\pi}$. To do so, we consider the triangle between the image of $\mathcal{E}$, the image of $\mathcal{P}$ and the image of the projection of the evader onto $W$ in the base plane, and we use the triangle inequality as follows. See Fig. 7b. Let $a$ denote the length of the segment between $\mathcal{E}^{i}$ and $\mathcal{P}^{i}$ in the base plane and $a_{T}$
denote the length of its pre-image on $T$. Similarly, let $m$ denote the length of the segment between $\mathcal{P}^{i}$ and the image of the projection of the evader. If $a_{T} \leq 1$, the evader is already captured. Therefore, suppose that $a_{T}>1$. Thus, $a>\alpha$ (Lemma 1). According to triangle inequality we have $m+h \geq a$. We also have $d_{\pi} \geq m$. Therefore $d_{\pi}+h \geq m+h \geq a$. Together with $a>\alpha$ we have $d_{\pi}+h>\alpha$. Now if $\frac{\alpha}{2} \geq d_{\pi}$, we conclude that $h>\alpha-d_{\pi} \geq \frac{\alpha}{2}$. Thus $h>\frac{\alpha}{2}$ and hence $h>d_{\pi}$. To recap, the shortest distance between the evader and the wavefront is at least $h$ and $h$ is more than $d_{\pi}$. Thus, $d_{\pi}$ is a lower bound for the shortest distance between $\mathcal{P}$ and $\mathcal{E}$.

Second part: We next show that if the evader crosses $W$ it will be captured by the pursuer. We show that there exists a path on $T$ from the pursuer to the evader which is shorter than two. Therefore, the pursuer can capture the evader by moving along this path for one unit (at the end of this move the distance between the players is less than step size and hence we have capture). Suppose that the evader moves from $e_{1}$ to $e_{2}$ and crosses $W$ at point $q$. Let us denote the length of the evader path from $e_{1}$ to $q$ by $l_{1}$. Similarly, let $l_{2}$ be the length of the evader path from $q$ to $e_{2}$. Thus $l_{1}+l_{2} \leq 1$. See Fig. 7c. We show that the length of the path composed of $W(\mathcal{P}, q)$ and the evader path from $q$ to $e_{2}$ is less than 2 . Let us denote the length of this path by $l_{p}$. Notice that $l_{p}=d_{\pi}+l_{e}+l_{2}$ where $l_{e}$ is the distance between the projection of the evader onto $W$ and $q$ along $W$ (Fig. 7c). From the first part of the proof we know that $d_{\pi} \leq l_{1}$. Also, according to Lemma 11 we have $l_{e} \leq l_{1}$. Therefore, $l_{p}=d_{\pi}+l_{e}+l_{2} \leq l_{1}+l_{1}+l_{2} \leq 1+1$. Thus, at the end of the pursuer's turn the distance between the players is less than the step size.

Finally, we show that the pursuer can keep up staying close to the projection of the evader onto $W$ as the evader moves.

Lemma 4 The distance that the projection of the evader onto $W$ travels is less than the distance that the evader travels.

Proof Consider the partitioning the region outside $W^{i}$ into the wedge regions and the edge regions (Fig. 1b). The distance that the evader travels in each region is more than the distance that its projection onto $W$ travels.

## 6 Making Progress

We now focus on the pursuer's strategy for making progress towards the next wavefront $W_{n}$ which is based on the motion of the evader.

Remark 2 Without loss of generality, we assume that the pursuer establishes the rook configuration by locating itself to the left of $\pi(\mathcal{E}, W)$. We then use the clockwise direction, as the base direction for classifying the evader's motion.

The evader's motion can be categorized into three types of events: (1) the evader does not move in its current turn, (2) the evader moves in the counter clock-wise
direction in its current turn, (3) the evader moves in the clock-wise direction for the next $O(N)$ steps where $N$ is finite and we will specify it later in Sect.6.3. In all of these events, we show that the pursuer can move to the projection of the evader onto the next wavefront $W_{n}\left(\pi\left(\mathcal{E}, W_{n}\right)\right)$. After moving to $\pi\left(\mathcal{E}, W_{n}\right)$, the pursuer needs only one extra step to locate itself in the rook configuration i.e. at distance $d_{\pi}$ away from $\pi\left(\mathcal{E}, W_{n}\right)$. The pursuer repetitively applies this strategy to make progress to the next wavefront. Therefore, the evader will be captured in finite number of steps.

The key property that we incorporate in order to show that the pursuer can move to the projection of the evader onto the next wavefront is that for all points $e$ the distance between the projection of $e$ onto two consecutive wavefronts is less than the distance between the wavefronts themselves (Lemma 2).

The result of our paper is the following theorem.
Theorem 1 (Capture on Convex Terrains) Our proposed pursuit strategy guarantees capture in finite number of steps. Specifically, the pursuer captures the evader in $O\left(\left(\frac{D_{T}}{D}+n\right) \cdot \frac{|T|}{1-d_{\pi}-D}\right)$ where $n$ is the number of vertices on $T,|T|$ denotes the perimeter of $T, D_{T}$ is the diagonal of $T, d_{\pi}$ is the rook configuration distance, and $D$ is the distance between wavefronts.

Proof In Lemma 6 we show that $N=\frac{|T|}{1-d_{\pi}-D}$. Therefore, after at most $N=$ $\frac{|T|}{1-d_{\pi}-D}$ steps, the pursuer can move from $W$ to $W_{n}$ and update $W$ to $W_{n}$. The distance between two consecutive wavefronts is $D$ or less than $D$ when we have a vertex in between them (according to the construction phase). Thus, we have at most $\frac{D_{T}}{D}+n$ wavefronts. Hence, the capture time is $O\left(\left(\frac{D_{T}}{D}+n\right) \cdot \frac{|T|}{1-d_{\pi}-D}\right)$.

### 6.1 Making Progress When the Evader Stays Still

In this section, we consider the case that the evader remains still in its turn. The pursuer uses this extra step in order to make progress towards the next wavefront. The key idea is that the distance between the projection of $\mathcal{E}$ onto two consecutive wavefronts $W$ and $W_{n}$ is at most $D$ (Lemma 2). Therefore, the distance between the pursuer and the projection of the evader onto $W_{n}$ is at most $d_{\pi}+D$. This is because the pursuer is guarding $W$ in the rook configuration and thus away from the projection of $\mathcal{E}$ onto $W$ for $d_{\pi}$. Consequently, $d_{\pi}$ and $D$ can be chosen small enough such that the pursuer can move to the projection of $\mathcal{E}$ onto the next wavefront in one step.

As a result, if we design $d_{\pi}$ and $D$ such that $d_{\pi}+D \leq 1$ the pursuer can move to the new projection of the evader in only one step.


Fig. 8 The evader moves counter clockwise

### 6.2 The Evader Moves Counter Clock-wise

We now consider the case that the evader is moving in counter clock-wise direction in the current time-step. Similar to Sect. 6.1 we use the observation that the distance between the projection of any point onto two consecutive wavefronts is at most $D$ (Lemma 2). Therefore, the pursuer can move to $\pi\left(\mathcal{E}_{n}, W\right)$ along $W$ and then from there it can go to $\pi\left(\mathcal{E}_{n}, W_{n}\right)$ in only one step (Fig. 8) if $d_{\pi}$ and $D$ are designed properly.

Lemma 5 Suppose that the evader moves counter clock-wise in its turn. Then, if we design $d_{\pi}$ and $D$ such that $\max \left(d_{\pi}, 1-d_{\pi}\right)+D \leq 1$, the pursuer can move to $\pi\left(\mathcal{E}_{n}, W_{n}\right)$ in one step.

Proof Consider the projection of $\mathcal{E}_{n}$ onto $W$ : it can be to the left or to the right of $\mathcal{P}$ (Fig. 8). Therefore, the distance between $\mathcal{P}$ and $\pi\left(\mathcal{E}_{n}, W\right)$ is at most $\max \left(d_{\pi}, 1-d_{\pi}\right)$. The distance between $\pi\left(\mathcal{E}_{n}, W\right)$ and $\pi\left(\mathcal{E}_{n}, W_{n}\right)$ is at most $D$ (Lemma 2). Thus, $d_{\pi}$ and $D$ must satisfy: $\max \left(d_{\pi}, 1-d_{\pi}\right)+D \leq 1$.

### 6.3 The Evader Moves in Clock-Wise Direction for $O(N)$ Steps

We now consider the case that the evader is moving in the clock-wise direction for the next $O(N)$ where $N$ is chosen such that after $N$ steps it is guaranteed that either: (1) we have a time step such that the evader has to stay still or move counter-clockwise, or (2) the projection of the evader onto the current wavefront $W$ circumnavigates around $W$ for a complete round. In other words, if $\mathcal{E}$ moves clock-wise for $N$ steps, $\pi(\mathcal{E}, W)$ will come back to the same point on $W$. Notice that if in one of these $O(N)$ steps, the evader stays still or moves counter clock-wise, then the pursuer can use the strategy in Sects. 6.1 and 6.2 for making progress towards $W_{n}$. Therefore, we can assume that during the next $O(N)$ the evader is moving clockwise. In this case, we show that the pursuer can make progress as follows. Since $\pi(\mathcal{E}, W)$ circumnavigates around $W$,


Fig. 9 The pursuer can make progress as the evader crosses a wedge region
the evader crosses the wedge region of a wavefront vertex $w \in W$ (Fig.9). We show that by properly selecting $d_{\pi}$ and $D$ the pursuer can move to the projection of the evader onto the next wavefront $W_{n}$ in one step. Intuitively, as the evader crosses the wedge region of $w$ its projection onto $W$ remains fixed i.e. $w$. Therefore, the pursuer does not need to move along $W$ to maintain the rook configuration (which is staying close to the projection of the evader onto $W$ ). Instead, the pursuer moves toward the next wavefront $W_{n}$ by moving to $\pi\left(\mathcal{E}, W_{n}\right)$. In the following, we first compute $N$ and then we present the condition on $d_{\pi}$ and $D$ for making progress.

We now compute the number of steps $N$ that are required for moving clock-wise such that the projection of $\mathcal{E}$ onto $W$ circumnavigates around $W$ for a complete round. In other words, if $\mathcal{E}$ moves clock-wise for $N$ steps, $\pi(\mathcal{E}, W)$ will come back to the same point on $W$.

Lemma 6 Consider the next $O(N)$ steps where $\left.N=\frac{|T|}{1-d_{\pi}-D}\right)$ and $|T|$ denotes the perimeter of the boundary of $T$ (Assume that $d_{\pi}+D<1$.). Then, we will have at least one of the following events in these $O\left(\frac{|T|}{1-d_{\pi}-D}\right)$ steps: (1) for at least one turn $\mathcal{E}$ does not move, or (2) it moves counter clock-wise, or (3) $\mathcal{E}$ circumnavigates around $W$ i.e. $\pi(\mathcal{E}, W)$ comes back to the same point on $W$.

Proof Suppose that we don't have none of the the first and the second events. We show that for sure we will have the third event. Since the first and the second events did not occur, the evader is moving clock-wise. Let $\mathcal{E}$ and $\mathcal{E}_{n}$ denote the location of the evader before and after a turn. For simplicity let us use the notations $d_{e}=d_{W}\left(\pi(\mathcal{E}, W), \pi\left(\mathcal{E}_{n}, W\right)\right)$ and $d_{\pi}=d_{W}(\mathcal{P}, \pi(\mathcal{E}, W))$. Consider the path $T\left(\mathcal{P}, \pi\left(\mathcal{E}_{n}, W_{n}\right)\right)=W(\mathcal{P}, \pi(\mathcal{E}, W))+W\left(\pi(\mathcal{E}, W), \pi\left(\mathcal{E}_{n}, W\right)\right)+$ $T\left(\pi\left(\mathcal{E}_{n}, W\right), \pi\left(\mathcal{E}_{n}, W_{n}\right)\right)$. The length of this path is $d_{\pi}+d_{e}+D$. Let us denote this length by $d_{p}$. There will be two case: (1) $d_{p} \leq 1$, (2) $d_{p}>1$. In the first case, if $d_{p} \leq 1$, the pursuer can move to $\pi\left(\mathcal{E}_{n}, W_{n}\right)$ and make progress to the next wavefront $W_{n}$.

In the second case we have $1<d_{p}=d_{\pi}+d_{e}+D$. Consequently, $1-d_{\pi}-D<d_{e}$. In this case, the evader's projection onto $W$ moves for at least $1-d_{\pi}-D$. Notice that
the perimeter of $W$ is at most $|T|$ since the boundary of $T$ and $W$ are convex polygons. Therefore, after at most $\frac{|T|}{1-d_{\pi}-D}$ steps, $\pi(\mathcal{E}, W)$ comes back to the same point on $W$. Notice that here the following condition is required: $0<1-d_{\pi}-D \Rightarrow d_{\pi}+D<1$.

Next, we show that if $\pi(\mathcal{E}, W)$ circumnavigates around $W$, the pursuer can make progress to the next wavefront $W_{n}$ by moving to $\pi\left(\mathcal{E}, W_{n}\right)$.

Lemma 7 Suppose that the evader moves in the same direction (clockwise) such that its projection onto $W$ comes back to the same point on $W$. Then, if $d_{\pi}$ and $D$ satisfy the following inequality the pursuer can move to the projection of the evader onto the next wavefront $W_{n}: d_{\pi}+D \leq\left(\alpha-d_{\pi}\right) \sin \gamma$ where $\gamma$ is the wedge angle (Definition 6) in $T$ with minimum $\sin \gamma$ and $\alpha$ is the minimum length coefficient (Proposition 2).

Proof Since the projection of the evader onto $W$ circumnavigates for a complete round around $W$, the evader crosses the wedge region of a wavefront vertex $w \in W$. Let us denote the image of the evader in the base plane by $e_{1}$ and $e_{2}$ as it crosses the corresponding wedge region (Fig.9). In the following, we first find a lower bound on the length of the evader path $e_{1} e_{2}$. We then show that there is path between the pursuer and the projection of $e_{2}$ onto $W_{n}$ of length at most $d_{\pi}+D$. By choosing $d_{\pi}$ and $D$ such that $d_{\pi}+D$ is less than the lower bound on the length of the evader path $e_{1} e_{2}$ we ensure that the pursuer can move to $\pi\left(e_{2}, W_{n}\right)$ and thus make progress to $W_{n}$.

We now present the lower bound on the length of the evader path $e_{1} e_{2}$. Consider the segment in between the images of $\mathcal{P}$ and $e_{1}$ in the base plane. Since $T$ is convex and also according to Proposition 1, the pre-image of this segment is a valid path on $T$. Let us denote the length of this path on $T$ from $\mathcal{P}$ to $e_{1}$ by $a_{T}$. Also, let $a$ be the length of the image of this path (the segment in the base plane). Since the evader is not captured, it must be that $1<a_{T}$. Therefore, $\alpha<a$ (Lemma 1). Next, let $h$ be the length of the segment $e_{1} w^{i}$ in the base plane, and $d_{e}$ be the length of the evader path $T\left(e_{1}, e_{2}\right)$. Notice that the pursuer is in the rook configuration. Thus, the distance $d_{W}(\mathcal{P}, w)=d_{\pi}$. Therefore, using the triangle property, we have $d_{\pi}+h \geq a$. Thus, $h \geq \alpha-d_{\pi}$. Observe that the length of the evader path between $e_{1}$ and $e_{2}$ is at least $h \sin \gamma$ (See Fig. 9). Therefore, $d_{e} \geq h \sin \gamma \geq\left(\alpha-d_{\pi}\right) \sin \gamma$. Therefore, the path that the evader travels on $T$ from $e_{1}$ to $e_{2}$ is longer than $\left(\alpha-d_{\pi}\right) \sin \gamma$.

Next, we present the pursuer path to $\pi\left(e_{2}, W_{n}\right)$. Observe that the projection of $e_{1}$ and also $e_{2}$ onto $W$ is $w$. Since the pursuer is in the rook configuration on $W$ the distance between the pursuer and $w$ along $W$ is $d_{\pi}$. Also, the distance between $\pi\left(e_{2}, W\right)=w$ and $\pi\left(e_{2}, W_{n}\right)$ is at most $D$ (Lemma 2). Therefore, the pursuer path $W(\mathcal{P}, w)+T\left(w, \pi\left(e_{2}, W_{n}\right)\right)$ is shorter than $d_{\pi}+D$. Consequently if we design $d_{\pi}$ and $D$ such that $d_{\pi}+D \leq\left(\alpha-d_{\pi}\right) \sin \gamma$, then the pursuer path will be shorter than the evader path. Therefore, we must have: $d_{\pi}(1+\sin \gamma)+D \leq \alpha \sin \gamma \Rightarrow d_{\pi}<\frac{\alpha \sin \gamma}{1+\sin \gamma}$. Hence, the pursuer can move to $\pi\left(e_{2}, W_{n}\right)$ as a response to evader motion from $e_{1}$ to $e_{2}$.

## 7 Conclusion

We studied the lion and man game on convex terrains and presented a pursuit strategy which guarantees that the pursuer can reduce the distance between the players to the step size in finite time. The capture time is a function of the terrain's properties such as its height and maximum slope as well as the perimeter of its projection onto the base plane.

One of the questions left open in this work is the optimality of this strategy. A second research direction is to characterize terrains in which a single pursuer suffices for capture. Even though convexity is sufficient, it is not necessary. A related question is to compute minimum number of pursuers for a given terrain.

## Appendix

Remark 1 In the following proofs, we treat the disappearing vertex event as a no vertex event with edge length zero for the disappearing edges.

Lemma 8 Let $W_{1}$ and $W_{2}$ be two consecutive wavefronts, and e be a point outside $W^{i}$ in the $X Y$-plane. Suppose that e is in the edge region of an edge $m_{1}$ in $W_{1}$. Then, the distance between $p_{1}$, the image of the projection of e onto $W_{1}$, and $p_{2}$, the image of the projection of e onto $W_{2}$, is less than $D$ where $D$ is the maximum distance between any two wavefronts in the XY-plane [12].

Lemma 9 Let $W_{1}$ and $W_{2}$ be two consecutive wavefronts, and e be a point outside $W^{i}$ in the XY-plane. Suppose that e is in the wedge region of a vertex $w_{1}$ in $W_{1}$. Then, the distance between $p_{1}=w_{1}^{i}$, the image of the projection of e onto $W_{1}$, and $p_{2}$, the image of the projection of e onto $W_{2}$, is less than $D$ where $D$ is the maximum distance between any two wavefronts in the XY-plane [12].

Lemma 10 Consider the image of a wavefront $W$ in the XY-plane. Let e be a point in the XY-plane which is outside $W^{i}$. Let p be the projection of e onto $W^{i}$. The line segment ep makes two angles with $W^{i}$. Then both of these angles are larger than $\frac{\pi}{2}[12]$.

Lemma 11 Consider the image of a wavefront $W$ onto the XY-plane, i.e. $W^{i}$. Let $e_{1}$ be a point in the $X Y$-plane which is outside the region enclosed by $W^{i}$. Moreover, let e denote the projection of $e_{1}$ onto $W^{i}$ (i.e. $\pi\left(e_{1}, W\right)$, see Definition 7). Then, for all points $q \in W^{i}$, we have [12]:

- In the $X Y$-plane, $e$ is closer to $q$ than $e_{1}$. We show this by proving that $d_{W}(e, q) \leq$ $d_{X Y}\left(e_{1}, q\right)$.
- In the $X Y$-plane, $e$ is closer to $e_{1}$ than any other point $q$ on $W^{i}$. In other words, $d_{X Y}\left(e, e_{1}\right) \leq d_{X Y}\left(q, e_{1}\right)$.
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# RRT $^{\text {X }}$ : Real-Time Motion Planning/ Replanning for Environments with Unpredictable Obstacles 

Michael Otte and Emilio Frazzoli


#### Abstract

We present RRT $^{X}$, the first asymptotically optimal sampling-based motion planning algorithm for real-time navigation in dynamic environments (containing obstacles that unpredictably appear, disappear, and move). Whenever obstacle changes are observed, e.g., by onboard sensors, a graph rewiring cascade quickly updates the search-graph and repairs its shortest-path-to-goal subtree. Both graph and tree are built directly in the robot's state space, respect the kinematics of the robot, and continue to improve during navigation. $\mathrm{RRT}^{\mathrm{X}}$ is also competitive in static environments-where it has the same amortized per iteration runtime as RRT and RRT* $\Theta(\log n)$ and is faster than $\mathrm{RRT}^{\#} \omega\left(\log ^{2} n\right)$. In order to achieve $O(\log n)$ iteration time, each node maintains a set of $O(\log n)$ expected neighbors, and the search graph maintains $\epsilon$-consistency for a predefined $\epsilon$.


Keywords Real-time • Asymptotically optimal • Graph consistency • Motion planning $\cdot$ Replanning $\cdot$ Dynamic environments $\cdot$ Shortest-path

## 1 Introduction

Replanning algorithms find a motion plan and then repair that plan on-the-fly if/when changes to the obstacle set are detected during navigation. We present $\mathrm{RRT}^{\mathrm{X}}$, the first asymptotically optimal sampling-based replanning algorithm. $\mathrm{RRT}^{\mathrm{X}}$ enables realtime kinodynamic navigation in dynamic environments, i.e., in environments with obstacles that unpredictably appear, move, and vanish. $\mathrm{RRT}^{\mathrm{X}}$ refines, updates, and remodels a single graph and its shortest-path subtree over the entire duration of navigation. Both graph and subtree exist in the robot's state space, and the tree is rooted at the goal state (allowing it to remain valid as the robot's state changes during navigation). Whenever obstacle changes are detected, e.g., via the robot's sensors,

[^49]

Fig. 1 Dubins robot (white circle) using $\mathrm{RRT}^{\mathrm{X}}$ to move from start to goal (white square) while repairing its shortest-path tree (light-gray) versus obstacle changes. Color is cost-to-goal. Planned/executed paths are white/red. Obstacles are black with white outlines. Time (in seconds) appears above each sub-figure. Tree edges are drawn (not Dubins trajectories). See http://tinyurl. com/153gzgd for video
rewiring operations cascade down the affected branches of the tree in order to repair the graph and remodel the shortest-path tree (Fig. 1).

Although $\mathrm{RRT}^{\mathrm{X}}$ is designed for dynamic environments, it is also competitive in static environments-where it is asymptotically optimal and has an expected amortized per iteration runtime of $\Theta(\log n)$ for graphs with $n$ nodes. This is similar to RRT and RRT* $\Theta(\log n)$ and faster than $\mathrm{RRT}^{\#} \Theta\left(\log ^{2} n\right)$.

The expected $\Theta(\log n)$ time is achieved, despite rewiring cascades, by using two new graph rewiring strategies: (1) Rewiring cascades are aborted once the graph becomes $\epsilon$-consistent, ${ }^{1}$ for a predefined $\epsilon>0$. (2) Graph connectivity information

[^50]is maintained in local neighbor sets stored at each node, and the usual edge symmetry is allowed to be broken, i.e., the directed edge $(u, w)$ will eventually be forgotten by $u$ but not by $w$ or vice versa. In particular, node $v$ always remembers the original neighbors that were calculated upon its insertion into the search-graph. However, each of those original neighbors will forget its connection to $v$ once it is no longer within an RRT*-like shrinking $D$-ball centered at $v$ (with the exception that connections within the shortest-path subtree are also remembered). This guarantees: (A) each node maintains expected $O(\log n)$ neighbors, (B) the RRT* solution is always a realizable sub-graph of the $\mathrm{RRT}^{X}$ graph-providing an upper-bound on path length, (C) all "edges" are remembered by at least one node. Although (1) and (2) have obvious side-effects, ${ }^{2}$ they significantly decrease reaction time (i.e., iteration time versus RRT\# and cost propagation time versus RRT*) without hindering asymptotic convergence to the optimal solution.

A YouTube play-list of $\mathrm{RRT}^{\mathrm{X}}$ movies at http://tinyurl.com/153gzgd shows RRT ${ }^{\mathrm{X}}$ solving a variety of motion problems in different spaces [13].

### 1.1 Related Work

In general, $\mathrm{RRT}^{\mathrm{X}}$ differs from previous work in that it is the first asymptotically optimal sampling-based replanning ${ }^{3}$ algorithm.

Previous sampling-based replanning algorithms (e.g., ERRT [2], DRRT [3], multipartite RRT [19], LRF [4]) are concerned with finding a feasible path. Previous methods also delete nodes/edges whenever they are invalidated by dynamic obstacles (detached subtrees/nodes/edges not in collision may be checked for future reconnection). Besides the fact that $\mathrm{RRT}^{\mathrm{X}}$ is a shortest-path planning algorithm, it also rewires the shortest-path subtree to temporarily exclude edges/nodes that are currently in collision (if the edges/nodes cease to be in collision, then $\mathrm{RRT}^{X}$ rewires them back into the shortest-path subtree).

RRT ${ }^{\#}$ [1] is the only other sampling-based algorithm that uses a rewiring cascade; in particular, after the cost-to-goal of an old node is decreased by the addition of a new node. RRT $^{\#}$ is designed for static environments (obstacle appearances, in particular, break the algorithm). In Sect. 3 we prove that in static environments the asymptotic expected runtime to build a graph with $n$ nodes is $\Theta(n \log n)$ for $\operatorname{RRT}^{\mathrm{X}}$ and $\omega\left(n \log ^{2} n\right)$ for RRT ${ }^{\text {\# }}$.

PRM [6] is the first asymptotically optimal sampling-based motion planning algorithm. PRM*/RRT* [5] are the first with $\Theta(\log n)$ expected per iteration time. PRM/PRM*/RRT* assume a static environment, and RRT* uses "Lazy-propagation"

[^51]to spread information through an inconsistent graph (i.e., data is transferred only via new node insertions).

D* [17], Lifelong-A* [7], and D*-Lite [8] are discrete graph replanning algorithms designed to repair an $\mathrm{A}^{*}$-like solution after edge weights have changed. These algorithms traditionally plan/replan over a grid embedded in the robot's workspace, and thus find geometric paths that are suboptimal with respect to the robot's state space-and potentially impossible to follow given its kinematics.

Any-Time SPRT [14] is an asymptotically optimal sampling-based motion planning algorithm that maintains a consistent graph; however, it assumes a static environment and requires $O(n)$ time per iteration.

LBT-RRT [16] is designed for static environments and maintains a "lower-bound" graph that returns asymptotically $1+\hat{\epsilon}$ "near-optimal" solutions. Note that tuning $\hat{\epsilon}$ changes the performance of LBT-RRT along the spectrum between RRT and RRT*, while tuning $\epsilon$ changes the graph consistency of $\mathrm{RRT}^{\mathrm{X}}$ along the spectrum between that of RRT* and RRT ${ }^{\#}$ (i.e., in static environments).

Recent work [12] prunes sampling-based roadmaps down to a sparse subgraph spanner that maintains near-optimality while using significantly fewer nodes. This is similar, in spirit, to how $\mathrm{RRT}^{\mathrm{X}}$ limits each nodes neighbor set to $O(\log n)$.

Feedback planners generate a continuous control policy over the state space (i.e. instead of embedding a graph in the state space). Most feedback planners do not consider obstacles [15, 18], while those that do [11] assume that obstacles are both static and easily representable in the state space (sampling-based motion planning algorithms do not).

### 1.2 Preliminaries

Let $\mathcal{X}$ denote the robot's $D$-dimensional state space. $\mathcal{X}$ is a measurable metric space that has finite measure. Formally, $\mathscr{L}(\mathcal{X})=c$, for some $c<\infty$ and $\mathscr{L}(\cdot)$ is the Lebesgue measure; assuming $\mathrm{d}\left(x_{1}, x_{2}\right)$ is a distance function on $\mathcal{X}$, then $\mathrm{d}\left(x_{1}, x_{2}\right) \geq$ 0 and $\mathrm{d}\left(x_{1}, x_{3}\right) \leq \mathrm{d}\left(x_{1}, x_{2}\right)+\mathrm{d}\left(x_{2}, x_{3}\right)$ and $\mathrm{d}\left(x_{1}, x_{2}\right)=\mathrm{d}\left(x_{2}, x_{1}\right)$ for all $x_{1}, x_{2}, x_{3} \in$ $\mathcal{X}$. We assume the boundary of $\mathcal{X}$ is both locally Lipschitz-continuous and has finite measure. The obstacle space $\mathcal{X}_{\text {obs }} \subset \mathcal{X}$ is the open subset of $\mathcal{X}$ in which the robot is "in collision" with obstacles or itself. The free space $\mathcal{X}_{\text {free }}=\mathcal{X} \backslash \mathcal{X}_{\text {obs }}$ is the closed subset of $\mathcal{X}$ that the robot can reach. We assume $\mathcal{X}_{\text {obs }}$ is defined by a set $\mathcal{O}$ of a finite number of obstacles $O$, each with a boundary that is both locally Lipschitzcontinuous and has finite measure.

The robot's start and goal states are $x_{\text {start }}$ and $x_{\text {goal }}$, respectively. At time $t$ the location of the robot is $x_{\text {bot }}(t)$, where $x_{\text {bot }}:\left[t_{0}, t_{\text {cur }}\right] \rightarrow \mathcal{X}$ is the traversed path of the robot from the start time $t_{0}$ to the current time $t_{\mathrm{cur}}$, and is undefined for $t>t_{\mathrm{cur}}$. The obstacle space (and free space) may change as a function of time and/or robot location, i.e. $\Delta \mathcal{X}_{\text {obs }}=f\left(t, x_{\text {bot }}\right)$. For example, if there are unpredictably moving obstacles, inaccuracies in a priori belief of $\mathcal{X}_{\text {obs }}$, and/or a subset of $\mathcal{X}_{\text {free }}$ must be "discovered" via the robot's sensors.

A movement trajectory $\pi\left(x_{1}, x_{2}\right)$ is the curve defined by a continuous mapping $\pi:[0,1] \rightarrow \mathcal{X}$ such that $0 \mapsto x_{1}$ and $1 \mapsto x_{2}$. A trajectory is valid iff both $\pi\left(x_{1}, x_{2}\right) \cap \mathcal{X}_{\text {obs }}=\emptyset$ and it is possible for the robot to follow $\pi\left(x_{1}, x_{2}\right)$ given its kinodynamic and other constraints. $\mathrm{d}_{\pi}\left(x_{1}, x_{2}\right)$ is the length of $\pi\left(x_{1}, x_{2}\right)$.

### 1.3 Environments: Static Vs Dynamic and Related Assumptions

A static environment has an obstacle set that changes deterministically versus $t$ and $x_{\text {bot }}$, i.e., $\Delta \mathcal{X}_{\text {obs }}=f\left(t, x_{\text {bot }}\right)$ for $f$ known a priori. In the simplest case, $\Delta \mathcal{X}_{\text {obs }} \equiv \emptyset$. In contrast, a dynamic ${ }^{4}$ environment has an unpredictably changing obstacle set, i.e., $f$ is a "black-box" that cannot be known a priori. The assumption of incomplete prior knowledge of $\Delta \mathcal{X}_{\text {obs }}$ guarantees myopia; this assumption is the defining characteristic of replanning algorithms, in general. While nothing prevents us from estimating $\Delta \mathcal{X}_{\text {obs }}$ based on prior data and/or online observations, we cannot guarantee that any such estimate will be correct. Note that $\Delta \mathcal{X}_{\text {obs }} \neq \emptyset$ is not a sufficient condition for $\mathcal{X}$ to be dynamic. ${ }^{5}$

### 1.4 Problem Statement of "Shortest-Path Replanning"

Given $\mathcal{X}, \mathcal{X}_{\text {obs }}, x_{\text {goal }}, x_{\text {bot }}(0)=x_{\text {start }}$, and unknown $\Delta \mathcal{X}_{\text {obs }}=f\left(t, x_{\text {bot }}\right)$, find $\pi^{*}\left(x_{\text {bot }}, x_{\text {goal }}\right)$ and, until $x_{\text {bot }}(t)=x_{\text {goal }}$, simultaneously update $x_{\text {bot }}(t)$ along $\pi^{*}\left(x_{\text {bot }}, x_{\text {goal }}\right)$ while recalculating $\pi^{*}\left(x_{\text {bot }}, x_{\text {goal }}\right)$ whenever $\Delta \mathcal{X}_{\text {obs }} \neq \emptyset$, where

$$
\pi^{*}\left(x_{\text {bot }}, x_{\text {goal }}\right)=\underset{\pi\left(x_{\text {bot }}, x_{\text {goal }}\right) \in \mathcal{X}_{\text {free }}}{\arg \min } \mathrm{d}_{\pi}\left(x_{\text {bot }}, x_{\text {goal }}\right)
$$

### 1.5 Additional Notation Used for the Algorithm and Its Analysis

$\operatorname{RRT}^{\mathrm{X}}$ constructs a graph $\mathcal{G}:=(V, E)$ embedded in $\mathcal{X}$, where $V$ is the node set and $E$ is the edge set. With a slight abuse of notation we will allow $v \in V$ to be used in place of $v$ 's corresponding state $x \in \mathcal{X}$, e.g., as a direct input into distance functions.

[^52]Thus, the robot starts at $v_{\text {start }}$ and goes to $v_{\text {goal }}$. The "shortest-path" subtree of $\mathcal{G}$ is $\mathcal{T}:=\left(V_{\mathcal{T}}, E_{\mathcal{T}}\right)$, where $\mathcal{T}$ is rooted at $v_{\text {goal }}, V_{\mathcal{T}} \subset V$, and $E_{\mathcal{T}} \subset E$. The set of 'orphan nodes' is defined $V_{\mathcal{T}}^{\mathrm{c}}=V \backslash V_{\mathcal{T}}$ and contains all nodes that have become disconnected from $\mathcal{T}$ due to $\Delta \mathcal{X}_{\text {obs }}$ (c denotes the set compliment of $V_{\mathcal{T}}$ with respect to $V$ and not the set of nodes in the compliment graph of $\mathcal{T}$ ).
$\mathcal{G}$ is built, in part, by drawing nodes at random from a random sample sequence $S=\left\{v_{1}, v_{2}, \ldots\right\}$. We assume $v_{i}$ is drawn i.i.d from a uniform distribution over $\mathcal{X}$; however, this can be relaxed to any distribution with a finite probability density for all $v \in \mathcal{X}_{\text {free }}$. We use $V_{n}, \mathcal{G}_{n}, \mathcal{T}_{n}$ to denote the node set, graph, and tree when the node set contains $n$ nodes, e.g., $\mathcal{G}_{n}=\mathcal{G}$ s.t. $|V|=n$. Note $m_{i}=\left|V_{m_{i}}\right|$ at iteration $i$, but $m_{i} \neq i$ in general because samples may not always be connectable to $\mathcal{G}$. Indexing on $m$ (and not $i$ ) simplifies the analysis.
$\mathbb{E}_{n}(\cdot)$ denotes the expected value of ' $\because$ ' over the set $\mathcal{S}$ of all such sample sequences, conditioned on the event that $n=|V|$. The expectation $\mathbb{E}_{n, v_{x}}(\cdot)$ is conditioned on both $n=|V|$ and $V_{n} \backslash V_{n-1}=\left\{v_{x}\right\}$ for $v_{x}$ at a particular $x \in \mathcal{X}$.
$\operatorname{RRT}^{\mathrm{X}}$ uses a number of neighbor sets for each node $v$, see Fig. 2. Edges are directed $(u, v) \neq(v, u)$, and we use a superscript ' - ' and ' + ' to denote association with incoming and outgoing edges, respectively. 'Incoming neighbors' of $v$ is the set $N^{-}(v)$ s.t. $v$ knows about $(u, v)$. 'Outgoing neighbors' of $v$ is the set $N^{+}(v)$ s.t. $v$ knows about $(v, u)$. At any instant $N^{+}(v)=N_{0}^{+}(v) \cup N_{r}^{+}(v)$ and $N^{-}(v)=N_{0}^{-}(v) \cup N_{r}^{-}(v)$, where $N_{0}^{-}(v)$ and $N_{0}^{+}(v)$ are the original $\mathrm{PRM}^{*}$-like in/out-neighbors (which $v$ always keeps), and $N_{r}^{-}(v)$ and $N_{r}^{+}(v)$ are the 'running' in/out-neighbors (which $v$ culls as $r$ decreases). The set of all neighbors of $v$ is $N(v)=N^{+}(v) \cup N^{-}(v)$. Because $\mathcal{T}$ is rooted at $v_{\text {goal }}$, the parent of $v$ is denoted $p_{\mathcal{T}}^{+}(v)$ and the child set of $v$ is denoted $C_{\mathcal{T}}^{-}(v)$.


Fig. 2 Neighbor sets of/with node $v$. Left $v$ is inserted when $r=r_{1}$. Right later $r=r_{2}<r_{1}$. Solid neighbors known to $v$. Black solid original in- $N_{0}^{-}(v)$ and out-neighbors $N_{0}^{+}(v)$ of $v$. Colored solid running in- $N_{r}^{-}(v)$ and out-neighbors $N_{r}^{+}(v)$ of $v$. Dotted $v$ is neighbor of $v_{i} \neq v$. Dotted colored $v$ is an original neighbor of $v_{i}$. Bold edge in shortest-path subtree. Dashed other sub-path
$g(v)$ is the ( $\epsilon$-consistent) cost-to-goal of reaching $v_{\text {goal }}$ from $v$ through $\mathcal{T}$. The look-ahead estimate of cost-to-goal is $\operatorname{lmc}(v)$. Note that the algorithm stores both $g(v)$ and $\operatorname{lmc}(v)$ at each node, and updates $\operatorname{lmc}(v) \leftarrow \min _{u \in N^{+}(v)} \mathrm{d}_{\pi}(v, u)+$ $\operatorname{lmc}(u)$ when appropriate conditions have been met. $v$ is ' $\epsilon$-consistent' iff $g(v)-$ $\operatorname{lmc}(v)<\epsilon$. Distvm is the cost-to-goal of $v$ given $\mathcal{T}_{m}$. Recall that $\pi_{\mathcal{X}}^{*}\left(v, v_{\text {goal }}\right)$ is the optimal path from $v$ to $v_{\text {goal }}$ through $\mathcal{X}$; the length of $\pi_{\mathcal{X}}^{*}\left(v, v_{\text {goal }}\right)$ is $\mathrm{g}^{*}(v)$.
$Q$ is the priority queue that is used to determine the order in which nodes become $\epsilon$-consistent during the rewiring cascades. The key that is used for $Q$ is the ordered pair $(\min (g(v), \operatorname{lmc}(v)), g(v))$ nodes with smaller keys are popped from $Q$ before nodes with larger keys, where $(a, b)<(c, d)$ iff $a<c \vee(a=c \wedge b<d)$.

## 2 The RRT ${ }^{\text {X }}$ Algorithm

RRT $^{\mathrm{X}}$ appears in Algorithm 1 and its major subroutines in Algorithms 2-6 (minor subroutines appear on the last page). The main control loop, lines 3-17, terminates once the robot reaches the goal state. Each pass begins by updating the RRT*-like neighborhood radius $r$ (line 4), and then accounting for obstacle and/or robot changes (lines 5-8). "Standard" sampling-based motion planning operations improve and refine the graph by drawing new samples and then connecting them to the graph if possible (lines 9-14). RRT*-like graph rewiring (line 16) guarantees asymptotic optimality, while rewiring cascades enforce $\epsilon$-consistency (line 17, and also on line 6 as part of updateObstacles () ). saturate ( $v, v_{\text {nearest }}$ ), line 12 , repositions $v$ to be $\delta$ away from $v_{\text {nearest }}$.
extend $(v, r)$ attempts to insert node $v$ into $\mathcal{G}$ and $\mathcal{T}$ (line 5). If a connection is possible then $v$ is added to its parent's child set (line 6). The edge sets of $v$ and its neighbors are updated (lines 7-13). For each new neighbor $u$ of $v, u$ is added to $v$ 's initial neighbors sets $N_{0}^{+}(v)$ and $N_{0}^{-}(v)$, while $v$ is added to $u$ 's running neighbor sets $N_{r}^{+}(u)$ and $N_{r}^{-}(u)$. This Differentiation allows $\mathrm{RRT}^{\mathrm{X}}$ to maintain $O(\log n)$ edges at each node, while ensuring $\mathcal{T}$ is no worse than the tree created by RRT* given the same sample sequence.
cullNeighbors $(v, r)$ updates $N_{r}^{-}(v)$, and $N_{r}^{+}(v)$ to allow only edges that are shorter than $r$-with the exceptions that we do not remove edges that are part of $\mathcal{T}$. RRT $^{\mathrm{X}}$ inherits asymptotic optimality and probabilistic completeness from $\mathrm{PRM}^{*} / \mathrm{RRT}^{*}$ by never culling $N_{0}^{-}(v)$ or $N_{0}^{+}(v)$.
rewireNeighbors $(v)$ rewires $v$ 's in-neighbors $u \in N^{-}(v)$ to use $v$ as their parent, if doing so results in a better cost-to-goal at $u$ (lines 3-6). This rewiring is similar to RRT*'s rewiring, except that here we verify that $\epsilon$-inconsistent neighbors are in the priority queue (lines 7-8) in order to set off a rewiring cascade during the next call to reduceInconsistency().

```
Algorithm 1: \(\operatorname{RRT}^{\mathrm{X}}(\mathcal{X}, S)\)
    \(V \leftarrow\left\{v_{\text {goal }}\right\}\)
    \(v_{\text {bot }} \leftarrow v_{\text {start }}\)
    while \(v_{\text {bot }} \neq v_{\text {goal }}\) do
        \(r \leftarrow\) shrinkingBallRadius()
        if obstacles have changed then
        updateObstacles()
        if robot is moving then
            \(v_{\text {bot }} \leftarrow\) updateRobot \(\left(v_{\text {bot }}\right)\)
        \(v \leftarrow \operatorname{randomNode}(S)\)
        \(v_{\text {nearest }} \leftarrow\) nearest \((v)\)
        if \(\mathrm{d}\left(v, v_{\text {nearest }}\right)>\delta\) then
        \(v \leftarrow \operatorname{saturate}\left(v, v_{\text {nearest }}\right)\)
        if \(v \notin \mathcal{X}_{\text {obs }}\) then
                extend \((v, r)\)
        if \(v \in V\) then
            rewireNeighbors \((v)\)
            reduceInconsistency()
```

```
Algorithm 2: extend \((v, r)\)
    \(V_{\text {near }} \leftarrow \operatorname{near}(v, r)\)
    findParent \(\left(v, V_{\text {near }}\right)\)
    if \(p_{\mathcal{T}}^{+}(v)=\emptyset\) then
        return
    \(V \leftarrow V \cup\{v\}\)
    \(C_{\mathcal{T}}^{-}\left(p_{\mathcal{T}}^{+}(v)\right) \leftarrow C_{\mathcal{T}}^{-}\left(p_{\mathcal{T}}^{+}(v)\right) \cup\{v\}\)
    forall \(u \in V_{\text {near }}\) do
        if \(\pi(v, u) \cap \mathcal{X}_{\text {obs }}=\emptyset\) then
            \(N_{0}^{+}(v) \leftarrow N_{0}^{+}(v) \cup\{u\}\)
        \(N_{r}^{-}(u) \leftarrow N_{r}^{-}(u) \cup\{v\}\)
        if \(\pi(u, v) \cap \mathcal{X}_{\text {obs }}=\emptyset\) then
            \(N_{r}^{+}(u) \leftarrow N_{r}^{+}(u) \cup\{v\}\)
            \(N_{0}^{-}(v) \leftarrow N_{0}^{-}(v) \cup\{u\}\)
```

Algorithm 3: cullNeighbors $(v, r)$
forall $u \in N_{r}^{+}(v)$ do
if $r<\mathrm{d}_{\pi}(v, u)$ and $p_{\mathcal{T}}^{+}(v) \neq u$ then
$N_{r}^{+}(v) \leftarrow N_{r}^{+}(v) \backslash\{u\}$
$N_{r}^{-}(u) \leftarrow N_{r}^{-}(u) \backslash\{v\}$

```
Algorithm 4: rewireNeighbors(v)
    f g(v)-\operatorname{lmc}(v)>\epsilon
        cullNeighbors(v,r)
        forall }u\in\mp@subsup{N}{}{-}(v)\{\mp@subsup{p}{\mathcal{T}}{+}(v)} d
            if }\operatorname{lmc}(u)>\mp@subsup{\textrm{d}}{\pi}{}(u,v)+\operatorname{lmc}(v)\mathrm{ then
                lmc}(u)\leftarrow\mp@subsup{\textrm{d}}{\pi}{}(u,v)+\operatorname{lmc}(v
                makeParentOf(v,u)
                if g(u)-\operatorname{lmc}(u)>\epsilon then
                                    verrifyQueue(u)
```

```
Algorithm 5: reduceInconsistency()
1 while \(\operatorname{size}(Q)>0\) and
    \(\left(\right.\) keyLess \(\left(\operatorname{top}(Q), v_{\text {bot }}\right)\) or \(\operatorname{lmc}\left(v_{\text {bot }}\right) \neq \mathrm{g}\left(v_{\text {bot }}\right)\)
    or \(\mathrm{g}\left(v_{\text {bot }}\right)=\infty\) or \(\left.Q \ni v_{\text {bot }}\right)\) do
        \(v \leftarrow \operatorname{pop}(Q)\)
        if \(\mathrm{g}(v)-\operatorname{lmc}(v)>\epsilon\) then
            updateLMC \((v)\)
            rewireNeighbors \((v)\)
        \(\mathrm{g}(v) \leftarrow \operatorname{lmc}(v)\)
```

```
Algorithm 6: findParent \((v, U)\)
```

Algorithm 6: findParent $(v, U)$
forall $u \in U$ do
forall $u \in U$ do
$\pi(v, u) \leftarrow$ computeTrajectory $(\mathcal{X}, v, u)$
$\pi(v, u) \leftarrow$ computeTrajectory $(\mathcal{X}, v, u)$
if $\mathrm{d}_{\pi}(v, u) \leq r$ and
if $\mathrm{d}_{\pi}(v, u) \leq r$ and
$\operatorname{lmc}(v)>\mathrm{d}_{\pi}(v, u)+\operatorname{lmc}(u)$ and $\pi(v, u) \neq \emptyset$
$\operatorname{lmc}(v)>\mathrm{d}_{\pi}(v, u)+\operatorname{lmc}(u)$ and $\pi(v, u) \neq \emptyset$
and $\mathcal{X}_{\text {obs }} \cap \pi(v, u)=\emptyset$ then
and $\mathcal{X}_{\text {obs }} \cap \pi(v, u)=\emptyset$ then
$p_{\mathcal{T}}^{+}(v) \leftarrow u$
$p_{\mathcal{T}}^{+}(v) \leftarrow u$
$\operatorname{lmc}(v) \leftarrow \mathrm{d}_{\pi}(v, u)+\operatorname{lmc}(u)$

```
            \(\operatorname{lmc}(v) \leftarrow \mathrm{d}_{\pi}(v, u)+\operatorname{lmc}(u)\)
```

reduceInconsistency() manages the rewiring cascade that propagates cost-to-goal information and maintains $\epsilon$-consistency in $\mathcal{G}$ (at least up to the levelset of $1 \mathrm{mc}(\cdot)$ containing $v_{\text {bot }}$ ). It is similar to its namesake from RRT\#, except that in $\mathrm{RRT}^{\mathrm{X}}$ the cascade only continues through $v$ 's neighbors if $v$ is $\epsilon$-inconsistent (lines 3-5). This is one reason why $\mathrm{RRT}^{\mathrm{X}}$ is faster than $\mathrm{RRT}^{\#}$. Note that $v$ is always made locally 0 -consistent (line 6).
updateLMC $(v)$ updates $\operatorname{lmc}(v)$ based on $v$ 's out-neighbors $N^{+}(v)$ (as in RRT ${ }^{\#}$ ). findParent $(v, U)$ finds the best parent for $v$ from the node set $U$.
propogateDescendants() performs a cost-to-goal increase cascade leaf-ward through $\mathcal{T}$ after an obstacle has been added; the cascade starts at nodes with edge trajectories made invalid by the obstacle and is necessary to ensure that the decrease cascade in reduceInconsistency() reaches all relevant portions of $\mathcal{T}$ (as in $\mathrm{D}^{*}$ ). updateObstacles() updates $\mathcal{G}$ given $\Delta \mathcal{X}_{\text {obs }}$; affected by nodes are added to $Q$ or $V_{\mathcal{T}}^{\mathrm{c}}$, respectively, and then reduceInconsistency() and/or propogateDescendants() are called to invoke rewiring cascade(s).

## 3 Runtime Analysis of RRT, RRT* ${ }^{*}$ RRT $^{\text {X }}$, and RRT ${ }^{\#}$

In Sects.3.1-3.3 we prove bounds on the time required by RRT, RRT* ${ }^{*}$ RRT $^{X}$, and RRT $^{\#}$ to build a search-graph containing $n$ nodes in the static case $\Delta \mathcal{X}_{\text {obs }}=\emptyset$. In Sect.3.4 we discuss the extra operations required by $R R T^{X}$ when $\Delta \mathcal{X}_{\text {obs }} \neq \emptyset$.

Lemma $1 \sum_{j=1}^{n} \log j=\Theta(n \log n)$.
Proof $\log (j+1)-\log j \leq 1$ for all $j \geq 1$. Therefore, by construction: $-n+$ $\int_{1}^{n} \log x d x \leq \sum_{j=1}^{n} \log j \leq n+\int_{1}^{n} \log x d x$ for all $n \geq 1$. Calculus gives: $-n+$ $\frac{1-n}{\ln 2}+n \log n \leq \sum_{j=1}^{n} \log j \leq n+\frac{1-n}{\ln 2}+n \log n$.

Slight modifications to the proof of Lemma 1 yield the following corollaries:
Corollary $1 \sum_{j=1}^{n} \frac{\log j}{j}=\Theta\left(\log ^{2} n\right)$.
Corollary $2 \sum_{j=1}^{n} \log ^{2} j=\Theta\left(n \log ^{2} n\right)$.
Let $f_{i}^{R R T}$ and $f_{i}^{R R T *}$ denote the runtime of the $i$ th iteration of RRT and RRT*, respectively, assuming samples are drawn uniformly at random from $\mathcal{X}$ according to the sequence $S=\left\{v_{1}, v_{2}, \ldots\right\}$. Let $f^{R R T}(n), f^{R R T *}(n)$, and $f^{R R T^{X}}(n)$ denote the cumulative time until $n=\left|V_{n}\right|$, i.e., the graph contains $n$ nodes, using RRT, RRT*, and $\mathrm{RRT}^{\mathrm{X}}$, respectively.

### 3.1 Expected Time Until $|V|=N$ for RRT and RRT*

References [5, 10] give the following propositions, respectively:
Proposition $1 f_{i}^{R R T}=\Theta\left(\log m_{i}\right)$ for $i \geq 0$, where $m_{i}=\left|V_{m_{i}}\right|$ at iteration $i$.
Proposition $2 \mathbb{E}\left(f_{i}^{R R T *}\right)=\Theta\left(f_{i}^{R R T}\right)$ for all $i \geq 0$.
The dominating term in both RRT and RRT* is due to a nearest neighbor search. The following corollaries are straightforward to prove given Lemma 1 and Propositions 1 and 2 (proofs are omitted here due to space limitations).

Corollary $3 \mathbb{E}\left(f^{R R T}(n)\right)=\Theta(n \log n)$.
Corollary $4 \mathbb{E}\left(f^{R R T *}(n)\right)=\Theta(n \log n)$.

### 3.2 Expected Amortized Time Until $|V|=N$ for $\operatorname{RRT}^{\mathbf{X}}$ (Static $\mathcal{X}$ )

In this section we prove: $\mathbb{E}_{n}\left(f^{R R T^{X}}(n)\right)=\Theta(n \log n)$. The proof involves a comparison to RRT* and proceeds in the following three steps:

1. RRT* cost-to-goal values approach optimality, in the limit as $n \rightarrow \infty$.
2. For RRT*, the summed total difference (i.e., over all nodes) between initial and optimal cost-to-goal values is $O(\epsilon n)$; thus, when $n=\left|V_{n}\right|, \mathrm{RRT}^{\mathrm{X}}$ will have performed at most $O(n)$ cost propagations of size $\epsilon$ given the same $S$.
3. For $\mathrm{RRT}^{\mathrm{X}}$, each propagation of size $\epsilon$ requires the same order amortized time as inserting a new node (which is the same order for RRT* and $\mathrm{RRT}^{\mathrm{X}}$ ).

By construction $\mathrm{RRT}^{\mathrm{X}}$ inherits the asymptotically optimal convergence of RRT* (we assume the planning problem, cost function, and ball parameter are defined appropriately). Theorem 38 from [5] has two relevant corollaries:

Corollary $5 \mathbb{P}\left(\left\{\lim \sup _{n \rightarrow \infty} \mathrm{~g}_{n}(v)=\mathrm{g}^{*}(v)\right\}\right)=1$ for all $v: v \in V_{n<\infty}$.
Corollary $6 \lim _{n \rightarrow \infty} \mathbb{E}_{n}\left(\mathrm{~g}_{n}(v)-\mathrm{g}^{*}(v)\right)=0$ for all $v: v \in V_{n \leq \infty}$.
Consider the case of adding $v_{x}$ as the $n$th node in RRT* (Fig. 3), where $v_{x}$ is located at $x$. The RRT* parent of $v_{x}$ is $p$ and $\mathrm{d}\left(v_{x}, p\right)$ is the distance from $v_{x}$ to $p$. The length of the trajectory from $v_{x}$ to $p$ is $\mathrm{d}_{\pi}\left(v_{x}, p\right)$. The radius of the shrinking neighborhood ball is $r$. By construction $\mathrm{d}\left(v_{x}, p\right)<r$ and $\mathrm{d}_{\pi}\left(v_{x}, p\right)<r$. Let $\hat{\mathrm{d}}\left(v_{x}, p\right)$ be a stand in for both $\mathrm{d}\left(v_{x}, p\right)$ and $\mathrm{d}_{\pi}\left(v_{x}, p\right)$. The following proposition comes from the fact that $\lim _{n \rightarrow \infty} r=0$.

Proposition $3 \lim _{n \rightarrow \infty} \mathbb{E}_{n, v_{x}}\left(\hat{\mathrm{~d}}\left(v_{x}, p\right)\right)=0$, where $p$ is $R R T^{*}$ parent of $v_{x}$.
Lemma $2 \lim _{n \rightarrow \infty} \mathbb{E}_{n, v_{x}}\left(g_{n}\left(v_{x}\right)-\mathrm{g}^{*}\left(v_{x}\right)\right)=0$.

Fig. 3 Node $v_{x}$ at $x$ is inserted when $n=\left|V_{n}\right|$. The parent of $v_{x}$ is $p . \mathrm{d}_{\pi}\left(v_{x}, p\right)$ is the distance from $v_{x}$ to $p$ along the (red) trajectory. $\mathrm{g}_{n}\left(v_{x}\right)$ and $\mathrm{g}_{n}(p)$ are the cost-to-goals of $v_{x}$ and $p$ when $n=\left|V_{n}\right|$, while $\mathrm{g}^{*}\left(v_{x}\right)$ and $\mathrm{g}^{*}(p)$ are their optimal cost-to-goals, respectively. The neighbor ball (blue) has radius $r$. Obstacles are not drawn


$$
\mathrm{g}_{n}\left(v_{x}\right)=\mathrm{g}_{n}(p)+\mathrm{d}_{\pi}\left(v_{x}, p\right)
$$

Proof By the triangle inequality $\mathrm{g}^{*}\left(v_{x}\right)+\mathrm{d}\left(p, v_{x}\right) \geq \mathrm{g}^{*}(p)$. Rearranging and then adding $\mathrm{g}_{n}\left(v_{x}\right)$ to either side:

$$
\begin{equation*}
\mathrm{g}_{n}\left(v_{x}\right)-\mathrm{g}^{*}\left(v_{x}\right) \leq \mathrm{g}_{n}\left(v_{x}\right)-\mathrm{g}^{*}(p)+\mathrm{d}\left(p, v_{x}\right) \tag{1}
\end{equation*}
$$

Equation(1) holds over all $S \in\left\{\hat{S}: V_{n} \backslash V_{n-1}=\left\{v_{x}\right\}\right\} \subset \mathcal{S}$, thus

$$
\begin{equation*}
\mathbb{E}_{n, v_{x}}\left(\mathrm{~g}_{n}\left(v_{x}\right)-\mathrm{g}^{*}\left(v_{x}\right)\right) \leq \mathbb{E}_{n, v_{x}}\left(\mathrm{~g}_{n}\left(v_{x}\right)-\mathrm{g}^{*}(p)+\mathrm{d}\left(p, v_{x}\right)\right) \tag{2}
\end{equation*}
$$

By construction $\mathrm{g}_{n}\left(v_{x}\right)=\mathrm{g}_{n}(p)+\mathrm{d}_{\pi}\left(v_{x}, p\right)$. Substituting into (2), using the linearity of expectation, and taking the limit of either side:

$$
\begin{aligned}
\lim _{n \rightarrow \infty} & \mathbb{E}_{n, v_{x}}\left(\mathrm{~g}_{n}\left(v_{x}\right)-\mathrm{g}^{*}\left(v_{x}\right)\right) \leq \\
& \lim _{n \rightarrow \infty} \mathbb{E}_{n, v_{x}}\left(\mathrm{~g}_{n}(p)-\mathrm{g}^{*}(p)\right)+\lim _{n \rightarrow \infty} \mathbb{E}_{n, v_{x}}\left(\mathrm{~d}_{\pi}\left(v_{x}, p\right)\right)+\lim _{n \rightarrow \infty} \mathbb{E}_{n, v_{x}}\left(\mathrm{~d}\left(p, v_{x}\right)\right) .
\end{aligned}
$$

The law of large numbers guarantees that $x$ (i.e., location of $v_{x}$ ) becomes uncorrelated with the cost-to-goal of $p$, in the limit as $n \rightarrow \infty$. Thus, consequently: $\lim _{n \rightarrow \infty} \mathbb{E}_{n, v_{x}}\left(\mathrm{~g}_{n}(p)-\mathrm{g}^{*}(p)\right)=\lim _{n \rightarrow \infty} \mathbb{E}_{n}\left(\mathrm{~g}_{n}(p)-\mathrm{g}^{*}(p)\right)$. Using Corollary 6 and Proposition 3 (twice) finishes the proof.

Applying the law of total expectation yields the following corollary regarding the $n$th node added to $V$, and completes step 1 of the overall proof.

Corollary $7 \lim _{n \rightarrow \infty} \mathbb{E}_{n}\left(\mathrm{~g}_{n}(v)-\mathrm{g}^{*}(v)\right)=0$, where $V_{n} \backslash V_{n-1}=\{v\}$.
Lemma $3 \sum_{m=1}^{n} \mathbb{E}_{m}\left(\mathrm{~g}_{m}\left(v_{m}\right)-\mathrm{g}^{*}\left(v_{m}\right)\right)=O(\epsilon n)$ for all $n$ such that $1 \leq n<\infty$ and where $V_{m} \backslash V_{m-1}=\left\{v_{m}\right\}$ for all $m$ s.t. $1 \leq m \leq \infty$.

Proof Using the definition of a limit with Corollary 7 shows that for any $c_{1}>0$ there must exist some $n_{c}<\infty$ such that $\mathbb{E}_{n}\left(\mathrm{~g}_{n}(v)-\mathrm{g}^{*}(v)\right)<c_{1}$ for all $n>n_{c}$. We choose $c_{1}=\epsilon$ and define $c_{2}=\sum_{m=1}^{n_{c}} \mathbb{E}_{m}\left(\mathrm{~g}_{m}\left(v_{m}\right)-\mathrm{g}^{*}\left(v_{m}\right)\right)$ so that by construction $\sum_{m=1}^{n} \mathbb{E}_{m}\left(\mathrm{~g}_{m}\left(v_{n}\right)-\mathrm{g}^{*}\left(v_{n}\right)\right) \leq c_{2}+\epsilon n$ for all $n$ s.t. $1 \leq n<\infty$.

Let $f^{p r}(n)$ denote the total number of cost propagations that occur (i.e., through any and all nodes) in RRT $^{\mathrm{X}}$ as a function of $n=\left|V_{n}\right|$.

Lemma $4 \mathbb{E}_{n}\left(f^{p r}(n)\right)=O(n)$.
Proof When $m=\left|V_{m}\right|$ a propagation is possible only if there exists some node $v$ such that $\mathrm{g}_{m}(v)-\mathrm{g}^{*}(v)>\epsilon$. Assuming RRT* and $\mathrm{RRT}^{\mathrm{X}}$ use the same $S$, then by construction $\mathrm{g}_{m}(v)$ for $\mathrm{RRT}^{*}$ is an upper bound on $\mathrm{g}_{m}(v)$ for $\mathrm{RRT}^{\mathrm{X}}$ for all $v \in V_{m}$ and $m$ such that $1 \leq m<\infty$. Thus, $f^{p r}(n) \leq(1 / \epsilon) \sum_{m=1}^{n} \mathrm{~g}_{m}\left(v_{m}\right)-\mathrm{g}^{*}\left(v_{m}\right)$, where $\mathrm{g}_{m}\left(v_{m}\right)$ is the RRT*-value of this quantity. Using the linearity of expectation to apply Lemma 3 we find that $\mathbb{E}_{n}\left(f^{p r}(n)\right) \leq(1 / \epsilon) O(\epsilon n)$.

Corollary $8 \lim _{n \rightarrow \infty} \frac{\mathbb{E}_{n}\left(f^{p r}(n)\right)}{c n} \leq 1$ for some constant $c<\infty$.

Corollary 8 concludes step two of the overall proof. The following Lemma 5 uses the notion of runtime amortization. ${ }^{6}$ Let $\hat{f}^{\text {single }}(n)$ denote the amortized time to propagate an $\epsilon$-cost reduction from node $v$ to $N(v)$ when $n=\left|V_{n}\right|$.
Lemma $5 \mathbb{P}\left(\left\{\lim _{n \rightarrow \infty} \frac{\hat{f}^{\text {single }}(n)}{c \log n} \leq 1\right\}\right)=1$ for some constant $c<\infty$.
Proof By construction, a single propagation through $v$ requires interaction with $|N(v)|$ neighbors. Each interaction normally requires $\Theta$ (1) time-except when the interaction results in $u \in N(v)$ receiving an $\epsilon$-cost decrease. In the latter case $u$ is added/updated in the priority queue in $O(\log n)$ time; however, we add this $O(\log n)$ time to $u$ 's next propagation time, so that the current propagation from $v$ only incurs $\Theta$ (1) amortized time per each $u \in N(v)$. To be fair, $v$ must account for any similar $O(\log n)$ time that it has absorbed from each of the $c_{1}$ nodes that have given it an $\epsilon$-cost reduction since the last propagation from $v$. But, for $c_{1} \geq 1$ the current propagation from $v$ is at least $c_{1} \epsilon$ and so we can count it as $c_{1}$ different $\epsilon$-cost decreases from $v$ to $N(v)$ (and $v$ only touches each $u \in N(v)$ once). Hence, $c_{1} \hat{f}^{\text {single }}(n)=|N(v)|+c_{1} O(\log n)$. By the law of large numbers, $\mathbb{P}\left(\left\{\lim _{n \rightarrow \infty}|N(v)|=c_{2} \log n\right)\right\}=1$, for some constant $c_{2}$ s.t. $0<c_{2}<\infty$. Hence, $\mathbb{P}\left(\left\{\lim _{n \rightarrow \infty} \hat{f}^{\text {single }}(n) \leq\left(c_{2} / c_{1}\right) \log n+\log n\right\}\right)=1$, setting $c=1+c_{2} / c_{1}$ finishes the proof.
Corollary $9 \lim _{n \rightarrow \infty} \frac{\mathbb{E}_{n}\left(\hat{f}^{\text {single }}(n)\right)}{c \log n} \leq 1$ for some constant $c<\infty$.
Let $f^{\text {all }}(n)$ denote the total runtime associated with cost propagations by the iteration that $n=\left|V_{n}\right|$, where $f^{\text {all }}(n)=\sum_{j=1}^{f^{p r}(n)} \hat{f}^{\text {single }}\left(m_{j}\right)$ for a particular run of RRT $^{\mathrm{X}}$ resulting in $n=\left|V_{n}\right|$ and $f^{p r}(n)$ individual $\epsilon$-cost decreases.

Lemma $6 \lim _{n \rightarrow \infty} \frac{\mathbb{E}_{n}\left(f^{\text {all }}(n)\right)}{c n \log n}<1$ for $c \leq \infty$.
Proof $\lim _{n \rightarrow \infty} \mathbb{E}_{n}\left(f^{p r}(n)\right) \neq 0$ and $\lim _{n \rightarrow \infty} \mathbb{E}_{n}\left(\hat{f}^{\text {single }}(n)\right) \neq 0$, so obviously $\lim _{n \rightarrow \infty} \frac{\mathbb{E}_{n}\left(f^{p r}(n)\right) \mathbb{E}_{n}\left(\hat{f}^{\text {single }}(n)\right)}{\mathbb{E}_{n}\left(f^{p r}(n)\right) \mathbb{E}_{n}\left(\hat{f}^{\text {single }}(n)\right)}=1$. Although $\hat{f}^{\text {single }}(n)$ and $f^{p r}(n)$ are mutually dependent, in general, they become independent ${ }^{7}$ in the limit as $n \rightarrow \infty$. Thus, $\lim _{n \rightarrow \infty} \frac{\mathbb{E}_{n}\left(f^{p r}(n) \hat{f}^{\text {single }}(n)\right)}{\mathbb{E}_{n}\left(f^{p r}(n)\right) \mathbb{E}_{n}\left(\hat{f}^{\text {single }}(n)\right)}=\lim _{n \rightarrow \infty} \frac{\mathbb{E}_{n}\left(f^{p r}(n)\right) \mathbb{E}_{n}\left(\hat{f}^{\text {single }}(n)\right)}{\mathbb{E}_{n}\left(f^{p r}(n)\right) \mathbb{E}_{n}\left(\hat{f}^{\text {single }}(n)\right)}=1$. Note that the previous step would not have been allowed outside the limit. Using algebra:

[^53]$\lim _{n \rightarrow \infty} \frac{\mathbb{E}_{n}\left(\sum_{j=1}^{f^{p r}(n)} \hat{f}^{\text {single }}(n)\right)}{\mathbb{E}_{n}\left(f^{p r}(n)\right) \mathbb{E}_{n}\left(\hat{f}^{\text {single }}(n)\right)}=1$. Using Corollaries 8 and 9 :
$\lim _{n \rightarrow \infty} \frac{\mathbb{E}_{n}\left(\sum_{j=1}^{f^{p r}(n)} \hat{f}^{\text {single }}(n)\right)}{c_{1} c_{2} n \log n} \leq \lim _{n \rightarrow \infty} \frac{\mathbb{E}_{n}\left(\sum_{j=1}^{f^{p r}(n)} \hat{f}^{\text {single }}(n)\right)}{\mathbb{E}_{n}\left(f^{p r}(n)\right) \mathbb{E}_{n}\left(\hat{f}^{\text {single }}(n)\right)}=1$ for some $c_{1}, c_{2}<\infty$.
Using algebra and defining $c=c_{1} c_{2}$ finishes the proof.
Corollary $10 \mathbb{E}_{n}\left(f^{\text {all }}(n)\right)=O(n \log n)$.
Theorem $1 \mathbb{E}_{n}\left(f^{R R T^{X}}(n)\right)=\Theta(n \log n)$.
Proof When $\Delta \mathcal{X}_{\text {obs }}=\emptyset$, RRT $^{\mathrm{X}}$ differs from RRT* in 3 ways: (1) $\epsilon$-cost propagation, (2) neighbor list storage, and (3) neighbor list culling. ${ }^{8}$ RRT $^{X}$ runtime is found by adding the extra time of (1), (2), and (3) to that of RRT*. Corollary 10 gives the asymptotic time of (1). (2) and (3) are $O(|N(v)|)$, the same as finding a new node's neighbors in RRT*. Therefore, $\mathbb{E}_{n}\left(f^{R R T^{X}}(n)\right)=\mathbb{E}_{n}\left(f^{R R T *}(n)\right)+$ $\mathbb{E}_{n}\left(f^{\text {all }}(n)\right)$. Trivially: $\mathbb{E}_{n}\left(f^{R R T *}(n)\right)=\Theta\left(\mathbb{E}_{n}\left(f^{R R T *}(n)\right)\right)$, and by Corollaries 4 and 10: $\mathbb{E}_{n}\left(f^{R R T^{X}}(n)\right)=\Theta(n \log n)+O(n \log n)=\Theta(n \log n)$.

### 3.3 Expected Time Until $|V|=n$ for $R_{R} \boldsymbol{T}^{\#}$

RRT $^{\#}$ does not cull neighbors (in contrast to $\mathrm{RRT}^{\mathrm{X}}$ ) and so all nodes continue to accumulate neighbors forever.

Lemma $7 \mathbb{E}_{n}(|N(v)|)=\Theta\left(\log ^{2} n\right)$ for all $v$ s.t. $v \in V_{m}$ for some $m<n<\infty$.
Proof Assuming $v$ is inserted when $m=\left|V_{m}\right|$, the expected value of $\mathbb{E}_{n}(|N(v)|)$, where $n=\left|V_{n}\right|$ for some $n>m$ is:
$\mathbb{E}_{n}(|N(v)|)=c \log m+\sum_{j=m+1}^{n} \frac{c \log j}{j}=c\left(\log m+\left(\sum_{j=1}^{n} \frac{\log j}{j}\right)-\left(\sum_{j=1}^{m} \frac{\log j}{j}\right)\right)$ where $c$ is constant. Corollary 1 finishes the proof.

RRT $^{\#}$ propagates all cost changes (in contrast, $\mathrm{RRT}^{\mathrm{X}}$ only propagates those larger than $\epsilon$ ). Thus, any cost decrease at $v$ is propagated to all descendants of $v$, plus any additional nodes that become new descendants of $v$ due to the propagation. Let $f^{p r \#}(n)$ be the number of propagations (i.e., through a single node) that have occurred in RRT\# by the iteration that $n=\left|V_{n}\right|$.

Lemma $8 \mathbb{P}\left(\lim _{n \rightarrow \infty} \frac{n}{f^{p r \#}(n)}=0\right)=1$ with respect to $\mathcal{S}$.

[^54]Proof By contradiction. Assume that $\mathbb{P}\left(\lim _{n \rightarrow \infty} \frac{n}{f^{\text {pr\# }}(n)}=0\right)=c_{1}<1$. Then there exists some $c_{2}$ and $c_{3}$ such that $\mathbb{P}\left(\lim _{n \rightarrow \infty} \frac{n}{f^{p r \#}(n)} \geq c_{2}>0\right)=c_{3}>0$ and therefore $\mathbb{E}\left(\lim _{n \rightarrow \infty} \frac{n}{f^{p r \#}(n)}\right) \geq c_{2} c_{3}>0$, and the expected number of cost propagations to each $v$ s.t. $v \in V_{n}$ is $c_{4}=\frac{1}{c_{2} c_{3}}<\infty$, in the limit as $n \rightarrow \infty$. This is a contradiction because $v$ experiences an infinite number of cost decreases with probability 1 as a result of RRT"'s asymptotic optimal convergence, and each decrease (at a non-leaf node) causes at least one propagation.

The runtime of RRT\# can be expressed in terms of the runtime of RRT* plus the extra work required to keep the graph consistent (cost propagations):

$$
\begin{equation*}
f_{m_{i}}^{R R T \#}=\Theta\left(f_{m_{i}}^{R R T *}\right)+\sum_{j=1}^{f^{p r \#}\left(m_{i}\right)} f_{j}^{p r \#} \tag{3}
\end{equation*}
$$

Here, $f^{p r \#}\left(m_{i}\right)$ is the total number of cost propagations (i.e., through a single node) by iteration $i$ when $m_{i}=|V|$, and $f_{j}^{p r \#}$ is the time required for the $j$ th propagation (i.e., through a single node). Obviously $f_{j}^{p r \#}>c$ for all $j$, where $c>0$. Also, for all $j \geq 1$ and all $m$ the following holds, due to non-decreasing expected neighbor set size versus $j$ :

$$
\begin{equation*}
\mathbb{E}_{m}\left(f_{j}^{p r \#}\right) \leq \mathbb{E}_{m}\left(f_{j+1}^{p r \#}\right) \tag{4}
\end{equation*}
$$

Lemma $9 \lim _{n \rightarrow \infty} \frac{n \log ^{2} n}{\mathbb{E}_{n}\left(\sum_{j=1}^{f r \#(n)} f_{j}^{p r \#}\right)}=0$.
Proof $\lim _{n \rightarrow \infty} \frac{\mathbb{E}_{n}\left(\sum_{j=1}^{n} f_{j}^{p r \#}\right)}{\mathbb{E}_{n}\left(\sum_{j=n+1}^{f p r \#(n)} f_{j}^{p r \#}\right)}=0$ because the ratio between the number of terms in the numerator versus denominator approaches 0 , in the limit, by Lemma 8, and the smallest term in the denominator is no smaller than the largest term in the numerator, by (4). Obviously, $\lim _{n \rightarrow \infty} \frac{\mathbb{E}_{n}\left(\sum_{j=1}^{n} f_{j}^{p r \#}\right)}{\mathbb{E}_{n}\left(\sum_{j=1}^{f^{p / \#}(n)} f_{j}^{p r \#}\right)} \leq \lim _{n \rightarrow \infty} \frac{\mathbb{E}_{n}\left(\sum_{j=1}^{n} f_{j}^{p r \#}\right)}{\mathbb{E}_{n}\left(\sum_{j=n+1}^{f r \#}(n) f_{j}^{p r \#}\right)}=0$. Rearranging: $\lim _{n \rightarrow \infty} \frac{\sum_{j=1}^{n} \mathbb{E}_{m_{j}}\left(f_{j}^{p r 千 \#}\right)}{\mathbb{E}_{n}\left(\sum_{j=1}^{f p r \#}(n) f_{j}^{p r \#}\right)}=0$. By Lemma 7: $\lim _{n \rightarrow \infty} \frac{\sum_{j=1}^{n} \mathbb{E}_{m_{j}}\left(c \log ^{2} m_{j}\right)}{\sum_{j=1}^{n} \mathbb{E}_{m_{j}}\left(f_{j}^{p r \#}\right)}=1$ for some constant $c$ such that $0<c<\infty$. Hence,

$$
\lim _{n \rightarrow \infty} \frac{\sum_{j=1}^{n} \mathbb{E}_{m_{j}}\left(f_{j}^{p r \#}\right)}{\mathbb{E}_{n}\left(\sum_{j=1}^{f p r \|}(n) f_{j}^{p r \|}\right)} \frac{\sum_{j=1}^{n} \mathbb{E}_{m_{j}}\left(c \log ^{2} m_{j}\right)}{\sum_{j=1}^{n} \mathbb{E}_{m_{j}}\left(f_{j}^{p r \|}\right)}=\frac{c \sum_{j=1}^{n} \mathbb{E}_{m_{j}}\left(\log ^{2} m_{j}\right)}{\mathbb{E}_{n}\left(\sum_{j=1}^{f p r \|(n)} f_{j}^{p r \|}\right)}=0
$$

Corollary 2 with the linearity of expectation finishes the proof.
Corollary $11 \mathbb{E}_{n}\left(\sum_{j=1}^{f p r \#(n)} f_{j}^{p r \#}\right)=\omega\left(n \log ^{2} n\right)$.

In the above, $\omega\left(n \log ^{2} n\right)$ is a stronger statement than $\Omega\left(n \log ^{2} n\right)$. We are now ready to prove the asymptotic runtime of $\mathrm{RRT}^{\#}$.

Theorem $2 \mathbb{E}_{n}\left(f_{n}^{R R T \#}\right)=\omega\left(n \log ^{2} n\right)$.
Proof Taking the limit (as $m_{i}=n \rightarrow \infty$ ) of the expectation of either side of (3) and then using Corollaries 4 and 11 , we see that the expected runtime of RRT\# is dominated by propagations: $\mathbb{E}_{n}\left(f_{n}^{R R T \#}\right)=\Theta(n \log n)+\omega\left(n \log ^{2} n\right)$.

### 3.4 RRT ${ }^{\mathrm{X}}$ Obstacle Addition/Removal in Dynamic Environments

The addition of an obstacle requires finding $V_{\text {obs }}$, the set of all nodes with trajectories through the obstacle, and takes expected $O\left(\left|D\left(V_{\text {obs }}\right)\right| \log n\right)$ time. The resulting call to reduceInconsistency () interacts with each $u \in D\left(V_{\text {obs }}\right)$, where $D\left(V_{\text {obs }}\right)$ is the set of all descendants of all $u \in V_{\text {obs }}$, and each interaction takes expected time $O(\log n)$ due to neighbor sets and heap operations. Thus, adding an obstacle requires expected time $O\left(\left|D\left(V_{\mathrm{obs}}\right)\right| \log n\right)$. Removing an obstacle requires similar operations and thus the same order of expected time. In the special case that the obstacle has existed since $t_{0}$, then $D\left(V_{\text {obs }}\right)=\emptyset$ and time is $O(1)$.

## 4 Simulation: Dubins Vehicle in a Dynamic Environment

We have tested RRT $^{X}$ on a variety of problems and state spaces, including unpredictably moving obstacles; we encourage readers to watch the videos we have posted online at [13]. However, due to space limitations, we constrain the focus of the current paper to how $\mathrm{RRT}^{X}$ can be used to solve a Dubins vehicle problem in a dynamic environment.

The state space is defined $\mathcal{X} \subset \mathbb{R}^{2} \times \mathbb{S}^{1}$. The robot moves at a constant speed and has a predefined minimum turning radius $r_{\min }$ [9]. Distance between two points $x, y \in$ $\mathcal{X}$ is defined $\mathrm{d}(x, y)=\sqrt{c_{\theta}\left(x_{\theta}-y_{\theta}\right)^{2}+\sum_{i=1}^{2}\left(x_{i}-y_{i}\right)^{2}}$, where $x_{\theta}$ is heading and $x_{i}$ is the coordinate of $x$ with respect to the $i$ th dimension of $\mathbb{R}^{2}$, and assuming the identity $\theta=\theta+2 \pi$ is obeyed. The constant $c_{\theta}$ determines the cost trade-off between a difference in location versus heading. $\mathrm{d}(x, y)$ is the length of the geodesic between $x$ and $y$ through $\mathbb{R}^{2} \times \mathbb{S}^{1} . \mathrm{d}_{\pi}(x, y)$ is the length of the Dubins trajectory that moves the robot from $x$ to $y$. In general, $\mathrm{d}_{\pi}(x, y) \neq \mathrm{d}(x, y)$; however, by defining $c_{\theta}$ appropriately (e.g., $c_{\theta}=1$ ) we can guarantee $\mathrm{d}_{\pi}(x, y) \geq \mathrm{d}(x, y)$ so that $\mathrm{d}(x, y)$ is an admissible heuristic on $\mathrm{d}_{\pi}(x, y)$.

Figure 1 shows a simulation. $r_{\text {min }}=2 \mathrm{~m}$, speed $=20 \mathrm{~m} / \mathrm{s}$, sensor range $=10 \mathrm{~m}$. The robot plans for 10 s before moving, but must react on-the-fly to $\Delta \mathcal{X}_{\text {obs }}$.

## 5 Discussion

$\mathrm{RRT}^{\mathrm{X}}$ is the first asymptotically optimal algorithm designed for kinodynamic replanning in environments with unpredictably changing obstacles. Analysis and simulations suggest that it can be used for effective real-time navigation. That said, the myopia inherent in dynamic environments makes it impossible for any algorithm/agent to avoid collisions with obstacles that can overwhelm finite agility and/or information (e.g., appear at a location that cannot be avoided).

Analysis shows that $\mathrm{RRT}^{\mathrm{X}}$ is competitive with all state-of-the-art motion planning algorithms in static environments. $\mathrm{RRT}^{\mathrm{X}}$ has the same order expected runtime as RRT and $\mathrm{RRT}^{*}$, and is quicker than $R R T^{\#}$. $\mathrm{RRT}^{\mathrm{X}}$ inherits probabilistic completeness and asymptotic optimality from RRT*. By maintaining a $\epsilon$-consistent graph, $R^{2} T^{X}$ has similar behavior to RRT ${ }^{\#}$ for cost changes larger than $\epsilon$; which translates into faster convergence than RRT* in practice.

```
Algorithm 7: updateObstacles()
    if }\existsO:O\in\mathcal{O}\wedgeO\mathrm{ has vanished then
        forall O:O\in\mathcal{O}\wedgeO has vanished do
        removeObstacle(O)
    reduceInconsistency()
if }\existsO:O\not\in\mathcal{O}\wedgeO\mathrm{ has appeared then
    forall O:O\not\in\mathcal{O}\wedgeO has appeared do
        addNewObstacle(O)
    propogateDescendants()
    verrifyQueue( }\mp@subsup{v}{\mathrm{ bot }}{}\mathrm{ )
    reduceInconsistency()
```

```
Algorithm 8: propogateDescendants()
forall \(v \in V_{\mathcal{T}}^{\mathrm{c}}\) do
    \(V_{\mathcal{T}}^{\mathrm{c}} \leftarrow V_{\mathcal{T}}^{\mathrm{c}} \cup C_{\mathcal{T}}^{-}(v)\)
forall \(v \in V_{T}^{c}\) do
    forall \(u \in\left(N^{+}(v) \cup\left\{p_{\mathcal{T}}^{+}(v)\right\}\right) \backslash V_{\mathcal{T}}^{\mathrm{c}}\) do
        \(\mathrm{g}(u) \leftarrow \infty\)
        verrifyQueue ( \(u\) )
forall \(v \in V_{\mathcal{T}}^{c}\) do
        \(V_{\mathcal{T}}^{\mathrm{c}} \leftarrow V_{\mathcal{T}}^{\mathrm{c}} \backslash\{v\}\)
        \(\mathrm{g}(v) \leftarrow \infty\)
        \(\operatorname{lmc}(v) \leftarrow \infty\)
        if \(p_{\mathcal{T}}^{+}(v) \neq \emptyset\) then
        \(C_{\mathcal{T}}^{-}\left(p_{\mathcal{T}}^{+}(v)\right) \leftarrow C_{\mathcal{T}}^{-}\left(p_{\mathcal{T}}^{+}(v)\right) \backslash\{v\}\)
        \(p_{\mathcal{T}}^{+}(v) \leftarrow \emptyset\)
```

```
Algorithm 9: verrifyOrphan \((v)\)
    if \(v \in Q\) then remove \((Q, v)\)
    \(V_{\mathcal{T}}^{\mathrm{c}} \leftarrow V_{\mathcal{T}}^{\mathrm{c}} \cup\{v\}\)
```

```
Algorithm 10: removeObstacle \((O)\)
    \(E_{O} \leftarrow\{(v, u) \in E: \pi(v, u) \cap O \neq \emptyset\}\)
    \(\mathcal{O} \leftarrow \mathcal{O} \backslash\{O\}\)
    \(E_{O} \leftarrow E_{O} \backslash\left\{(v, u) \in E: \pi(v, u) \cap O^{\prime} \neq \emptyset\right.\)
    for some \(\left.O^{\prime} \in \mathcal{O}\right\}\)
    \(V_{O} \leftarrow\left\{v:(v, u) \in E_{O}\right\}\)
    forall \(v \in V_{O}\) do
        forall \(u:(v, u) \in E_{O}\) do
                \(\mathrm{d}_{\pi}(v, u) \leftarrow\) recalculate \(\mathrm{d}_{\pi}(v, u)\)
        updateLMC \((v)\)
        if \(\operatorname{lmc}(v) \neq \mathrm{g}(v)\) then verrifyQueue \((v)\)
```

```
Algorithm 11: addNewObstacle \((O)\)
\(\mathcal{O} \leftarrow \mathcal{O} \cup\{O\}\)
\(E_{O} \leftarrow\{(v, u) \in E: \pi(v, u) \cap O \neq \emptyset\}\)
forall \((v, u) \in E_{O}\) do
        \(\mathrm{d}_{\pi}(v, u) \leftarrow \infty\)
        if \(p_{\mathcal{T}}^{+}(v)=u\) then verrify \(\operatorname{Orphan}(v)\)
        if \(v_{\text {bot }} \in \pi(v, u)\) then \(\pi_{\text {bot }}=\emptyset\)
```

```
Algorithm 12: verrifyQueue \((v)\)
if \(v \in Q\) then update \((Q, v)\)
else \(\operatorname{add}(Q, v)\)
```

```
Algorithm 13: updateLMC( \(v\) )
    cullNeighbors \((v, r)\)
    forall \(u \in N^{+}(v) \backslash V_{\mathcal{T}}^{\text {c }}: p_{\mathcal{T}}^{+}(u) \neq v\) do
        if \(\operatorname{lmc}(v)>\mathrm{d}_{\pi}(v, u)+\operatorname{lmc}(u)\) then
        \(p^{\prime} \leftarrow u\)
makeParentOf \(\left(p^{\prime}, v\right)\)
```

The consistency parameter $\epsilon$ must be greater than 0 to guarantee $\Theta(\log n)$ expected iteration time. It should be small enough such that a rewiring cascade is triggered whenever obstacle changes require a course correction by the robot. For example, in a Euclidean space (and assuming the robot's position is defined as its center point) we suggest using an $\epsilon$ no larger than $1 / 2$ the robot width.

## 6 Conclusions

We present RRT $^{\mathrm{X}}$, the first asymptotically optimal sampling-based replanning algorithm. $\mathrm{RRT}^{\mathrm{X}}$ facilitates real-time navigation in unpredictably changing environments by rewiring the same search tree for the duration of navigation, continually repairing it as changes to the state space are detected. Resulting motion plans are both valid, with respect to the dynamics of the robot, and asymptotically optimal in static environments. The robot is also able to improve its plan while it is in the process of executing it. Analysis and simulations show that RRT $^{X}$ works well in both unpredictably changing and static environments. In static environments the runtime of $R_{R T}{ }^{X}$ is competitive with RRT and RRT* and faster than RRT\#.
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# Orienting Parts with Shape Variation 
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#### Abstract

Industrial parts are manufactured to tolerances as no production process is capable of delivering perfectly identical parts. It is unacceptable that a plan for a manipulation task that was determined on the basis of a CAD model of a part fails on some manufactured instance of that part, and therefore it is crucial that the admitted shape variations are systematically taken into account during the planning of the task. We study the problem of orienting a part with given admitted shape variations by means of pushing with a single frictionless jaw. We use a very general model for admitted shape variations that only requires that any valid instance must contain a given convex polygon $P_{I}$ while it must be contained in another convex polygon $P_{E}$. The problem that we solve is to determine, for a given $h$, the sequence of $h$ push actions that puts all valid instances of a part with given shape variation into the smallest possible interval of final orientations. The resulting algorithm runs in $O(h n)$ time, where $n=\left|P_{I}\right|+\left|P_{E}\right|$.


Keywords Part feeding • Shape variation • Pushing

## 1 Introduction

Most of the existing solutions in algorithmic automation assume a severely idealized world in which parts are perfectly identical to their CAD-model and manipulators and sensors are infinitely accurate. In real life, however, parts are manufactured to

[^55]tolerances [6, 7] and therefore vary in shape [1], and sensors [4] and actuators [5] are inaccurate, causing the aforementioned algorithms to fail when employed in practice. The challenge is therefore to design algorithms for planning manipulation tasks that explicitly take into account manipulator (and sensor) inaccuracy and part imperfection and report solutions that work despite their presence. In this paper, we concentrate on part shape variation and study its impact on the problem of feeding or orienting it by means of pushing with a frictionless jaw in the spirit of the work by Goldberg [11]. We employ a very general model for shape variation and systematically explore its impact on the task of orienting by pushing. We use the resulting properties to develop a robust algorithm that reduces the uncertainty in the pose of an imperfect part, i.e., a part with shape variation, as much as possible.

Sensorless manipulation has received considerable attention over the past two decades. It focuses on manipulation systems that use simple (and thus cheap and reliable) hardware components that are only capable of performing simple physical actions while using simple or no sensors. The goal in sensorless part feeding or orienting is to reduce the set of possible orientations until the part is in a known final orientation. Lozano-Perez et al. [8] and Erdmann and Mason [9] proposed designs for feeding based on a finite set of actions to orient a part. Akella and Mason [10] developed a complete open-loop plan for feeding by means of pushing. Goldberg [11] showed that there always exists a plan for orienting a polygonal part by pushing or squeezing using a frictionless parallel-jaw gripper and proposed a greedy algorithm for computing the shortest such plan in $O\left(n^{2} \log n\right)$ time, where $n$ is the number of vertices of the part. He conjectured that the length of the shortest plan is linear in $n$. Chen and Ierardi [12] proved Goldberg's conjecture and also showed how to compute the maximum uncertainty radius such that a plan still exists. Berretty et al. [13] showed that 3D (polyhedral) parts can be oriented by a sequence of pushes by a perpendicular pair of planar jaws and gave an $O\left(n^{3} \log n\right)$ time algorithm to find such a plan.

There are also approaches that are based on constrained forms of pushing. Wiegley et al. [14] considered a system consisting of a conveyor belt with fences mounted to its sides, which reorient parts that slide along them while traveling on the belt. The problem of designing the fences is equivalent to computing push actions with constraints on successive push directions. Wiegley et al. presented an exponential algorithm for finding the shortest sequence of fences that orients a given part. Berretty et al. [15] presented an alternative graph-based algorithm that runs in $O\left(n^{3} \log n\right)$ time. In addition, Goldberg [11] and Chen and Ierardi [12] also studied grasps in which a jaw first pushes and then squeezes a part. Their time and complexity bounds are similar to those for pure pushing.

Several authors considered models and problems involving uncertainty in geometric data. For modeling shape variation, geometric approaches such as $\epsilon$-geometry [16], $\lambda$-geometry [17], toleranced and interval-geometry [18, 20] were proposed. In these models, imprecise input data (e.g. vertices of a polygon) are constrained to vary in a region such as a segment, disk, rectangle, or any convex polygon, and worst and best cases of the output of certain problems are studied.

There have been a few studies into part feeding in a context of imperfect parts. Akella and Mason [22] studied the problem of orienting convex polygons whose vertices and center of mass lie inside predefined disks centered at their nominal locations. They required that any variation keeps the part convex. They proposed graph-based approaches for fence and push-squeeze plans for parts that satisfy their assumptions. The problem of orienting a part by fences has been studied by Chen et al. [3]. They used a similar model for part shape variation by allowing the vertices to vary inside disks and squares that are defined relative to the center of mass. Based on their assumptions they proposed a method for computing the maximum allowable disk or square for each vertex for feeding. In addition to these studies, other related work [23, 24] considered location uncertainty and shape variation in a grasp planning context.

In comparison with the aforementioned studies, we consider a more general model for shape variation that allows to characterize variation along the entire boundary instead of only at the vertices. The model assumes that any valid instance of a part contains a given convex shape while it is contained in another given convex shape. Our goal is to solve the part feeding or orienting problem for the imperfect part, that is, we want to find the sequence of pushes that puts all instances from the shape family into the smallest possible interval of orientations. To this end we generalize the notions of radius and push function [11] to families of shapes. In Sects. 3 and 4 we present several properties of the generalized push function along with its upper and lower envelopes. These properties help us to develop a greedy algorithm for reporting the smallest interval of possible orientations for the entire shape family after a given number $h$ of pushes. We also show that there exist imperfect parts for which there always is a next push that shrinks the interval of possible orientations.

## 2 Preliminaries

In this section, we explain our assumptions and introduce the terminology and notation used throughout the paper. To do this, we first define the problem of orienting a part with shape variation. Then, we will have a short review of the relevant concepts from previous work and finally we define similar concepts for a part with shape variation. For brevity, we have omitted most proofs in this paper, but interested readers can find those in our technical report [27].

### 2.1 Orienting Parts with Shape Variation

Manufactured parts always have slight imperfections; hence, they are designed up to certain tolerances. We study the problem of orienting a part with shape variations by means of pushing with a single frictionless jaw [11] under the general shape variation model presented in [19]. In this model, for any manufac-


Fig. 1 a A family of shapes specified by a subshape $P_{I}$ and a supershape $P_{E}$ of a model part $P_{M}$ along with a valid instance $P \in S\left(P_{I}, P_{E}\right)$. b A polygon $P$ and its supporting line in the vertical downward direction; when the single jaw moves upward, $P$ rotates in counterclockwise direction
tured planar model part of $P_{M}$, the set of acceptable instances is a family of shapes $S\left(P_{I}, P_{E}\right)=\left\{P \subset \mathbb{R}^{2} \mid P_{I} \subseteq P \subseteq P_{E}\right\}$ where $P_{I}$ and $P_{E}$ are two given closed objects satisfying $P_{I} \subseteq P_{M} \subseteq P_{E}$. The closed region resulting from subtracting the interior of $P_{I}$ from $P_{E}$ is referred to be tolerance zone and denoted by $Q$. See Fig. 1a. We will often refer to a part with shape variation as an imperfect part. The objects $P_{I}$ and $P_{E}$ in this paper are assumed to be convex and polygonal with a total of $n$ edges. The property of convexity helps us to compute a tight bound on the final orientation of an imperfect part. Also, we assume that the boundaries of $P_{I}$ and $P_{E}$ are disjoint.

When there is variation in part shape there will also be variation in the location of the center of mass of the part. In general, the problem of finding the exact locus of the center of mass for a polygon with shape variation has been mentioned as an open problem in [4, 22]. An algorithm for computing a polygonal approximation of the locus has been presented in [19] under the aforementioned shape variation model. However, for simplicity in this paper, we assume that all instances of an imperfect part have their center of mass at the origin. As a result, an instance $P$ belongs to $S\left(P_{I}, P_{E}\right)$ if its boundary lies completely inside the tolerance zone $Q$ when its center of mass is placed at the origin.

The basic action of pushing a part at the direction of $\theta$ consists of placing a single jaw in orientation $\theta$ and moving it in a direction perpendicular to itself. When a part $P$ is pushed, it will start a compliant motion (rotation), during which it decreases the distance from its center of mass to the jaw. The motion stops when the normal to the jaw passes through the center of mass of the part. We refer to the corresponding direction of the contact normal as an equilibrium orientation. An equilibrium orientation is a stable orientation if an edge of part's convex hull is in contact with the jaw [2].

We define the problem of orienting an imperfect part to be that of finding the sequence of push actions that orients the part to the smallest possible orientation set. This possible orientation set consists of disjoint intervals. However, we do not exploit this fact and focus on finding the smallest single interval that contains all possible orientations.

### 2.2 Definitions for a Part

Throughout this paper, directions are relative to a fixed coordinate frame attached to the origin, increasing in counterclockwise order. Let the set of orientations of $P$ be identified with points on the planar unit circle $S^{1}:[0,2 \pi)$. For any orientation $\theta$, the supporting line at the direction $\theta$ is a supporting line whose normal vector emanating from the origin has direction $\theta$. See Fig. 1b. Pushing $P$ at the direction $\theta$ means aligning the jaw with the supporting line at the direction $\theta$. For an interval $\Theta$, we let $L(\Theta)$ and $U(\Theta)$ be the lower and upper bounds (left and right endpoints) of $\Theta$, respectively, and $|\Theta|$ be its length.

The radius function $r_{P}: S^{1} \rightarrow \mathbb{R}^{+}$of a part $P$ maps an angle $\theta$ onto the distance between the center of mass and the supporting line of $P$ at the direction $\theta$ [2]. The distance function $\delta_{P}: S^{1} \rightarrow \mathbb{R}^{+}$of $P$ maps an angle $\theta$ onto the distance between the center of mass and the intersection point of the boundary $\partial P$ of $P$ and the ray emanating from the center of mass at the direction $\theta$ [13]. Figure 2 depicts the radius functions of $P_{I}$ and $P_{E}$ and the distance function of $P_{E}$ for the illustrated imperfect part. The radius and distance functions are closely related; see Observation 1.

Observation 1 The local minima and maxima of $r_{P}$ and $\delta_{P}$ coincide; $r_{P}$ is increasing (decreasing) if and only if $\delta_{P}$ is increasing (decreasing).

The push function $\phi_{P}: S^{1} \rightarrow S^{1}$ of $P$ maps a push direction of the jaw relative to $P$ in its reference orientation onto the orientation of $P$ after alignment with the


Fig. 2 An example of an imperfect part, the corresponding graphs of $r_{I}, r_{E}$ are illustrated in black and the red graph depicts $\delta_{E}$. The illustrated angles $\theta_{R}, \theta_{L}$ and $\theta_{N}$ are R-type, L-type and N -type, respectively; $\theta_{m}$ is both R-type and L-type. $\theta_{c w}$ is a clockwise and $\theta_{c w}$ is a counterclockwise unstable angle. $\left[\theta^{\prime}, \theta\right)$ and $\left(\theta_{1}, \theta_{2}\right)$ are N -type intervals
jaw. It is well known [11] that the push function follows directly from the radius function as it maps all orientations that are strictly between two consecutive local maxima of the radius function onto the local minimum that is enclosed by these local maxima; moreover, the push function maps each local maximum of the radius function onto itself.

### 2.3 Definitions for a Part with Shape Variation

In this subsection, we define the relevant concepts related to imperfect parts. For simplicity, we use the abbreviations $r_{I}=r_{P_{I}}, r_{E}=r_{P_{E}}$, and $\delta_{E}=\delta_{P_{E}}$. Figure 2 illustrates an example of an imperfect part and the graph of $r_{I}, r_{E}$ and $\delta_{E}$. The following lemma shows that $r_{I}$ and $r_{E}$ bound the radius function of all instances of an imperfect part.

Lemma $1 r_{I} \leq r_{P} \leq r_{E}$ for all $P \in S\left(P_{I}, P_{E}\right)$.
Pushing an imperfect part means pushing an unknown instance from a shape family $S\left(P_{I}, P_{E}\right)$. As a consequence, the outcome of such a push is the set of all orientations that might result after pushing any shape $P \in S\left(P_{I}, P_{E}\right)$. To capture this behavior we define the generalized push function $\Phi^{*}: S^{1} \rightarrow \mathcal{P}\left(S^{1}\right)$, where $\mathcal{P}\left(S^{1}\right)$ denotes the power set of $S^{1}$. This function maps an angle $\theta$ onto the set of all possible orientations after a single push action in the direction $\theta$, so $\Phi^{*}(\theta)=\left\{\phi_{P}(\theta) \mid P \in\right.$ $\left.S\left(P_{I}, P_{E}\right)\right\}$. As there are several ways to enclose the sets $\Phi^{*}(\theta)$ by a single interval (due to the cyclic nature of $S^{1}$ ) we must be careful when defining these intervals to avoid ambiguity. To this end we introduce the lower push function and the upper push function in Definition 1.

Definition 1 The lower push function $\Phi_{L}^{*}: S^{1} \rightarrow S^{1}$ and upper push function $\Phi_{U}^{*}: S^{1} \rightarrow S^{1}$ are the functions that bound $\Phi^{*}$ as follows. We consider three cases based on the push direction $\theta$.
(a) If all instances of $S\left(P_{I}, P_{E}\right)$ rotate clockwise when pushed at $\theta$ then let $\alpha$ and $\beta$ be tight upper and lower bounds on the magnitude of the clockwise rotations, respectively. Then $\Phi_{L}^{*}(\theta)=\theta-\alpha$ and $\Phi_{U}^{*}(\theta)=\theta-\beta$.
(b) If all instances of $S\left(P_{I}, P_{E}\right)$ rotate counterclockwise when pushed at $\theta$ then let $\alpha$ and $\beta$ be tight lower and upper bounds on the magnitude of the counterclockwise rotations, respectively. Then $\Phi_{L}^{*}(\theta)=\theta+\alpha$ and $\Phi_{U}^{*}(\theta)=\theta+\beta$.
(c) Otherwise let $\alpha$ and $\beta$ be tight upper bounds on the magnitudes of the clockwise and counterclockwise rotations, respectively. Then $\Phi_{L}^{*}(\theta)=\theta-\alpha$ and $\Phi_{U}^{*}(\theta)=\theta+\beta$.

Note that for each $\theta \in S^{1}$ the interval $\left[\Phi_{L}^{*}(\theta), \Phi_{U}^{*}(\theta)\right]$ contains the set $\Phi^{*}(\theta)$. We will occasionally denote this interval by $\Phi(\theta)$ and refer to it as the smallest
interval containing the set $\Phi^{*}(\theta)$. Moreover, for an interval $\Theta \subseteq S^{1}$ we let $\Phi(\Theta)=$ $\left[\Phi_{L}^{*}(L(\Theta)), \Phi_{U}^{*}(U(\Theta))\right]$

We also note that $\Phi_{L}^{*}$ and $\Phi_{U}^{*}$ are monotone (non-decreasing), which admits a greedy approach to orient the imperfect part into the smallest possible range of angles. We start with the initial set of possible orientations $\Theta_{0}=[0,2 \pi)$ and repeatedly obtain $\Theta_{i+1}$ by selecting it to be the shortest image of any translate of $\Theta_{i}$ under $\Phi$. The process continues as long as $\left|\Theta_{i+1}\right|<\left|\Theta_{i}\right|$. To this end, we need to compute the functions $\Phi_{L}^{*}$ and $\Phi_{U}^{*}$. For different types of orientations, the values of these functions are computed differently. These types of angles are defined in the next section.

Remark Since range and domain of $\Phi_{L}^{*}$ and $\Phi_{U}^{*}$ are $S^{1}$, it is possible that $\Phi_{L}^{*}(L(\Theta))>$ $\Phi_{U}^{*}(U(\Theta))$. In this case, $|\Phi(\Theta)|=2 \pi+\Phi_{U}^{*}(U(\Theta))-\Phi_{L}^{*}(L(\Theta))$.

## 3 Types of Orientations

The set of all orientations can be divided into five types based on the computation of their image under $\Phi_{L}^{*}$ and $\Phi_{U}^{*}$. We distinguish two primary types which consist of two and three subtypes respectively.

- An orientation $\theta$ is unstable if there is no $P \in S\left(P_{I}, P_{E}\right)$ for which $r_{P}$ has a local minimum a $\theta$. Such an orientation can never be the final orientation of the imperfect part after pushing. Unstable orientations can be (i) clockwise unstable, or (ii) counterclockwise unstable.
- An orientation $\theta$ is potentially stable or $p$-stable if there exists an instance $P \in$ $S\left(P_{I}, P_{E}\right)$ for which $r_{P}$ has a local minimum at $\theta$. Such an orientation can be a final orientation of the imperfect part after pushing. Potentially-stable orientations can be (i) right type ( $R$-type), or (ii) left type (L-type), or (iii) neutral type ( $N$-type).

In the following subsections we define the subtypes and properties of p-stable and unstable orientations. The types of orientations divide $S^{1}$ into intervals of orientation of the same type. These intervals will be referred to as critical intervals. The type of a critical interval equals the type of orientations it contains

### 3.1 Unstable Intervals

Unstable intervals help to reduce the uncertainty in the orientation of an imperfect part as they can never appear in the set of possible orientations after a push action. The following lemma describes how we can distinguish unstable angles.

Lemma 2 An orientation $\theta \in S^{1}$ is unstable if and only if $\delta_{E}(\theta)<r_{I}(\theta)$.
Figure 2 shows several unstable intervals, in which the (red) graph of $\delta_{E}$ lies below the (lower black) graph of $r_{I}$. Lemma 2 shows that we can determine the subdivision of $S^{1}$ into unstable and p-stable intervals by computing the intersection of $\delta_{E}$ and $r_{I}$.

Note that the unstable intervals can be computed in $O(n)$ time since the number of intersection points cannot exceed $O(n)$.

Observation 2 Let $\Theta \subset S^{1}$ be an unstable interval. All instances $P \in S\left(P_{I}, P_{E}\right)$ will rotate in the same direction, i.e., in either clockwise or counterclockwise direction, for all push directions $\theta \in \Theta$.

The above observation shows that there are clockwise and counterclockwise orientations and intervals. For any instance $P \in S\left(P_{I}, P_{E}\right), r_{P}$ is strictly increasing in a clockwise unstable interval and strictly decreasing in a counterclockwise unstable interval. In Fig. 2, $\theta_{c w}$ and its containing interval are clockwise unstable while $\theta_{c c w}$ and its containing interval are counterclockwise unstable.

### 3.2 Potentially-Stable Intervals

According to Lemma 2 p-stable orientations are angles in which the graph of $\delta_{E}$ lies above the graph of $r_{I}$. Now consider the graph of $\delta_{E}$. A p-stable angle $\theta$ is called $R$-type if from the point $\left(\theta, \delta_{E}(\theta)\right)$ the graph of $r_{I}$ is horizontally visible to the right. Similarly, it is called L-type if the graph of $r_{I}$ is horizontally visible to the left. If there is no horizontal visibility of $r_{I}$ the p-stable angle is referred to as $N$-type. In Fig. 2 the angle $\theta_{R}$ is R-type because the horizontal ray emanating from $\left(\theta, \delta_{E}(\theta)\right.$ ) to the right first hits $r_{I} ; \theta_{L}$ is an L-type angle as the horizontal ray emanating from $\left(\theta, \delta_{E}(\theta)\right)$ to the left hits $r_{I}$.

The following definition describes the three types of angles more precisely.
Definition 2 Let $\theta \in S^{1}$ be a p-stable angle.

- $\theta$ is $R$-type if and only if there is no angle $\xi$ such that $\theta<\xi<\theta^{\prime}$ and $r_{E}(\xi)=\delta_{E}(\theta)$, where $\theta^{\prime}>\theta$ is the smallest angle such that $r_{I}\left(\theta^{\prime}\right)=\delta_{E}(\theta)$. The angle $\theta^{\prime}$ is called upper bound of $\theta$ denoted by $B_{U}(\theta)$.
- $\theta$ is L-type if and only if there is no angle $\xi$ such that $\theta^{\prime}<\xi<\theta$ and $r_{E}(\xi)=\delta_{E}(\theta)$, where $\theta^{\prime}<\theta$ is the largest angle such that $r_{I}\left(\theta^{\prime}\right)=\delta_{E}(\theta)$. The angle $\theta^{\prime}$ is called lower bound of $\theta$ denoted by $B_{L}(\theta)$.
- $\theta$ is N-type if it is neither R-type nor L-type.

Remark Throughout this paper, the term right refers to the counterclockwise direction and left refers to the clockwise direction. The following observation can be made about $r_{I}$ and $r_{E}$. See Fig. 2.

Observation 3 Let $\theta \in S^{1}$ be R-type (L-type). Then $r_{E}$ is increasing (decreasing) in a sufficiently small right (left) neighborhood of $\theta$ and $r_{I}$ is increasing (decreasing) in a sufficiently small left (right) neighborhood of $B_{U}(\theta)\left(B_{L}(\theta)\right)$.

It is possible that an angle is both L-type and R-type. Lemma 3 shows that such angles are local minima of $r_{E}$.

Lemma 3 If $\theta \in S^{1}$ is $R$-type and L-type, then $\theta$ is a local minimum of $r_{E}$.
It is not difficult to see that each orientation is of one of the aforementioned types. Lemma 4 bounds the resulting number of critical intervals and their computation time.

Lemma 4 There are $O(n)$ critical intervals; they are computable in $O(n)$ time.

## 4 Computing the Lower and Upper Push Functions

To compute $\Phi_{L}^{*}$ and $\Phi_{U}^{*}$, we need to find the tight lower and upper bounds for the amount of clockwise or counterclockwise rotation of an imperfect part. (See Definition 1.) Recall that when a part is pushed, it rotates in the direction in which the radius function decreases. As a result, we are interested in as longest as possible non-increasing curve (to the right as well as to the left) that lies completely between $r_{I}$ and $r_{E}$. We note that not every such a curve corresponds to a valid part. Therefore, our strategy is to construct valid instances which create these bounds for clockwise and counterclockwise rotations when it is being pushed at $\theta$.

In this section, we show that if $\theta$ belongs to a counterclockwise unstable interval then $\Phi_{L}^{*}(\theta)$ is the right endpoint of that interval. Otherwise, $\Phi_{L}^{*}(\theta)$ is the left bound of some specific L-type angle. Similarly, if $\theta$ belongs to a clockwise unstable interval then $\Phi_{U}^{*}(\theta)$ is the left endpoint of that interval. Otherwise, $\Phi_{U}^{*}(\theta)$ is the right bound of some specific R-type angle. We will focus on computing upper bounds in this section with the understanding that lower bounds can be computed similarly.

If $\theta$ is a clockwise unstable angle then there is no instance $P \in S\left(P_{I}, P_{E}\right)$ that rotates counterclockwise. Therefore, the upper bound cannot exceed the left endpoint of the unstable interval that contains $\theta$. This upper bound is easy to compute. We now assume that $\theta$ is not a clockwise unstable angle. In this case, $\Phi_{U}^{*}(\theta) \geq \theta$. We note that if an instance $P$ rotates counterclockwise, then $r_{P}$ has to be strictly decreasing in a sufficiently small right neighborhood of $\theta$. We define an instance whose radius function is decreasing along the largest possible interval. We refer to this instance as the upper critical instance at the direction $\theta$. The critical instance suggests us an approach to compute $\Phi_{U}^{*}(\theta)$. We present an algorithm that constructs the upper critical instance for every $\theta$. Then, we prove a theorem that helps to compute $\Phi_{U}^{*}$ from these critical instances.

By definition, if $P$ is an upper critical instance, then $r_{P}$ has to be decreasing in the interval $\left[\theta, \Phi_{U}^{*}(\theta)\right]$. For angles in which $r_{E}$ is decreasing, it is not difficult to find such instances. For the other angles we prove the following lemma.

Lemma 5 Let $\theta \in S^{1}$ be an angle such that $r_{E}$ is increasing in a right neighborhood of $\theta$ and let $P \in S\left(P_{I}, P_{E}\right)$ be an instance that rotates counterclockwise after a single push action at the direction $\theta$. Then $r_{P}(\theta) \leq \delta_{E}(\theta)$.

The next corollary follows from Lemma 5 and Observation 1.

Corollary 1 Let $\theta \in S^{1}$ be an R-type angle and $P \in S\left(P_{I}, P_{E}\right)$ be its upper critical instance. Then $r_{P}(\theta) \leq \delta_{E}(\theta)$.

Corollary 1 reveals that $B_{U}(\theta)$ is an upper bound on $\Phi_{U}^{*}(\theta)$. Note that by Observation 3 for an R-type angle $\theta, r_{I}$ is ascending in the left neighborhood of $B_{U}(\theta)$. So, no decreasing curve starting in the right neighborhood of $\theta$ cannot extend beyond $B_{U}(\theta)$. The following lemma shows that $B_{U}(\theta)$ is tight.

Lemma 6 Let $d>0$ be a constant and $\left[\theta_{1}, \theta_{2}\right] \subset S^{1}$ be an interval such that for all $\theta \in\left[\theta_{1}, \theta_{2}\right], r_{I}(\theta) \leq d \leq \delta_{E}(\theta)$. Then there is an instance $P$ such that $r_{P}(\theta)=d$ for all $\theta \in\left[\theta_{1}, \theta_{2}\right]$.

So far, we discussed how to compute $\Phi_{U}^{*}(\theta)$ if $\theta$ is clockwise unstable or R-type. Otherwise, we claim that there is an instance $P \in S\left(P_{I}, P_{E}\right)$ such that $r_{P}$ is decreasing in $\left[\theta, B_{U}\left(\theta_{m}\right)\right]$, where $\theta_{m}$ is the closest R-type angle to $\theta$ in counterclockwise direction. If such an angle does not exist, then the upper bound is $2 \pi$. The following lemma shows that $\theta_{m}$ is a local minimum of $r_{E}$.

Lemma 7 If an angle $\theta$ is neither a clockwise unstable angle nor an $R$-type angle, then the closest $R$-type angle to $\theta$ in counterclockwise direction is a local minimum for $r_{E}$.

Algorithm 1 creates the upper critical instance for an angle $\theta_{0}$ that is not clockwise unstable. The key idea is that for such an angle $\theta_{0}$, there is an instance $P \in S\left(P_{I}, P_{E}\right)$ such that $r_{P}$ is decreasing in $\left[\theta_{0}, B_{U}\left(\theta_{m}\right)\right]$ where $\theta_{m}$ is the closest R-type angle to $\theta_{0}$ in counterclockwise direction. If there is no such R-type angle, then there is an instance that can rotate arbitrarily close to $2 \pi$. We explain how to construct a decreasing function and then show that this function is a part of the radius function of the instance reported by Algorithm 1. Lemma 6 shows that any horizontal ray that lies above the graph of $r_{I}$ and below the graph of $\delta_{E}$ lies on the radius function of some instance. Note that according to Lemma 5 for any $\theta \in\left[\theta_{0}, B_{U}\left(\theta_{m}\right)\right]$ if $r_{E}$ is increasing in the neighborhood of $\theta$ and $P$ rotates in counterclockwise direction, then $r_{P}(\theta)<\delta_{E}(\theta)$. Therefore, we construct a function for $P$ by starting from $\theta_{0}$ and follow the horizontal ray emanating from $\left(\theta_{0}, \delta_{E}\left(\theta_{0}\right)\right)$ as long as it stays below $\delta_{E}$ and above $r_{I}$. Here $P$ satisfies $r_{P}(\theta)=\delta_{E}\left(\theta_{0}\right)$. If the ray hits $r_{I}$ we are done. Alternatively, it hits $\delta_{E}$ at some angle $\theta^{\prime}$ at which $\delta_{E}$ is decreasing in the right neighborhoods of $\theta^{\prime}$. We continue by choosing $r_{P}(\theta)=\delta_{E}\left(\theta^{\prime}\right) \cos \left(\theta^{\prime}-\theta\right)$ until we hit $r_{E}$. Then we follow $r_{E}$ until the closest local minimum and then again we use horizontal rays and continue similarly. The blue graph in Fig. 3 is an example of a function that is created using this procedure. Algorithm 1 constructs the corresponding instance which is also shown in Fig. 3. In Algorithm 1, $P\left(\theta_{1}, \theta_{2}\right)$ stands for the part of $P$ between two rays emanating from the center of mass in directions $\theta_{1}$ and $\theta_{2}, E_{I}$ and $E_{E}$ are the sets of edges of $P_{I}$ and $P_{E}$ respectively, and $D_{d}$ is the boundary of a disc of radius $d$ centered at the center of mass.

```
Algorithm 1 Constructing the upper critical instance
    procedure CONSTRUCT \(\mathrm{Q}\left(\theta_{0}\right) \quad \triangleright \theta_{0}\) is not a cw unstable angle
        \(Q \leftarrow\) null \(\triangleright\) Initialization
        Continue \(\leftarrow\) True
        \(d \leftarrow \delta_{E}\left(\theta_{0}\right)\)
        if \(\partial D_{d}\) lies inside the tolerance zone then
            \(Q \leftarrow D_{d} \quad \triangleright\) Upper critical instance is a disc
        else
            while (Continue)
            \(d \leftarrow \delta_{E}\left(\theta_{0}\right)\)
            \(\theta_{1} \leftarrow\) The closest angle to \(\theta_{0}\) in ccw direction such that \(\partial D_{d}\) intersects
                        the segment \(s \in E_{I} \cup E_{E}\) at the direction \(\theta_{1}\) and \(\theta_{0} \neq \theta_{1}\)
                if \(s \in E_{I}\) then \(\quad \triangleright \theta_{0}\) is an R-type angle
                    \(e \leftarrow\) the segment on the tangent line of \(D_{d}\) and \(P_{I}\) between them.
                    \(\alpha \leftarrow\) The direction of the normal vector of \(e\).
                    \(Q \leftarrow Q \cup D_{d}\left(\theta_{0}, \alpha\right) \cup e\)
                    Continue \(\leftarrow\) False
                else
                    if \(D_{d}\left(\theta_{0}, \theta_{1}\right)\) is inside the tolerance zone then
                            \(Q \leftarrow Q \cup D_{d}\left(\theta_{0}, \theta_{1}\right)\)
                    \(\theta_{0} \leftarrow \theta_{1}\)
                    else
                    \(\theta_{m} \leftarrow\) the closest local minimum of \(r_{E}\) to \(\theta_{0}\) in ccw direction.
                    \(Q \leftarrow Q \cup P_{E}\left(\theta_{0}, \theta_{m}\right)\)
                    \(\theta_{0}=\theta_{m}\)
```

        Construct the rest of \(P\) arbitrarily to make it a valid instance.
    end procedure
    

Fig. 3 Illustration of Algorithm 1 for an imperfect part. The critical instance constructed for the given angle $\theta_{0}$ is shown in blue. The diagram on the right shows that the corresponding radius function is decreasing; $\theta_{m}$ is the closest R-type angle in counterclockwise direction from $\theta_{0}$ and $\theta_{u}=B_{U}\left(\theta_{m}\right)$

The following lemmas provide the basis for the computation of the critical instance.

Lemma 8 Let $\theta \in S^{1}$ be R-type and satisfying $\theta=B_{U}(\theta)$. There is no instance $P \in S\left(P_{I}, P_{E}\right)$ that rotates counterclockwise when pushed at $\theta$.

Lemma 9 Assume that an imperfect part is pushed at direction $\theta_{0}$. If there is no $\theta \neq \theta_{0}$ such that $\theta$ is an R-type angle, then there is an instance in $S\left(P_{I}, P_{E}\right)$ that rotates arbitrarily close to $2 \pi$. Otherwise, we consider the following cases for the upper bound of the final orientation considering all instances $P \in S\left(P_{I}, P_{E}\right)$.
(a) If $\theta_{0}$ is a clockwise unstable angle, then the left endpoint $\theta_{u}$ of the containing unstable interval is a tight closed upper bound.
(b) If $\theta_{0}$ is not a clockwise unstable angle, then $\theta_{u}=B_{U}\left(\theta_{m}\right)$, with $\theta_{m}$ being the closest $R$-type angle to $\theta_{0}$ in counterclockwise direction, is a tight open upper bound.

We summarize the discussion of this section in the following theorem.
Theorem $4 \Phi_{L}^{*}$ and $\Phi_{U}^{*}$ can be computed in $O(n)$.
Proof Lemma 4 shows that the critical intervals can be computed in $O(n)$. For any $\theta$ belonging to a critical interval $\Theta$, the function $\Phi_{U}^{*}$ can be computed by applying Lemma9.

- If $\Theta$ is clockwise unstable, then $\Phi_{U}^{*}(\theta)=L(\Theta)$.
- If $\Theta$ is R-type, then $\Phi_{U}^{*}(\theta)=B_{U}(\theta)$. Note that for an R-type angle $\theta, r_{I}\left(\Phi_{U}^{*}(\theta)\right)=$ $\delta_{E}(\theta)$. Then, $\Phi_{U}^{*}(\theta)=r_{I}^{-1}\left(\delta_{E}(\theta)\right)$ for the corresponding range of $\delta_{E}$ and domain of $r_{I}^{-1}$.
- For all remaining intervals, i.e., counterclockwise unstable, L-type and N-type, $\Phi_{U}^{*}(\theta)=B_{U}\left(\theta_{m}\right)$ where $\theta_{m}$ is the closest R-type angle in counterclockwise direction. According to Lemma 7, $\theta_{m}$ is a local minimum of $r_{E}$; therefore it is sufficient to check only the local minima. Since the number of local minima is linear and they occur in order, using a simple traversal of the graphs all of them can be computed in a linear time.

The time complexity of computing $\Phi_{U}^{*}$ is $O(n)$. The same bound applies to $\Phi_{L}^{*}$. $\square$
Figure 4 a , b illustrate an imperfect part and the radius and distance functions. The corresponding $\Phi_{L}^{*}$ and $\Phi_{U}^{*}$ are depicted by blue and black curves in Fig. 4c, respectively. It can be observed that for unstable and N-type intervals, the graphs of $\Phi_{L}^{*}$ and $\Phi_{U}^{*}$ are horizontal. For L-type intervals, the graph of $\Phi_{L}^{*}$ curves downward and the graph of $\Phi_{U}^{*}$ is horizontal, while for R-type intervals the graph of $\Phi_{U}^{*}$ curves upward and the graph of $\Phi_{L}^{*}$ is horizontal.


Fig. 4 a An example of an imperfect part. b $r_{I}, r_{E}$ (black) and $\delta_{E}($ red $) . \mathbf{c} \Phi_{L}^{*}$ (blue) and $\Phi_{U}^{*}$ (black)

## 5 An Algorithm for Orienting an Imperfect Part

In the previous section we have shown how to compute $\Phi_{L}^{*}$ and $\Phi_{U}^{*}$. The monotonicity of these functions admits a greedy approach to find, for a given integer $h \geq 0$, the sequence of $h$ push actions that orients an imperfect part into the smallest possible interval of orientations. Let $\Theta_{i}$ be the smallest interval containing all possible orientations after $i$ pushes. Obviously, $\Theta_{0}=S^{1}$, and after the first push the part will be in one of the p-stable orientations, so $\Theta_{1}=S^{1}-\Pi_{\max }$, where $\Pi_{\max }$ is the largest unstable interval. The interval $\Theta_{i+1}$ can be obtained by computing the shortest image of any translate of $\Theta_{i}$ under $\Phi$. The process continues as long as $\left|\Theta_{i+1}\right|<\left|\Theta_{i}\right|$ and $i<h$. Lemma 10 helps us to discretize the search for $\Theta_{i+1}$ by showing that it suffices to consider only translates of $\Theta_{i}$ in which one of its endpoints coincides with an endpoint of some unstable interval. We first give an observation that is needed to prove Lemma 10. It says that any p-stable angle $\theta$ appears in its own image under $\Phi^{*}($ and $\Phi)$, because, by definition, there is an instance in $S\left(P_{I}, P_{E}\right)$ that is stable after pushing at $\theta$.

Observation $5 \Phi_{L}^{*}(\theta) \leq \theta \leq \Phi_{U}^{*}(\theta)$ if and only if $\theta$ is a p-stable angle, for any $\theta \in S^{1}$.

Lemma 10 Let $\Theta \subset S^{1}$ be an interval with the smallest image under $\Phi$ among all the intervals with the length of a given value. If $|\Phi(\Theta)|<|\Theta|$, then there exists an interval $\Theta^{\prime} \subset S^{1}$ with $|\Phi(\Theta)|=\left|\Phi\left(\Theta^{\prime}\right)\right|$ such that $L\left(\Theta^{\prime}\right)$ or $U\left(\Theta^{\prime}\right)$ coincides with an endpoint of an unstable interval.

Algorithm 2 computes the smallest possible interval of orientations for an imperfect part after (at most) $h$ push actions. Lemma 10 shows that it suffices to repeatedly align the endpoints of the current smallest interval $\Theta_{i}$ with each of the endpoints of the $k$ unstable intervals $\Pi_{j}(1 \leq j \leq k)$ to determine $\Theta_{i+1}$. Figure 5 shows the application of the algorithm to the imperfect part of Fig. 4.

```
Algorithm 2 Compute the smallest possible orientation set
    procedure Compute-the-SmaLLeSt-Interval \(\left(\Phi_{L}^{*}, \Phi_{U}^{*}, \Pi=\left\{\Pi_{1}, \Pi_{2}, \ldots, \Pi_{k}\right\}, h\right)\)
        \(i \leftarrow 1, X_{1} \leftarrow 2 \pi-\max _{1 \leq j \leq k}\left\{\left|\Pi_{j}\right|\right\} \quad \triangleright\) Initialization
        Continue \(\leftarrow\) True
        while (Continue) and \(i \leq h\)
            \(S \leftarrow \emptyset\)
            for \(j=1\) to \(k \quad \triangleright\) For all unstable intervals
                \(S \leftarrow S \cup\left\{\left[L\left(\Pi_{j}\right), L\left(\Pi_{j}\right)+X_{i}\right]\right\} \cup\left\{\left[U\left(\Pi_{j}\right)-X_{i}, U\left(\Pi_{j}\right)\right]\right\}\)
            \(\Theta_{i} \leftarrow \Theta \in S\) such that \(\forall \Theta^{\prime} \in S,|\Phi(\Theta)| \leq\left|\Phi\left(\Theta^{\prime}\right)\right|\)
            if \(\left(\left|\Phi\left(\Theta_{i}\right)\right|<X_{i}\right)\)
                        \(i \leftarrow i+1\)
                        \(X_{i} \leftarrow\left|\Phi\left(\Theta_{i}\right)\right|\)
                else
                        Continue \(\leftarrow\) False
        return \(\Theta_{i}, X_{i}\) for all \(1 \leq i \leq h\)
    end procedure
```

Theorem 6 Algorithm 2 finds the sequence of $h \geq 0$ push actions that puts the imperfect part given by $S\left(P_{I}, P_{E}\right)$ in the smallest interval of possible orientations in $O(h n)$ time.

Instead of running Algorithm 2 for a given maximum number $h$ of pushes, we can also remove that bound and run it as long as the intervals $\Theta_{i}$ continue to shrink, to obtain the largest possible reduction of the uncertainty in the imperfect part's pose. A natural question that arises is whether the algorithm would terminate in that case and thus whether the maximum reduction of pose uncertainty can be obtained after a finite number of pushes. It turns out that it is not always the case.

Recall that Algorithm 2 repeatedly aligns the left or right endpoint of an interval $\Theta_{i}$ with one of the $O(n)$ endpoints of an unstable interval $\Gamma$. The other endpoint of $\Theta_{i}$ then ends up in one of the $O(n)$ critical intervals, say $\Gamma^{\prime}$. In order to obtain $\Omega\left(n^{2}\right)$ iterations the endpoints of some interval $\Theta_{j}$ with $j>i$ should be able to return to the same pair of intervals consisting of $\Gamma$ and $\Gamma^{\prime}$.

We assume without loss of generality that the left endpoint of $\Theta_{i}$ (and the future interval $\Theta_{j}$ ) coincides with an endpoint of an unstable interval endpoint $\Gamma_{L}$. It is not hard to see that the interval $\Gamma_{R}$ containing the right endpoint(s) must have a variable $\Phi_{U}^{*}$.

Lemma 11 Assume that the left endpoints of two intervals $\Theta_{i}$ and $\Theta_{j}$ in Algorithm 2 for some $j>i$ share the same endpoint of an unstable interval $\Gamma_{L}$ and their right endpoints lie in the same critical interval $\Gamma_{R}$. Then $\Gamma_{R}$ must be $R$-type.

Lemma 12 helps us to determine the conditions for which the resulting intervals of Algorithm 2 can be shrunk endlessly.

Lemma 12 Let d > 0 be a constant value and $f$ be a continuous and non-decreasing function which has a derivative at every point in its domain $A \in \mathbb{R}$. Consider the


Fig. 5 Illustration of Algorithm 2 applied to the imperfect part of Fig.4a, showing the intervals $\Theta_{i}$ for $i=0, \ldots, 7$. The length of the image of any translate of $\Theta_{7}$ will be at least as long as $\Theta_{7}$; as a result, no further reduction of the interval of possible orientations is possible
recursive sequence with the general term $x_{n+1}=f\left(x_{n}\right)-d$ and the first element $x_{0}>0$. If this sequence is decreasing and converges to some limit $a \in A$ then

- $f(x)<x+d, d f / d x>1$ where $x \in\left[a, x_{0}\right]$
- $f(a)=a+d$

Let $\Psi_{i}(i>0)$ be the $i$ th interval that has its left endpoint in the unstable interval $\Gamma_{L}$ and its right endpoint in the critical interval $\Gamma_{R}$. Assume that $i>1$ and $\left|\Phi\left(\Psi_{i}\right)\right|<\left|\Psi_{i}\right|$. According to Observation 5, an unstable interval does not appear in its image while an R-type interval does appear in its image. See Fig. 6b. Considering the identity function and the image of $\Psi_{i-1}$, it can be observed that


Fig. 6 a The sequence of $x_{n+1}=f\left(x_{n}\right)-d$ where $\lim _{n \rightarrow \infty} x_{n}=a$. b $L\left(\Psi_{i-1}\right)$ lies on $L\left(\Gamma_{L}\right)$ and $U\left(\Psi_{i-1}\right)$ lies in $\Gamma_{R} ;\left|\Phi\left(\Psi_{i-1}\right)\right|=\left|\Psi_{i-1}\right|-\left|\Gamma_{L}\right|+\Phi_{U}^{*}\left(U\left(\Psi_{i-1}\right)\right)-U\left(\Psi_{i-1}\right)$
$\left|\Psi_{i}\right| \leq\left|\Phi\left(\Psi_{i-1}\right)\right|=\Phi_{U}^{*}\left(U\left(\Psi_{i-1}\right)\right)-\Phi_{L}^{*}\left(L\left(\Psi_{i-1}\right)\right)=\left|\Psi_{i-1}\right|-\left|\Gamma_{L}\right|+\Psi\left(U\left(\Psi_{i-1}\right)\right)$ where $\Psi(\theta)=\Phi_{U}^{*}(\theta)-\theta$. Therefore, $\left|\Psi_{i}\right| \leq \Phi_{U}^{*}\left(U\left(\Psi_{i-1}\right)\right)-\left(\left|\Gamma_{L}\right|-L\left(\Psi_{i-1}\right)\right)$. Note that $\left|\Gamma_{L}\right|-L\left(\Psi_{i-1}\right)$ is a constant. According to Lemma 12 the smallest possible final orientation set can be obtained after a finite number of iterations unless the following conditions are met.

1. For $\theta \in \Gamma_{R}$ the graph of $f(\theta)=\theta+\left(\left|\Gamma_{L}\right|-L\left(\Psi_{i-1}\right)\right)$ lies above the graph of $\Phi_{U}^{*}$ and $d \Phi_{U}^{*} / d \theta<1$.
2. The graph of $f(\theta)=\theta+\left(\left|\Gamma_{L}\right|-L\left(\Psi_{i-1}\right)\right)$ intersects $\Phi_{U}^{*}$ in $\Gamma_{R}$.

According to Lemma 12, if $\Psi_{i}$ satisfies both conditions, then the right endpoint of $\Psi_{i}$ gets close to the intersection point of $f(\theta)=\theta+\left(\left|\Gamma_{L}\right|-L\left(\Psi_{i-1}\right)\right)$ and $\Phi_{U}^{*}(\theta)$. Therefore, $\lim _{i \rightarrow \infty}\left|\Psi_{i}\right|=\left|\theta-L\left(\Gamma_{L}\right)\right|$ where $\theta$ is an angle such that $\Phi_{U}^{*}(\theta)=$ $\theta+\left(\left|\Gamma_{L}\right|-L\left(\Psi_{i-1}\right)\right)$. So the final orientation set can get arbitrarily close to this limit by increasing the number of push actions.

Recall that the symmetric case, where $\Gamma_{L}$ is L-type, is similar. There exist imperfect parts [27] that meet both of the above conditions for some $\Theta_{i}$.

## 6 Conclusion

In order for automated planning algorithms for part handling tasks to be useful in practice it is important that these algorithms are capable of dealing with the inevitable shape variations of real industrial parts. The few papers that do not assume perfect parts generally assume a very restrictive model for shape variations, and often only determine how big these variations must be to invalidate a solution that was computed
based on the perfect model part. In this paper, we have considered a more general model for shape variations and studied its effects on orienting parts by pushing. We have proposed an algorithm that takes into account these variations during planning and as such outputs a plan that simultaneously orients all instances satisfying the model into the smallest possible interval of orientations after a given number of push actions. We have also investigated the conditions for which the part cannot obtain the smallest final orientation set after finite number of push actions.

The set of possible orientations of an imperfect part can consists of several disjoint intervals. In this paper, we have focused on finding the smallest interval that contains all these subintervals. A different version of the problem would be to minimize the total size of the subintervals. Another extension is to allow for independent variations in the location of the center of mass. It is also interesting to explore which parameters affect the length of the final orientation interval; examples of such parameters are the width of the tolerance zone and the eccentricity of the part.
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# Smooth and Dynamically Stable Navigation of Multiple Human-Like Robots 

Chonhyon Park and Dinesh Manocha


#### Abstract

We present a novel algorithm for smooth and collision-free navigation for multiple human-like robots. Our approach combines reciprocal collision avoidance with kinematic and dynamic stability constraints to compute a non-oscillatory trajectory for each high-DOF robot. We use a multi-level optimization algorithm that combines acceleration-velocity obstacles with trajectory optimization. We highlight our algorithm's performance in different environments containing multiple humanlike robots with tens of DOFs.


## 1 Introduction

animation, computer-aided design and related applications. As part of the recent DARPA challenge, attention to autonomous planning for humanoid robots has increased; this has stimulated considerable interest in efficient planning algorithms for high-DOF robots. Multiple human-like characters are commonly used in computer animation, and it is important to automatically compute their motion. Digital models of humans or mannequins are frequently used in assembly and virtual prototyping applications for design, assembly, and maintenance (for example, evacuation planning for a building or an airplane).

Human-like robots are, however, a challenge for planning. They have high degrees-of-freedom (DOF), which increases the complexity of their configuration and search spaces.must also satisfy their kinematic and dynamic stability constraints: the computed posture for each human-like robot should be statically stable, and the forces and torques acting on each robot should maintain an equilibrium for dynamic stability. Some additional challenges arise in environments with multiple robots. The total number of DOF of the system increases linearly with the number of robots in the

[^56]environment. Furthermore, it is important to compute smooth, non-oscillatory trajectories for these robots. Finally, the resulting environments may be non-planar (e.g. stairs), and it is difficult to navigate these complex environments while maintaining the stability and smoothness constraints. At the same time, most motion planning algorithms for multi-robot systems are restricted to low-DOF robots or do not take into account dynamics and stability constraints for human-like robots.

There is extensive work on motion planning for high-DOF robots as well as collision-free navigation of low-DOF multiple robots. The simplest algorithms for single-robot planning are based on sampling-based algorithms [13, 16] and can be extended to take into account kinematic and dynamic constraints [4, 5, 8, 26], There is recent resurgence in use of optimization-based techniques [12, 19, 22] as they can generate collision-free and smooth trajectories. Most optimization-based planners are designed for a single robot planning scenario in an environment composed of static and dynamic obstacles.
Main Results: In this paper, we address the problem of efficient navigation of multiple high-DOF human-like robots. Our approach can generate non-oscillatory, collision-free trajectories for each robot while accounting for kinematics, dynamics, and smoothness constraints. We use a multi-level optimization based algorithm to compute these trajectories. In the first level, we compute collision-free trajectories for each robot using acceleration-velocity obstacles. Our formulation takes into account the kinematic constraints of each human-like robot and reduces the computation to linear programming. The resulting trajectories are then used in the second phase to compute smooth motion for each DOF or joint of the human-like robot. We optimize the trajectory to compute a physically correct, dynamically stable motion for each robot (e.g. a walking motion) that takes into account all the contacts between the robot and the environment. The overall formulation is efficient and conservative. If the optimization algorithm computes the trajectories, they are are guaranteed to satisfy the constraints: smoothness, dynamic stability, and collision avoidance. However, it is possible (e.g. narrow passages) that the optimization algorithm may not find a global minima that would satisfy all the constraints.

We have evaluated our algorithm in different environments, using from 2 to 8 human-like robots with 34 DOFs each. We use a hierarchical decomposition scheme to improve the performance of the high-DOF planning for each robot.

The rest of the paper is organized as follows. In Sect. 2, we survey related work in optimization-based planning for high-DOF robots and in planning for multiple robots. In Sect. 3, we describe the two-level optimization algorithm that computes a trajectory for each robot. Section 4 analyzes our algorithm and provides guarantees on the resulting trajectories. Finally, we highlight our algorithm's performance in different scenarios in Sect. 5.

## 2 Related Work

In this section, we give a brief overview of prior work in optimization-based and multi-robot planning.

### 2.1 Optimization-Based Motion Planning for High-DOF Robots

Optimization-based planners compute a trajectory using a continuous planning formulation. The optimization function can have various constraints formulated into trajectory computation, including path smoothness and collision-avoidance constraints. Khatib proposed the use of potential fields for real-time obstacle avoidance [14]. This approach is extended using elastic strips [6] and elastic bands [21] to compute minimum-energy paths using gradient-descent methods. Some recent approaches, such as [12, 22] and [19], directly encode constraints into the optimization cost functions, then use a numerical solver to compute a trajectory.

Some optimization-based planning approaches take into account the stability of the motion, which is an important criterion in motion planning for high-DOF humanlike robots. These include techniques based on inverse pendulum [11] or the zero moment point [10], but these approaches are limited to planar ground (i.e. flat surfaces). Recently, many optimization-based approaches approaches have integrated stability constraints directly into trajectory optimization [7, 18, 20, 24]. Mordatch et al. [18] use a contact-invariant optimization formulation, along with a simplified physics model, to generate various motions for animated characters. Posa and Tedrake [20] directly optimize the contact forces, along with the state of the robot and the user input. Dai and Tedrake [7] formulate the uncertainty of the terrain into the optimization formulation.

### 2.2 Multi-robot Collision Avoidance

Algorithms that plan for multiple robots can be classified into either centralized or decoupled algorithms. The centralized planners [17, 23, 27] treat multiple robots as a single robot with the combined DOFs of all component robots and apply single-robot planning algorithms to the combination. Because the complexity of the centralized planning grows as the number of robots increases, the centralized planners are limited to environments with only a few low-DOF robots. On the other hand, the decoupled planners compute robot trajectories in a distributed manner, which allows them to plan for a large number of robots $[1,15]$.

Velocity obstacles [9] is one of the most widely-used approaches for motion planning in dynamic environments. The basic velocity-obstacle method was extended by Berg et al., who offered a method using reciprocal velocity obstacles [30] that
is especially useful for avoiding collisions between robots; it is fast and generates oscillation-free motion among the robots. Some variants of reciprocal velocity obstacles also take into account maximum acceleration limits or smoothness constraints [2, 29]. However, these approaches all assume that the robots have simple disc-like or spherical shapes.

## 3 Planning Algorithm

In this section, we give an overview and the details of our two-level motion planning algorithm for multiple high-DOF human-like robots. Our optimization-based algorithm is decomposed into two levels. The first level computes collision-free trajectories for multiple robots based on kinematic constraints. The second level optimizes the individual trajectories with smoothness and stability constraints.

### 3.1 Overview

Our planning algorithm assumes that each of the multiple robots computes its own trajectory in a decoupled manner without any explicit communication between the robots. We assume that each planner has a full representation of the environment and of the position and velocity of the other robots in the environment. Our current formulation therefore doesn't account for any uncertainty in the environment or the position and velocity of other robots.

Figure 1a gives an overview of the algorithm for each robot. The planning approach consists of multiple modules: scheduler, sensor data collection, and robot controller.


Fig. 1 a An overview of our planning algorithm. The scheduler module sends a planning request to the planner during each time step. The computed trajectory is sent to the robot controller. b The motion planner is decomposed into two levels: collision avoidance and trajectory optimization and various stages of each level are shown in the figure. The collision avoidance module computes a velocity that avoids collisions with other robots, then generates an initial trajectory for each robot that is then used for trajectory optimization

When a goal position (new or initial) for each robot is set, the scheduler sends a planning request to the motion planner. The planning request has a planning time limit $\Delta t$. The sensor module updates the environmental information, including the positions and velocities of other robots; based on this environmental information, the motion planner then computes a trajectory for the next execution step.

The motion planner is decomposed into two levels. For each robot $A$, the first level computes a collision-avoiding velocity $\mathbf{v}_{A}^{\text {new }}$ that ensures that $A$ does not collide with other robots during that interval. In the computation of the collision-avoiding velocity, we model each robot $A$ as a 2D disk, which can be defined using a point $\mathbf{p}_{A}=\left(x_{A}, y_{A}\right)$ and a radius $r_{A}$ that can cover the actual robot. We use the 2D position of the root link of the model hierarchy, which usually corresponds to waist or pelvis link of a human-like robot, as $\mathbf{p}_{A}$ and denote it as the root of the robot $A$. The computed velocity $\mathbf{v}_{A}^{\text {new }}$ is constrained by the kinematic constraints of the given human-like robot model, and these constraints depend on the orientation of the robot $\theta_{A}$. We denote this velocity bound computed by the kinematic constraints for a human-like robot as $H\left(\theta_{A}\right) . \mathbf{v}_{A}^{\text {new }}$ is used to generate a collision-free initial trajectory for the second level, which then computes a trajectory for the robot using trajectory optimization. The second level takes into account the robot model's smoothness and dynamic stability constraints.

### 3.2 Collision Avoidance

Our collision avoidance computation algorithm is based on acceleration-velocity obstacles (AVO) [29]. AVO is a set of velocities at which the robot would collide with obstacles (including other robots) if the robot velocity is in AVO. AVO can be defined in 2D space for two disc-shaped robots $A$ and $B$. First we denote an open disc of radius $r$ centered at $\mathbf{p}$ as

$$
\begin{equation*}
D(\mathbf{p}, r)=\{\mathbf{q}\| \| \mathbf{q}-\mathbf{p} \|<r\} . \tag{1}
\end{equation*}
$$

Using (1), AVO for robot $A$ respect to $B$ is defined as the set of all relative velocities $\mathbf{v}_{A B}=\mathbf{v}_{A}-\mathbf{v}_{B}$ such that:

$$
\begin{equation*}
A V O_{A B}^{\delta, \tau}=\bigcup_{t \in[0, \tau]} D\left(\frac{\delta\left(e^{-t / \delta}-1\right) \mathbf{v}_{A B}-\mathbf{p}_{A B}}{t+\delta\left(e^{-t / \delta}-1\right)}, \frac{r_{A B}}{t+\delta\left(e^{-t / \delta}-1\right)}\right), \tag{2}
\end{equation*}
$$

where $\mathbf{p}_{A B}=\mathbf{p}_{A}-\mathbf{p}_{B}$ is the relative position, $\mathbf{v}_{A B}=\mathbf{v}_{A}-\mathbf{v}_{B}$ is the relative velocity, $r_{A B}=r_{A}+r_{B}$ is the sum of robot radii, $\tau$ is the time horizon, and $\delta$ is an acceleration control parameter [29]. The definition implies that if the robot $A$ chooses a new velocity $\mathbf{v}_{A}^{\prime}$ which pushes $\mathbf{v}_{A B}$ outside of $A V O_{A B}^{\delta, \tau}$, the robots will not collide before time $\tau$ while $A$ and $B$ have the same acceleration control parameter $\delta$. The set of collision-avoiding velocities $C A_{A \mid B}^{\delta, \tau}$ for $A$ with respect to $B$ is defined as

$$
\begin{equation*}
C A_{A \mid B}^{\delta, \tau}\left(\mathbf{v}_{B}\right)=\left\{\mathbf{v}+\mathbf{v}_{B} \mid \mathbf{v} \notin A V O_{A B}^{\delta, \tau}\right\} \tag{3}
\end{equation*}
$$

In a multi-robot planning environment with more than two robots, the computed velocity of the collision avoidance should be outside the AVOs of all other robots. We use the optimal reciprocal collision avoidance (ORCA) algorithm [30] to compute these velocities. Rather than computing the exact set of collision-avoiding velocities $C A_{A \mid B}^{\delta, \tau}$, the ORCA algorithm defines the permitted velocities for $A$ respect to $B$ as a half-plane:

$$
\begin{equation*}
O R C A_{A \mid B}^{\delta, \tau}\left(\mathbf{v}_{B}\right)=\left\{\mathbf{v} \left\lvert\,\left(\mathbf{v}-\left(\mathbf{v}_{A}^{o p t}+\frac{1}{2} \mathbf{u}\right)\right) \cdot \mathbf{n} \geq 0\right.\right\} \tag{4}
\end{equation*}
$$

where $\mathbf{v}_{A}^{\text {opt }}$ is optimization velocity (the velocity that the robot would have chosen if there are had been no obstacles $), \mathbf{u}=\left(\arg \min _{\mathbf{v} \in \partial A V O_{A \mid B}^{\delta \tau}}\left\|\mathbf{v}-\left(\mathbf{v}_{A}^{o p t}-\mathbf{v}_{B}^{o p t}\right)\right\|\right)-\left(\mathbf{v}_{A}^{o p t}-\right.$ $\left.\mathbf{v}_{B}^{o p t}\right)$ and $\mathbf{n}$ is the outward normal of the boundary of $A V O_{A \mid B}^{\delta, \tau}$ at $\left(\mathbf{v}_{A}^{o p t}-\mathbf{v}_{B}^{o p t}\right)+\mathbf{u}$. The computed velocities eliminate oscillatory motion or trajectory without any explicit communications between the robots [30]. The optimal velocity $O R C A_{A}^{\delta, \tau}$ for $A$ is computed as the intersection of the half-planes,

$$
\begin{equation*}
O R C A_{A}^{\delta, \tau}=\bigcap_{B \neq A} O R C A_{A \mid B}^{\delta, \tau}\left(\mathbf{v}_{B}\right) \tag{5}
\end{equation*}
$$

Our algorithm also applies the kinematic constraints of the human-like robot (Sect. 3.3),

$$
\begin{equation*}
O R C A_{A}^{\theta, \delta, \tau}=H(\theta) \cap O R C A_{A}^{\delta, \tau} \tag{6}
\end{equation*}
$$

From the set of velocities in $O R C A_{A}^{\theta, \delta, \tau}$, our algorithm computes the velocity that is closest to $\mathbf{v}_{A}^{\text {opt }}$; it then computes the goal position of the current planning step $\mathbf{p}_{A}^{\text {goal }}$ :

$$
\begin{gather*}
\mathbf{v}_{A}^{\text {new }}=\underset{\mathbf{v} \in O R C A_{A}^{\theta, \delta, \tau}}{\arg \min }\left\|\mathbf{v}-\mathbf{v}_{A}^{o p t}\right\|,  \tag{7}\\
\mathbf{p}_{A}^{\text {goal }}=\mathbf{p}_{A}+\mathbf{v}_{A}^{\text {new }} \Delta t . \tag{8}
\end{gather*}
$$

### 3.3 Kinematic Constraints for Human-Like Robots

The computation of AVO (2) requires the radius of the robot. We use the personal space defined by a radius $r$, rather than the exact physical extent of the robot, as part of our collision avoidance computation. Personal space is a psychological concept corresponds to the empty region between two nearby persons that reflects each person's comfort level and allows enough space for them to swing their limbs. In the
context of multi-robot planning, this Personal space is used to provide each robot enough space to move its arms and legs.

The basic AVO algorithm takes into account kinematic constraints in terms of maximum velocity and acceleration limits. But the prior algorithm is designed for 2 D disc like robots, and is therefore indifferent to the robot's orientation when computing velocities [29]. For human-like robots, kinematic constraints are highly dependent on the robot's orientation. Our approach therefore uses orientation-dependent velocity constraints since we are working with human-like robots. We denote these orientation-dependent velocity constraints as $H(\theta)$, and add these constraints to the computed set of collision-avoiding velocities.

A locomotion of a human-like robot $A$ is modeled by a trajectory of the robot root states, $\left(\mathbf{p}_{A}, \mathbf{v}_{A}, \theta_{A}\right)$. The human-like robots move by taking individual footsteps, which correspond to contacts between robot feet and the ground. Each new footstep's generation is constrained by the last footstep [25]. In order to formulate this constraint, we assume the human-like robot moves based on forward walking, and that the robot's root orientation is the same as the orientation of one of the feet that moved in the last footstep [3]. The constraint of the permitted new position of a left foot can be formulated as

$$
\begin{equation*}
\left\{\left(x-d \sin \theta+s_{1} \cos \theta^{\prime}, y-d \cos \theta+s_{1} \sin \theta^{\prime}\right) \mid \theta^{\prime} \in[\theta, \theta+\alpha]\right\} \tag{9}
\end{equation*}
$$

where $d$ is the distance between the robot root and the left foot, $s_{1}$ is the bound of forward walking (i.e., the length of a stride), and $\alpha$ is the maximum z -axis rotational angle of the left foot. The constrained region is shown in Fig. 2a in the blue color.


Fig. 2 Formulating the velocity bound of the kinematic constraints $H(\theta)$ for a human-like robot. a The permitted left foot position and right foot position for forward walking, when the last step is taken by the right foot (shown in dotted lines). In a forward walking, a single left step only can turn the robot orientation to the left; with only two steps, the robot can orient itself to the left and right sides, within a range of $[\theta-\alpha, \theta+\alpha]$ ( $\alpha$ is the maximum z-axis rotational angle of the left foot). b Permitted robot root position for two steps, which is a symmetric shape corresponding to the robot orientation $\theta_{A}$. c The velocity bound $H(\theta)$ for a human-like robot. The robot maintains its orientation except when it is facing towards the goal; it then orients itself toward the goal

The position of the previous footstep is shown with the dotted line. The robot can only change its orientation to one single side within a single footstep; if we plan only a single footstep during the planning interval, it therefore invalidates most of the collision avoiding velocities. Rather than using a single footstep, we compute two consecutive steps within our planning time interval. In this case, the permitted position of the second right footstep is anything within the range of orientations in $[\theta-\alpha, \theta+\alpha]$ (green region shown in Fig. 2a), and the robot root position has a large symmetric bound corresponding to the robot orientation $\theta_{A}$, as shown in Fig. 2b. The velocity bound depending on the robot's orientation corresponds to the bound on the position of robot's root, and can be computed from the two constants, stride distance $s$ and time step $\Delta t$. However, the forward walking assumption means that the robot cannot choose to move to the side or back. Robots can, however, move a distance $s_{2}$ in an arbitrary direction using two footsteps without changing their orientation; this is useful when the robot, in order to avoid collisions with other robots, must move in a direction very different from its current orientation. Therefore, we formulate the velocity constraint $H(\theta)$ shown in Fig. 2c using both forward walking and side-stepping, depending on the angle between robot's current orientation and its orientation towards the goal position $\mathbf{p}^{\text {goal }}=\left(x^{\text {goal }}, y^{\text {goal }}\right)$. We use the forward walking bound when $\theta \in \tan ^{-1}\left(\mathbf{p}^{\text {goal }}-\mathbf{p}_{A}\right) \pm \alpha / 2$; otherwise we use the side-stepping bound $D\left(0, s_{2} / \Delta t\right)$. The bound on the angle $\alpha$ allows the robot to change its orientation towards its desired orientation in one planning step, and perform side-stepping or back-stepping motion when the robot is not heading towards $\mathbf{p}^{g o a l}$ because of other nearby robots. The velocity bound $H(\theta)$ is formulated as the union of the side-stepping and the forward walking bounds,

$$
\begin{align*}
& D\left(0, \frac{s_{2}}{\Delta t}\right) \bigcup\left(D\left(0,2 \frac{s_{1}}{\Delta t}\right)\right. \cap\left\{\mathbf{v} \left\lvert\,\left\|\tan ^{-1}(\mathbf{v})-\theta^{g o a l}\right\|<\frac{\alpha}{2}\right.\right\} \\
&\left.\cap\left\{\mathbf{v} \left\lvert\, \mathbf{v}-(\mathbf{v} \cdot \mathbf{n}) \mathbf{n}<\frac{s_{1}}{\Delta t} \sin \alpha\right.\right\}\right), \tag{10}
\end{align*}
$$

where $\theta^{\text {goal }}=\tan ^{-1}\left(\mathbf{p}^{\text {goal }}-\mathbf{p}_{A}\right)$, and $\mathbf{n}=(\cos \theta, \sin \theta)$.

### 3.4 Trajectory Optimization

The second level of our motion planner performs trajectory optimization based on all the DOFs of the robot. The initial trajectory $\mathbf{Q}$ is initialized using the result of the computation of the collision-avoiding velocity. The trajectory of the root position is initialized as a cubic polynomial curve by Hermite interpolation using the position and the velocity of the goal position of the prior planning step and the new collisionavoiding velocity and position as the end-point constraints. Then $\mathbf{Q}$ is optimized using all DOFs of the robot. We use the ITOMP optimization-based framework [19] for the trajectory optimization. The trajectory $\mathbf{Q}$ is first discretized into $N+2$ waypoints,
$\left\{\mathbf{q}_{I}, \mathbf{q}_{1}, \ldots, \mathbf{q}_{N}, \mathbf{q}_{G}\right\}$, where $N$ is the number of internal waypoints. Each waypoint $\mathbf{q}_{i}$ is a robot configuration of all actuated joints and the position of the robot root. The start configuration $\mathbf{q}_{I}$ is set to the current robot configuration, and the goal configuration $\mathbf{q}_{G}$ is set with the goal position of the robot root $\mathbf{p}_{A}^{\text {goal }}$. The internal waypoints $\left\{\mathbf{q}_{1}, \ldots, \mathbf{q}_{N}\right\}$ are initialized using an interpolation to generate a smooth trajectory. Using the internal waypoints $\left\{\mathbf{q}_{1}, \ldots, \mathbf{q}_{N}\right\}$ as the optimization variables, our planner optimizes the following cost function to compute the optimal trajectory:

$$
\begin{equation*}
\mathbf{Q}^{*}=\underset{\mathbf{q}_{1}, \ldots, \mathbf{q}_{N}}{\arg \min } \sum_{k=1}^{N}\left(C\left(\mathbf{q}_{k}\right)+\left\|\mathbf{q}_{k-1}-2 \mathbf{q}_{k}+\mathbf{q}_{k+1}\right\|^{2}\right) \tag{1}
\end{equation*}
$$

where the term $C\left(\mathbf{q}_{k}\right)$ represents the cost function for the waypoint $\mathbf{q}_{k}$, and the second term $\left\|\mathbf{q}_{k-1}-2 \mathbf{q}_{k}+\mathbf{q}_{k+1}\right\|^{2}$ represents the smoothness at waypoint $\mathbf{q}_{k}$. The waypoint smoothness is computed based on the finite-difference accelerations on the joint trajectories.

### 3.5 Dynamic Stability and Contacts Generation

It is important that the trajectories of articulated human-like robots with high-DOFs are dynamically stable and that the robot is able to maintain its balance. As shown in Fig. 3a, a robot configuration $\mathbf{q}_{k}$ is stable when the sum of the all internal and external forces exerted on the robot is zero [28]. This zero sum implies that the


Fig. 3 A human-like robot makes contacts $c_{1}$ and $c_{2}$ with the ground plane. The gravity force $\mathbf{w}_{g}$ and the inertia force $\mathbf{w}_{i}$ are applied to the robot. The contact forces $\mathbf{w}_{c}^{1}$ and $\mathbf{w}_{c}^{2}$ can have values in their friction cone. The robot is stable when $\mathbf{w}_{c}^{1}+\mathbf{w}_{c}^{2}+\mathbf{w}_{g}+\mathbf{w}_{i}=\mathbf{0}$. a Forces exerted on the robot. b Friction cone
contacts between the robot and the rest of the environment (e.g. the ground) need to be planned accordingly, positioning the robot so that the resultant forces maintain that equilibrium.

In our formulation, the waypoint cost function $C\left(\mathbf{q}_{k}\right)$ includes the costs for the stability constraints that account for force equilibrium and contacts generation for a waypoint $\mathbf{q}_{k}$. These costs can be expressed as

$$
\begin{equation*}
C\left(\mathbf{q}_{k}\right)=C_{\text {Stability }}\left(\mathbf{q}_{k}\right)+C_{\text {Contact }}\left(\mathbf{q}_{k}\right) . \tag{12}
\end{equation*}
$$

$C_{\text {Stability }}\left(\mathbf{q}_{k}\right)$ represents the cost from the violation of the equilibrium of forces, and it is defined as

$$
\begin{equation*}
C_{\text {Stability }}\left(\mathbf{q}_{k}\right)=\min _{\mathbf{w}_{c}^{1}, \ldots, \mathbf{w}_{c}^{L}}\left\|\sum_{l=1}^{L} \mathbf{w}_{c}^{l}+\mathbf{w}_{g}\left(\mathbf{q}_{k}\right)+\mathbf{w}_{i}\left(\mathbf{q}_{k}\right)\right\| \tag{13}
\end{equation*}
$$

where $L$ is the total number of contact points, and $\mathbf{w}_{g}\left(\mathbf{q}_{k}\right)$ and $\mathbf{w}_{i}\left(\mathbf{q}_{k}\right)$ are the gravity and inertia forces at waypoint $\mathbf{q}_{k}$, respectively. $\mathbf{w}_{c}^{l}$ is the contact reaction force of $l$ th contact point, which is constrained by Coulomb's friction law. $\mathbf{w}_{c}^{l}$ is its friction cone defined by a friction coefficient $\mu$ to avoid slipping (Fig. 3b). In other words, $\mathbf{w}_{c}^{l}$ should satisfy

$$
\begin{equation*}
\left\|\mathbf{w}_{c}^{l}-\left(\mathbf{n}^{l} \cdot \mathbf{w}_{c}^{l}\right) \mathbf{n}^{l}\right\| \leq \mu\left(\mathbf{n}^{l} \cdot \mathbf{w}_{c}^{l}\right) \tag{14}
\end{equation*}
$$

where $\mathbf{n}^{l}$ is the contact normal of $l$ th contact.
$C_{\text {Contact }}\left(\mathbf{q}_{k}\right)$ represents the penalty cost from the invalid contacts generation: The reaction forces from contact points affect the stability cost computation of (13). The magnitudes of the contact forces can be directly optimized in the trajectory optimization [20], but we use instead an indirect approach used in Contact-Invariant Optimization, that assigns scalar variables $\rho$ for contact points, then computes the appropriate contact forces $\mathbf{w}_{c}$ and the penalty cost $C_{\text {Contact }}\left(\mathbf{q}_{k}\right)$ [18]. The cost is defined as

$$
\begin{equation*}
C_{\text {Contact }}\left(\mathbf{q}_{k}\right)=\sum_{l=1}^{L} \rho_{k}^{l}\left(\left\|\mathbf{e}_{k}^{l}\left(\mathbf{q}_{k}\right)\right\|^{2}+\left\|\dot{\mathbf{c}}_{k}^{l}\left(\mathbf{q}_{k}\right)\right\|^{2}\right) \tag{15}
\end{equation*}
$$

where $L$ is the total number of potential contact points and $\dot{\mathbf{c}}_{k}^{l}$ is the velocity of the $l$-th contact point $\mathbf{c}_{k}^{l}$. $\mathbf{e}_{k}^{l}$ represents the distance from $\mathbf{c}_{k}^{l}$ to the nearest point on the obstacles. Therefore, the cost function becomes high when the contact point is not on the environment or is sliding. $\rho_{k}^{l}$ is a scalar variable that represents whether the $l$-th contact is active in the waypoint $\mathbf{q}_{k}$. The contact cost is ignored when $\rho_{k}^{l}$ is 0 , which implies that the corresponding contact point $\mathbf{c}_{k}^{l}$ is inactive at waypoint $\mathbf{q}_{k}$.

## 4 Mathematical Guarantees

In this section, we give the mathematical guarantees of our planning algorithm's suitability for high-DOF human-like robots; including smoothness of the computed trajectory and local collision avoidance among multiple robots.

### 4.1 Smoothness of the Computed Trajectory

The ORCA algorithm generates a continuous trajectory of velocities, and that this continuous velocity trajectory guarantees the smoothness of the robot trajectory [30]. In our approach, the velocities computed by ORCA in the first computation level are used to generate the initial trajectory $\mathbf{Q}$, which used as input for the trajectory optimization in the second-level computation. Therefore, it is necessary to show that the trajectory after the optimization is smooth, and that the partial trajectories computed in multiple planning steps keep the continuity between next and previous trajectories at their endpoints.

Theorem 1 Given a small duration $\delta t$ between adjacent waypoints on a trajectory that is computed from our planning algorithm, the velocity of the trajectory is continuous, i.e., the waypoints on the trajectory satisfy $\dot{\mathbf{q}}_{i} \approx \dot{\mathbf{q}}_{i+1}$ for all $i$, where $\approx$ denotes 'arbitrarily close to' as $\delta t \rightarrow 0$.

Proof Our planning algorithm computes partial trajectories of length $\Delta t$ in multiple planning steps using ORCA-based collision avoidance and the trajectory optimization. As described in Sect. 3.4, the waypoints $\mathbf{q}_{i}$ on the trajectory are evenly spaced by $\delta t$ and evaluated on polynomial curves of joints $\mathbf{P}(t)$, i.e., $\mathbf{q}_{i}=\mathbf{P}(i \cdot \delta t)$. Since $\dot{\mathbf{P}}(t) \approx \dot{\mathbf{P}}(t+\delta t)$ holds for any polynomial curves, $\dot{\mathbf{q}}_{i}=\dot{\mathbf{P}}(i \cdot \delta t) \approx \dot{\mathbf{P}}(i \cdot \delta t+\delta t)=$ $\dot{\mathbf{q}}_{i+1}$ for the initial trajectories. It is guaranteed in [22] that the trajectory optimization using covariant gradient updates keeps the smoothness of the initial trajectory.

In the each planning step, the planner uses the position, velocity, and acceleration of the goal waypoint of the last planning step as the endpoint constraint when performing the initial trajectory computation of the partial trajectory. It ensures that any pair of two adjacent waypoints $\left(\mathbf{q}_{i}, \mathbf{q}_{i+1}\right)$ on the entire trajectory is a subset of a single planning step trajectory, where $\dot{\mathbf{q}}_{i} \approx \dot{\mathbf{q}}_{i+1}$ holds.

### 4.2 Local Collision Avoidance

It is given by [30] that the ORCA algorithm can guarantee that the computed trajectory for robot $A$ is collision-free for time $\tau$ if $O R C A_{A}^{\delta, \tau}$ is not empty; choosing $\mathbf{v}_{A}^{o p t}$ carefully ensures that it is never empty. We can claim that this holds true for our collision avoidance computation even with the kinematic constraints introduced by high-DOF human-like robots.

Theorem 2 Given a time step $\delta$, the computed trajectory for a robot $A$ does not collide with trajectories of any other robot $B$ for $B \neq A$, if $O R C A_{A}^{\delta, \tau}$ is not empty.

Proof In Fig. 2c, $H(\theta)$ covers the velocities that $\|v\| \leq s / \Delta t$, regardless of the orientation $\theta$. It implies $O R C A_{A}^{\theta, \delta, \tau}$ can be non-empty if $O R C A_{A}^{\delta, \tau}$ is not empty. If the collision avoidance algorithm chooses a collision-avoiding velocity $\mathbf{v}_{A}^{\text {new }}$ in $O R C A_{A}^{\theta, \delta, \tau}$, that means that the personal space of robot $A, D\left(\mathbf{p}_{A}, r_{A}\right)$ will not intersect with the personal spaces of other robots during time interval $\tau$. The robot $A$ is always completely contained by $D\left(\mathbf{p}_{A}, r_{A}\right)$, so the robot $A$ does not intersect with other robots if $\Delta t \leq \tau$.

## 5 Experimental Results

In this section, we describe the implementation of our multi-robot planning algorithm and present the results in different scenarios. We implemented our algorithm for simulated robots using a human-like robot model which has 34 DOFs. The robot model is 2.3 m tall, and we set the variables for kinematic constraints and replanning: radius of the personal space $r=1.0 \mathrm{~m}$, stride $s=0.5 \mathrm{~m}$, maximum foot z -axis rotational angle $\alpha=\pi / 2$, the number of internal waypoints in the trajectory optimization $N=100$, planning step size $\Delta t=2 \mathrm{~s}$, the velocity obstacle time horizon $\tau=10 \mathrm{~s}$, and the acceleration control parameter $\delta=4 \mathrm{~s}$. The planning computation for each robot was performed using separate threads. As it is shown in Fig. 1, each planner first computes a collision avoiding velocity $\mathbf{v}_{A}^{\text {new }}$ and corresponding initial trajectory, then optimizes the trajectory, which has two footsteps. We decompose the robot model and plan the trajectories of the decomposed robot components in a hierarchical manner to improve the performance of the planning. Timing results were taken on a PC equipped with an Intel i7-2600 8-core CPU 3.4 GHz .

We test our approach in several benchmark scenarios to demonstrate the collision avoidance behavior and dynamically stable motions. We highlight the results for planning in different benchmarks in Table 1.

- Position Exchange (Fig. 4a): Two robots exchange their positions by passing each other.
- Dynamic Obstacles (Fig.4b): The benchmark has moving obstacles, and 8 robots have to cross obstacle's path to navigate to their goals.
- Circle (Figs. 4c, and 5): We initialize 8 robots on a circle. Each robot moves through the center of the circle to the goal position opposite its initial position.
- Narrow Passage (Fig.4d): Static obstacles make narrow passages, which is like a building entrance. Eight robots move through the narrow passage.

Videos of these and other benchmark experiments can be found at http://gamma.cs. unc.edu/MultiRobot/.

Position Exchange scenario is used as a benchmark for many ORCA-based approaches [29, 30]. In this benchmark, two robots are initialized to exchange their

Table 1 Planning results for different benchmarks
$\left.\begin{array}{l|l|l|l|l|l}\hline \text { Benchmark } & \begin{array}{l}\text { Number of } \\ \text { robots (DOFs) }\end{array} & \begin{array}{l}\text { Trajectory } \\ \text { length (s) }\end{array} & \begin{array}{l}\text { Collision } \\ \text { avoidance } \\ \text { time (ms) }\end{array} & \begin{array}{l}\text { Trajectory } \\ \text { optimization } \\ \text { time (ms) }\end{array} & \text { Features } \\ \hline \begin{array}{l}\text { Position } \\ \text { exchange }\end{array} & 2(68) & 40 & 0.007 & 617 & \begin{array}{l}\text { Collision } \\ \text { avoidance on a } \\ \text { non-planar } \\ \text { ground }\end{array} \\ \hline \begin{array}{l}\text { Dynamic } \\ \text { obstacles }\end{array} & 8(272) & 48 & 0.023 & 476 & \begin{array}{l}\text { Real-time } \\ \text { dynamic } \\ \text { obstacle } \\ \text { handling }\end{array} \\ \hline \text { Circle } & 8(272) & 76 & 0.030 & 670 & \begin{array}{l}\text { Kinematic } \\ \text { constraints (w/ } \\ \text { Side-stepping) }\end{array} \\ \hline \begin{array}{l}\text { Circle w/o } \\ \text { side-stepping }\end{array} & 8(272) & 96 & 0.031 & 656 & \begin{array}{l}\text { Kinematic } \\ \text { constraints } \\ \text { (w/o }\end{array} \\ \hline \begin{array}{l}\text { Narrow } \\ \text { passage }\end{array} & 8(272) & 100 & 0.045 & 1108 & \begin{array}{l}\text { Hide-stepping) }\end{array} \\ \text { planning for } \\ \text { narrow } \\ \text { passage }\end{array}\right]$

We show the number of robots; the trajectory length that corresponds to the total time that the robots took to reach their goals; the average computation times for the collision avoidance and the trajectory optimization for each planning step. Videos of these benchmarks can be found at http:// gamma.cs.unc.edu/MultiRobot/
positions by passing each other. They move directly toward their goals at beginning, but when the robots notice that a collision will happen within $\tau$, they change their directions to avoid the collision. Furthermore, we consider an uneven group with steps. Our planner compute the walking motion on uneven ground using the contact and stability constraints (12).

Dynamic Obstacles benchmark has three dynamic obstacles that move using constant velocities, and are not reactive to the robots. Robots know the velocities and positions of the obstacles, and move while avoiding collisions with the dynamic obstacles. This benchmark shows that our approach can naturally deal with the presence of obstacles that do not adapt its motion to the other robots, using human-like robots with forward walking and side-stepping motions.

Our third benchmark is Circle, where the robots are placed along the circumference of a circle and their corresponding goal are at the anti-podal positions. The ground is not planar, but the computed trajectories are smooth and dynamically stable, with no oscillations or collisions. We also computed robot trajectories of Circle benchmark with restricting the robot motion only to forward walking, and show the comparison of the computed trajectories in Fig. 5. In the trajectories with sidestepping (Fig. 5a, c), the red segments show side-stepping motions. It shows that
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Fig. 4 a-d Benchmarks used in our paper. e Plot of the planning time of the collision avoidance and the trajectory optimization along the trajectory for a robot
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Fig. 5 Comparison of computed trajectories of Circle benchmark with and without side-stepping. Black segments show the forward walking motions, and the red segments show side-stepping motions. a Trace of robots with side-stepping. b Trace of robots with side-stepping. c Zoomed center of (a). d Zoomed center of (c)
robots use the side-stepping to move around other robots. For example, the yellow robot moves using back steps to avoid colliding with the magenta robot. The trajectories are collision-free and smooth. However, if we restrict the robot motion only to forward walking (Fig. 5b, d), the trajectories are neither collision-free nor smooth (see Theorem 2). Furthermore, the time that the robots reach their goal of the forward walking only motions is 96 s , which is greater than 76 s of motions using both forward walking and side-stepping.

Finally, we highlight some narrow passages due to static obstacles in the Narrow Passage benchmark. In this benchmark, the width of the passage is shorter than the personal space radius $r=1.0$, and we use a smaller radius for collision avoidance computation. Moreover, there are obstacles at a height that is the same as that of the robot. In order to handle the obstacles, we add the collision cost in trajectory optimization. Figure 4d shows that the robots move their arms and heads to avoid collisions with the obstacles in the computed trajectories. In Fig.4e, we show the planning time of the collision avoidance and the trajectory optimization for each planning step for a robot. It shows that the collision avoidance computation takes less than 0.01 ms , during the entire trajectory. Most of the time is spent in trajectory optimization.

## 6 Conclusions, Limitations and Future Work

In this paper we have proposed a motion planning algorithm for multiple high-DOF human-like robots. We model the kinematic constraints of a human-like robot and apply these constraints in computing collision avoidance. We have combined this collision avoidance formulation with trajectory optimization in the entire planning framework using the result of the collision avoidance computation to generate the initial trajectory for the trajectory optimization. The trajectory optimization step uses constraints for contacts and stability; these constraints ensure that the computed motion is dynamically feasible for the given high-DOF human-like robot. Therefore, our planning algorithm computes trajectories for multiple robots, which are guaranteed to be smooth, to avoid collisions with other robots, to obey the kinematic constraints of human-like robots, and to remain dynamically stable. We validate our algorithm in several benchmark scenarios where multiple robots move on uneven ground without collisions.

There are some limitations to our approach. The guarantees of the collision avoidance algorithm on the collision-free initial trajectory holds for a limited set of optimal velocities $\mathbf{v}_{A}^{o p t}$. The collision avoidance performs better when using the current velocity as the optimal velocity, but this breaks the guarantees.

There are many avenues for future work. Our approach expects reciprocality from other robots. However, there are scenarios in which full reciprocality is not expected, such as environments have multiple robots and multiple humans. One possible future direction for research is the creation of a planning algorithm for use in environments containing both robots and humans. Furthermore, our approach can be combined
with real human behavior [3] to generate virtual human motions. Moreover, we would like to investigate better modeling of the kinematic constraints of human-like robots $H(\theta)$ for high-speed motions.
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#### Abstract

Belief space planning provides a principled framework to compute motion plans that explicitly gather information from sensing, as necessary, to reduce uncertainty about the robot and the environment. We consider the problem of planning in Gaussian belief spaces, which are parameterized in terms of mean states and covariances describing the uncertainty. In this work, we show that it is possible to compute locally optimal plans without including the covariance in direct trajectory optimization formulations of the problem. As a result, the dimensionality of the problem scales linearly in the state dimension instead of quadratically, as would be the case if we were to include the covariance in the optimization. We accomplish this by taking advantage of recent advances in numerical optimal control that include automatic differentiation and state of the art convex solvers. We show that the running time of each optimization step of the covariance-free trajectory optimization is $O\left(n^{3} T\right)$, where $n$ is the dimension of the state space and $T$ is the number of time steps in the trajectory. We present experiments in simulation on a variety of planning problems under uncertainty including manipulator planning, estimating unknown model parameters for dynamical systems, and active simultaneous localization and mapping (active SLAM). Our experiments suggest that our method can solve planning problems in 100 dimensional state spaces and obtain computational speedups of $400 \times$ over related trajectory optimization methods.


## 1 Introduction

A key challenge in robotics is to robustly complete tasks such as navigation and manipulation in the presence of uncertainty. One way to deal with uncertainty is to explicitly gather information from sensing to reduce uncertainty about aspects of the robot and the environment that are critical for completion of a task. The problem of computing motion plans that optimally perform information gathering actions as necessary can be formalized as a Partially Observable Markov Decision Process

[^57](POMDP) [19], which is defined over the space of probability distributions of the state space, also referred to as the belief space.

Computing globally optimal solutions for the POMDP problem is known to be computationally intractable [25]. As a result, recent work including, but not limited to, $[10,14,18,23,26,27,29,36]$, has focused on solving this problem in Gaussian belief spaces, where beliefs are concisely parameterized as Gaussian distributions and are propagated using a Bayesian filter such as an extended Kalman filter (EKF). This body of work has lead to the development of novel methods for solving the problem. Unfortunately, the computational effort involved in computing plans using these methods is a bottleneck when there is considerable uncertainty during execution and it is potentially necessary to re-plan at every time step in a receding horizon control context [27].

In this work, we formulate the planning problem in Gaussian belief spaces as a trajectory optimization problem. We show that it is possible to compute locally optimal plans by optimizing over just the control inputs and mean states as opposed to optimizing over control inputs, mean states, and covariances [26, 27]. We refer to this formulation as covariance-free trajectory optimization in Gaussian belief spaces. Excluding the covariance from the optimization has two major implications-(i) the dimension of the optimization problem is now linear in the state dimension instead of quadratic, thereby leading to considerable computational speedups, and (ii) this eliminates the constraint that ensures that the covariances at all time steps are consistent with the Bayesian belief update, which is nonlinear by virtue of matrix operations such as the matrix inverse involved in the update.

We accomplish covariance-free trajectory optimization by taking advantage of two recent advances in numerical optimal control. The first is the use of reverse mode automatic differentiation, which is a technique for efficiently evaluating derivatives of scalar-valued computer represented functions up to machine precision [2, 15]. The second is the development of efficient receding horizon convex solvers [12, 13] that exploit a priori knowledge about the temporal structure of the problem to generate efficient solver code specific to a problem instance. We show that a combination of both techniques is important for achieving a computational complexity of $O\left(n^{3} T\right)$ per optimization step, where $n$ is the state space dimension and $T$ is the number of time steps.

We evaluate our approach in simulation vis-à-vis other trajectory optimization methods, including dynamic programming [36] and trajectory optimization with covariances [26, 27]. We consider planning problems in a variety of domains including planning manipulator motions under uncertainty [35], estimating parameters of inaccurate dynamical systems [38], and active simultaneous localization and mapping (active SLAM) [18]. Our experiments suggest that by not including the covariance in the optimization, it is possible to compute plans in Gaussian belief spaces for 100 dimensional state spaces and we have obtained computational speedups of $400 \times$ over related methods.

## 2 Related Work

Planning in the belief space for many robotic tasks is naturally defined over continuous state, action, and observation spaces. In this setting, prior work has tackled the planning problem from a number of different angles:
(1) Point-based value iteration methods [22,28] select a limited set of representative belief points and iteratively apply value updates to those points to compute a control policy over belief space.
(2) Simulation-based methods [32,33] generate a few potential plans and select a plan that optimizes a given metric such as information gain.
(3) Regression-based planning [20] uses logical representations of the belief state to compute plans that achieve a desired goal.
(4) Sampling-based methods [1, 6, 16, 17, 29] use randomized exploration strategies to explore the belief space in search of an optimal plan.
(5) Policy search methods [8, 10] directly optimize parameters of a control policy using approximate inference in Gaussian belief spaces.
(6) Trajectory optimization methods [14, 18, 21, 23, 26, 27, 34, 36] compute locally optimal trajectories (and policies, if applicable) that trade off actuation and sensing actions to maximize information gain over a finite horizon.

Gaussian belief space planning focuses on Gaussian parameterizations of the belief in terms of the mean and covariance. Of the aforementioned categories, specialized methods in categories (4), (5), and (6), have been developed for computing locally optimal plans in Gaussian belief spaces. Trajectory optimization methods (category (6)) can be further classified into two categories (Fig. 1):

- Dynamic programming [4] in Gaussian belief spaces: Examples include using linear quadratic regulator (LQR) [27], differential dynamic programming (DDP) [14], and iterative LQG [36]. In addition to computing a locally optimal trajectory, these methods also compute an associated control policy.
- Direct optimization methods [5] in Gaussian belief spaces: Examples include optimizing just over controls (also known as shooting) [18, 23] or optimizing over controls, mean states, and covariances (also known as collocation) [26, 27]. These methods compute a locally optimal open-loop trajectory.

Fig. 1 Taxonomy of trajectory optimization methods for Gaussian belief space planning. Our covariance-free optimization formulation optimizes over controls only (shooting) or both controls and mean states (partial collocation)


Our covariance-free trajectory optimization method lies in the sub-category of direct trajectory optimization methods that optimize over controls and mean states only. Prior work has explored shooting methods by directly optimizing over the sequence of control inputs using control sampling [23], which is not desirable in the case of continuous action spaces common in robotic tasks. Indelman et al. [18] use gradient descent to optimize over the sequence of controls but use finite differences to compute the gradient of the objective function. As we will show in Sect. 5, use of finite differences over long trajectories leads to poorly conditioned gradients, leading to slow convergence. In this work, we compute exact gradients using automatic differentiation (Sect.4.2).

Prior work has also explored the possibility of optimizing over mean states and control inputs for planning under uncertainty. However, the formulation of Vitus and Tomlin [37] cannot account for state- and control-dependent noise, which is important for belief space planning. Kontitsis et al. [21] use covariance matrix adaption (CMA) based optimization to optimize the objective subject to constraints on the evolution of the mean state but this sampling-based optimization method is computationally expensive.

## 3 Gaussian Belief Space Planning: Preliminaries and Notation

Let $\mathbf{x}=\left[\mathbf{x}^{R}, \mathbf{x}^{\mathcal{O}}\right]^{\top} \in \mathbb{R}^{n_{\mathbf{x}}}$ be the system state consisting of the state $\mathbf{x}^{R}$ of the robot and the state $\mathbf{x}^{\mathcal{O}}$ of relevant objects in the environment. Let $\mathbf{u}=\left[\mathbf{u}^{R}, \mathbf{u}^{\mathcal{O}}\right]^{\top} \in \mathbb{R}^{n_{\mathbf{u}}}$ denote the combined control input applied to the system and $\mathbf{z}=\left[\mathbf{z}^{R}, \mathbf{z}^{\mathcal{O}}\right]^{\top} \in \mathbb{R}^{n_{\mathbf{z}}}$ be the vector of measurements obtained about the system state using sensors. We are given stochastic dynamics and measurement models given by nonlinear differentiable functions $\mathbf{f}$ and $\mathbf{h}$ :

$$
\begin{align*}
\mathbf{x}_{t+1} & =\mathbf{f}\left(\mathbf{x}_{t}, \mathbf{u}_{t}, \mathbf{q}_{t}\right), & & \mathbf{q}_{t} \sim \mathcal{N}(\mathbf{0}, I),  \tag{1}\\
\mathbf{z}_{t} & =\mathbf{h}\left(\mathbf{x}_{t}, \mathbf{r}_{t}\right), & & \mathbf{r}_{t} \sim \mathcal{N}(\mathbf{0}, I), \tag{2}
\end{align*}
$$

where $\mathbf{q}_{t}$ is the Gaussian dynamics noise and $\mathbf{r}_{t}$ is Gaussian measurement noise.
We consider a Gaussian parameterization of the belief ( $\hat{\mathbf{x}}_{t}, \Sigma_{t}$ ) consisting of the mean state $\hat{\mathbf{x}}_{t}$ and the covariance $\Sigma_{t}$. We assume that the initial belief $\left(\hat{\mathbf{x}}_{0}, \Sigma_{0}\right)$ is given. Given a current belief $\left(\hat{\mathbf{x}}_{t}, \Sigma_{t}\right)$, a control input $\mathbf{u}_{t}$, and a measurement $\mathbf{z}_{t+1}$, the belief state evolves using a Bayesian filter such as an extended Kalman filter (EKF), according to a stochastic process given by [36]:

$$
\begin{align*}
\hat{\mathbf{x}}_{t+1} & =\mathbf{f}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}, \mathbf{0}\right)-K_{t}\left(\mathbf{z}_{t+1}-\mathbf{h}\left(\mathbf{f}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}, \mathbf{0}\right), \mathbf{0}\right),\right.  \tag{3a}\\
\Sigma_{t+1} & =\left(I-K_{t} H_{t}\right) \Sigma_{t+1}^{-} \tag{3b}
\end{align*}
$$

$$
\begin{align*}
& A_{t}=\frac{\partial \mathbf{f}}{\partial \mathbf{x}}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}, \mathbf{0}\right), Q_{t}=\frac{\partial \mathbf{f}}{\partial \mathbf{q}}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}, \mathbf{0}\right), \Sigma_{t+1}^{-}=A_{t} \Sigma_{t} A_{t}^{\top}+Q_{t} Q_{t}^{\top},  \tag{3c}\\
& H_{t}=\frac{\partial \mathbf{h}}{\partial \mathbf{x}}\left(\hat{\mathbf{x}}_{t+1}, \mathbf{0}\right), \quad R_{t}=\frac{\partial \mathbf{h}}{\partial \mathbf{r}}\left(\hat{\mathbf{x}}_{t+1}, \mathbf{0}\right), \quad K_{t}=\Sigma_{t+1}^{-} H_{t}^{\top}\left(H_{t} \Sigma_{t+1}^{-} H_{t}^{\top}+R_{t} R_{t}^{\top}\right)^{-1} . \tag{3d}
\end{align*}
$$

We consider discrete-time Gaussian belief space planning problems that are solved over a finite horizon $T$ in which a robot performs information gathering actions as necessary, to minimize uncertainty during task execution. For example, in localization, a robot seeks to reduce the variance of its state, and in parameter estimation, the robot seeks to reduce the variance of its model parameters. In general, objectives that are functions of means, covariances, and control inputs can be considered.

Depending on the optimal control method used, the objective is to either compute a sequence of controls $\mathbf{u}_{t}$ or a control policy $\mathbf{u}_{t}=\pi_{t}\left(\hat{\mathbf{x}}_{t}, \Sigma_{t}\right)$ for all $0 \leq t<T$ that minimizes the objective:

$$
\begin{equation*}
\underset{\mathbf{z}_{1: T}}{\mathrm{E}}\left[c_{T}\left(\hat{\mathbf{x}}_{T}, \Sigma_{T}\right)+\sum_{t=0}^{T-1} c_{t}\left(\hat{\mathbf{x}}_{t}, \Sigma_{t}, \mathbf{u}_{t}\right)\right], \tag{4}
\end{equation*}
$$

where $c_{T}$ and $c_{t}$ are given immediate cost functions and the expectation is taken over the stochastic measurements. The planning problem can be illustrated as a graphical model as shown in Fig. 2. The solid lines in the graphical model indicate relationships between the means $\hat{\mathbf{x}}_{0: T}$, covariances $\Sigma_{0: T}$, and controls $\mathbf{u}_{0: T-1}$. The dashed lines indicate the dependence of the immediate cost functions $c_{0: T}$ and the different variables.

In our experiments, we encode the objective of minimizing the uncertainty while penalizing the control effort by using cost functions of the form:

$$
\begin{equation*}
c_{t}\left(\hat{\mathbf{x}}_{t}, \Sigma_{t}, \mathbf{u}_{t}\right)=\operatorname{tr}\left(M_{t} \Sigma_{t}\right)+\mathbf{u}_{t}^{\top} N_{t} \mathbf{u}_{t}, c_{T}\left(\hat{\mathbf{x}}_{T}, \Sigma_{T}\right)=\operatorname{tr}\left(M_{T} \Sigma_{T}\right) \tag{5}
\end{equation*}
$$

where minimizing the trace of the covariance $\Sigma_{t}$ minimizes the uncertainty and matrices $M_{t}$ and $N_{t}$ are positive semi-definite cost matrices. However, the cost functions are general enough to include additional problem-specific terms.

Fig. 2 Graphical model for finite horizon Gaussian belief space planning. Given the initial belief $\left(\hat{\mathbf{x}}_{0}, \Sigma_{0}\right)$, all subsequent $\hat{\mathbf{x}}_{t}$ and $\Sigma_{t}$ are functions of $\hat{\mathbf{x}}_{0}, \Sigma_{0}$, and the sequence of controls $\mathbf{u}_{0: t-1}$. The immediate cost functions $c_{t}$ and $c_{T}$ are functions of the controls, mean states, and covariances


## 4 Covariance-Free Trajectory Optimization

### 4.1 Formulation

Direct methods for trajectory optimization [5] formulate the planning problem as a nonlinear trajectory optimization problem. In this setting, the stochastic, partiallyobserved control problem described in Sect. 3 is replaced by a deterministic optimal control problem, which is computationally tractable. As first pointed out by Platt et al. [27], this can be accomplished by making the assumption that the maximum likelihood observation is obtained at each time step, i.e., $\mathbf{z}_{t}=\mathbf{h}\left(\hat{\mathbf{x}}_{t}, \mathbf{0}\right)$. This eliminates the stochasticity in the evolution of the mean state (Eq. 3a), converting the problem into a deterministic optimal control problem. The goal is to compute a sequence of controls $\mathbf{u}_{0: T-1}$ that minimizes the objective $c_{T}\left(\hat{\mathbf{x}}_{T}, \Sigma_{T}\right)+\sum_{t=0}^{T-1} c_{t}\left(\hat{\mathbf{x}}_{t}, \Sigma_{t}, \mathbf{u}_{t}\right)$, without the expectation term appearing in the original objective (Eq.4). This class of methods computes an open-loop sequence of controls $\mathbf{u}_{0: T-1}$. During execution, we follow the model predictive control paradigm [7] of repeatedly re-planning to account for the current observation. However, the key is to be able to re-plan sufficiently fast.

Since all subsequent $\hat{\mathbf{x}}_{t}$ and $\Sigma_{t}$ are functions of $\hat{\mathbf{x}}_{0}, \Sigma_{0}$, and the sequence of controls $\mathbf{u}_{0: t-1}$, as shown in Fig. 2, it is possible to formulate the optimization problem in terms of one or more of controls, mean states, and covariances. The three possible formulations are shown in Table 1. Here, $\mathcal{C}(\cdot)$ represents the objective expressed in Eqs. 4 and 5 in terms of the optimization variables, $\hat{\mathbf{x}}_{\text {target }}$ represents the desired mean target state, and $\mathcal{X}_{\text {feasible }}$ and $\mathcal{U}_{\text {feasible }}$ are sets of feasible states and control inputs, respectively.

Of these, the shooting and partial collocation formulations constitute the covariance-free optimization formulations considered in this work and are described below:

Table 1 Three possible formulations for direct trajectory optimization in Gaussian belief spaces

| Covariance-free trajectory optimization |  |  |
| :---: | :---: | :---: |
| Shooting | Partial collocation | Full collocation |
| $\begin{array}{ll} \min _{\mathbf{u}_{0: T-1}} & \mathcal{C}\left(\hat{\mathbf{x}}_{0}, \Sigma_{0}, \mathbf{u}_{0: T-1}\right) \\ \text { s.t } & \tilde{\mathbf{f}}\left(\hat{\mathbf{x}}_{0}, \mathbf{u}_{0: T-1}, \mathbf{0}\right)=\hat{\mathbf{x}}_{\text {target }} \\ & \tilde{\mathbf{f}}\left(\hat{\mathbf{x}}_{0}, \mathbf{u}_{0: t-1}, \mathbf{0}\right) \in \mathcal{X}_{\text {feasible }} \\ & \mathbf{u}_{t} \in \mathcal{U}_{\text {feasible }} \end{array}$ | $\begin{array}{ll} \min _{\mathbf{u}_{0: T-1}}^{\hat{\mathbf{x}}_{0: T}} & \mathcal{C}\left(\hat{\mathbf{x}}_{0: T}, \Sigma_{0}, \mathbf{u}_{0: T-1}\right) \\ \text { s.t } & \hat{\mathbf{x}}_{t+1}=\mathbf{f}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}, \mathbf{0}\right) \\ & \hat{\mathbf{x}}_{T}=\hat{\mathbf{x}}_{\text {target }}, \\ & \hat{\mathbf{x}}_{t} \in \mathcal{X}_{\text {feasible }}, \\ & \mathbf{u}_{t} \in \mathcal{U}_{\text {feasible }} \end{array}$ | $\begin{array}{\|ll} \min _{\substack{\mathbf{u}_{0}:-1 \\ \hat{\mathbf{x}}_{0: T} \\ \Sigma_{0: T}}} & \mathcal{C}\left(\hat{\mathbf{x}}_{0: T}, \Sigma_{0: T}, \mathbf{u}_{0: T-1}\right) \\ \text { s.t } & \hat{\mathbf{x}}_{t+1}=\mathbf{f}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}, \mathbf{0}\right), \\ & \Sigma_{t+1}=\left(I-K_{t} H_{t}\right) \Sigma_{t+1}^{-}, \\ & \hat{\mathbf{x}}_{T}=\hat{\mathbf{x}}_{\text {target }}, \\ & \hat{\mathbf{x}}_{t} \in \mathcal{X}_{\text {feasible }}, \\ & \mathbf{u}_{t} \in \mathcal{U}_{\text {feasible }} \\ \hline \end{array}$ |

Our covariance-free optimization formulation either optimizes only over controls (shooting) or over controls and mean states (partial collocation)
(i) Shooting: The objective $\mathcal{C}\left(\hat{\mathbf{x}}_{0}, \Sigma_{0}, \mathbf{u}_{0: T-1}\right)$ is a nonlinear function of the initial belief $\left(\hat{\mathbf{x}}_{0}, \Sigma_{0}\right)$ and the sequence of controls $\mathbf{u}_{0: T-1}$ since the immediate cost functions $c_{t}\left(\hat{\mathbf{x}}_{t}, \Sigma_{t}, \mathbf{u}_{t}\right)$ are dependent on the previously applied controls (Fig. 2). For planning problems, it is often desired that the mean state at the final time step is at a desired target, i.e., $\hat{\mathbf{x}}_{T}=\hat{\mathbf{x}}_{\text {target }}$. However, since $\hat{\mathbf{x}}_{T}$ is dependent on the sequence of controls, the optimization contains a possibly nonlinear constraint $\tilde{\mathbf{f}}\left(\hat{\mathbf{x}}_{0}, \mathbf{u}_{0: T-1}, \mathbf{0}\right)=$ $\hat{\mathbf{x}}_{\text {target }}$, where $\tilde{\mathbf{f}}\left(\hat{\mathbf{x}}_{0}, \mathbf{u}_{0: T-1}, \mathbf{0}\right)=\mathbf{f}\left(\mathbf{f}\left(\ldots\left(\mathbf{f}\left(\hat{\mathbf{x}}_{0}, \mathbf{u}_{0}\right), \mathbf{u}_{1}\right), \ldots\right), \mathbf{u}_{T-1}\right)$ computes the state at time step $T$. A similar iterative nonlinear constraint arises for restricting the states $\hat{\mathbf{x}}_{0: T}$ to the set of feasible states $\mathcal{X}_{\text {feasible }}$. In practice, these nonlinear constraints are typically added as costs to the optimization objective. The optimization problem has dimension $n_{\mathbf{u}} T$.
(ii) Partial Collocation: A second formulation considers optimizing over the controls $\mathbf{u}_{0: T-1}$ and mean states $\hat{\mathbf{x}}_{0: T}$. Similar to shooting, the objective $\mathcal{C}\left(\hat{\mathbf{x}}_{0: T}, \Sigma_{0}, \mathbf{u}_{0: T-1}\right)$ is nonlinear and dependent on the initial covariance $\Sigma_{0}$ and the mean states and controls (Fig. 2). In this formulation, the final target constraint $\hat{\mathbf{x}}_{T}=\hat{\mathbf{x}}_{\text {target }}$ is directly included in the optimization as $\hat{\mathbf{x}}_{T}$ is included in the optimization. Similarly, bounds on the controls and mean states are directly included in the optimization. The optimization problem has dimension $\left(n_{\mathbf{x}}+n_{\mathbf{u}}\right) T$.

Comparison with Full Collocation: Prior work has typically considered full collocation that optimizes over means, controls, and covariances [26, 27]. The main advantage of full collocation is that the objective $\mathcal{C}\left(\hat{\mathbf{x}}_{0: T}, \Sigma_{0: T}, \mathbf{u}_{0: T-1}\right)$ is only dependent on local variables at each time step. The objective considered in this work turns out to be quadratic, which is suitable for numerical optimization methods. Also, constraints on the mean states and controls are directly included in the optimization formulation.

However, since the covariance matrices $\Sigma_{t}$ are included in the optimization, it is important to ensure that the covariance matrices are consistent with the evolution of the belief state, as given in Eq. 3b. This equality constraint is nonlinear because of the presence of matrix operations, particularly the matrix inverse used to compute the Kalman gain (Eq. 3d), and is difficult to satisfy in a numerical optimization procedure. In addition, the optimization dimension increases because of the inclusion of the covariance matrices. The optimization problem has dimension $\left(n_{\mathbf{x}}\left(n_{\mathbf{x}}+1\right) / 2+n_{\mathbf{u}}\right) T$, where we exploit the symmetry in $\Sigma_{t}$ to only store the lower diagonal half [26, 27]. Additional care, such as using the square root of the covariance matrix instead of the covariance itself [26], also needs to be taken to ensure that the covariances remain positive semi-definite during the course of the optimization.

### 4.2 Tools for Covariance-Free Trajectory Optimization

We rely on two key advances in numerical optimal control-(i) automatic differentiation to accurately compute gradients of the nonlinear objective, and (ii) state of the
art convex solvers that are used in a sequential quadratic programming framework for optimizing the nonlinear objective subject to constraints.

Automatic Differentiation: For covariance-free trajectory optimization, the objective $\mathcal{C}\left(\hat{\mathbf{x}}_{0}, \Sigma_{0}, \mathbf{u}_{0: T-1}\right)$ is a nonlinear function of the initial belief ( $\hat{\mathbf{x}}_{0}, \Sigma_{0}$ ) and the sequence of controls $\mathbf{u}_{0: T-1}$. If numerical finite differences are used to compute the gradient of the nonlinear objective, then the gradients are poorly conditioned. For instance, a small change in the control input $\mathbf{u}_{0}$ will often have a dramatically large effect on the objective as compared to a small change in $\mathbf{u}_{T-1}$. In Sect. 5, we show that using gradients computed using finite differences indeed lead to slower convergence. One alternative would be to hand-compute the analytical expressions of first and preferably second-order derivatives. However, this is difficult for complex functions such as the matrix inverse involved in the belief dynamics (Eq. 3). Special cases also need to be taken into account to correctly handle singularities in computation.

Automatic differentiation (AD) [15] is a technique for evaluating derivatives of computer represented functions and can deliver directional derivatives, up to machine precision, of arbitrary computer-represented functions. Automatic differentiation has resulted in the development of efficient numerical optimal control methods [11] and recent work on optimization on manifolds for robotics applications [31]. We note that automatic differentiation is different from symbolic differentiation, which directly operates on functions represented in a special purpose symbolic language. We refer the reader to Griewank et al. for a comparative study [15].

In our case, since the objective is scalar valued, we use the reverse mode for differentiation that offers considerable savings to be made by exploiting the structure, sparsity, and symmetry of the Jacobian. Several computational tools have been developed to facilitate reverse mode automatic differentiation. Examples include Theano [3], ADOL-C [15], and CasADi [2]. We use CasADi since it also supports matrix-valued atomic operations. We only compute the gradients using automatic differentiation and not the complete Hessian of the objective. Even though it is possible to compute the entire Hessian, it is computationally very expensive and does not scale well to larger problems. We use the symmetric rank 1 (SR1) update method to update the Hessian using the gradients computed using automatic differentiation [24].

An important consequence of using reverse-mode automatic differentiation is what is known as the cheap gradient principle which states that the complexity of computing the gradient of a scalar-valued function is bounded above by a small constant factor times the complexity of evaluating the function itself [15]. This fact will be used in the analysis of the running time of covariance-free trajectory optimization methods.

State of the art Convex Solvers: We use sequential quadratic programming (SQP) to locally optimize the non-convex, constrained optimization problem that results from the covariance-free formulation. SQP [24] optimizes problems in parameter $\boldsymbol{\theta}$ of the form $\min _{\boldsymbol{\theta}} \mathcal{C}(\boldsymbol{\theta})$ subject to constraints. One repeatedly constructs a quadratic program (quadratic objective and linear constraints) that locally approximates the original problem around the current solution $\boldsymbol{\theta}$. Then one solves the quadratic program to compute a step $\Delta \boldsymbol{\theta}$ that make progress on the original problem. Two necessary ingredients in a SQP implementation are trust regions and merit
functions. A trust region constrains $\boldsymbol{\theta}$ in each subproblem to the region where the approximation is valid. The trust region is adaptively changed based on the merit function, which has the form $f_{\mu}(\boldsymbol{\theta})=f(\boldsymbol{\theta})+\mu \cdot$ ConstraintViolation $(\boldsymbol{\theta})$. Here, $\mu$ is a given penalty parameter that penalizes violations of nonlinear constraints, and it ensures that the steps taken by the algorithm make progress on both the cost function and the constraints. The optimization algorithm solves a series of problems $\min _{\boldsymbol{\theta}} f_{\mu_{0}}(\boldsymbol{\theta}), \min _{\boldsymbol{\theta}} f_{\mu_{1}}(\boldsymbol{\theta}), \ldots, \min _{\boldsymbol{\theta}} f_{\mu_{n}}(\boldsymbol{\theta})$ for $\mu_{0}<\mu_{1}<\cdots<\mu_{n}$ where the penalty parameter $\mu$ is sequentially increased in an outer loop. We used sequential quadratic programming (SQP) with $\ell_{1}$ penalties [24], also used by Schulman et al. [30] for robot motion planning in state space.

At the core of the SQP method is a QP solver. We efficiently solve the underlying QPs using a numerical optimization code generation framework called FORCES [13]. FORCES generates code for solving QPs that is based on the interior-point method and is specialized for convex multistage problems such as trajectory optimization. Automatic code generation for convex solvers has gained popularity since it is able to exploit the fact that all problem dimensions and the structure of the problem is known a priori. This permits generation of highly customized and fast solver code that solves instances of a particular problem. We use this solver for all our experiments, including for the full collocation formulation.

An important consequence of using the FORCES code generation framework is that the complexity of solving a QP in $m$ optimization variables and $T$ time steps is $O\left(m^{3} T\right)$, instead of worst case complexity of $O\left(m^{3} T^{3}\right)$ that is associated with a condensing procedure used to reduce the number of optimization variables in QP solvers [12]. This speedup is obtained from exploitation of the known temporal structure of the problem. This fact will be used in the analysis of the running time of covariance-free trajectory optimization methods.

### 4.3 Running Time Analysis

For the sake of analysis, we assume that the dimension $n_{\mathbf{x}}$ of the state space, $n_{\mathbf{u}}$ of the control input space, and $n_{\mathbf{z}}$ of the measurements are $O(n)$. As a result, the covariance matrix has dimension $O\left(n^{2}\right)$. Let $T$ be the number of time steps in the trajectory being optimized, also referred to as the trajectory horizon. We analyze the complexity of each step of the optimization procedure since the number of optimization steps required for convergence cannot be expressed in terms of $n$ or $T$.

Computing the objective (Eq.5) requires the propagation of the beliefs along a trajectory according to Eq. (3). Since the Bayesian update requires matrix operations such as multiplication operations and matrix inversion of matrices of order $O\left(n^{2}\right)$, the complexity of each update step is $O\left(n^{3}\right)$. As a result, the overall complexity of computing the objective for all time steps is $O\left(n^{3} T\right)$.

We analyze the complexity of each step of the optimization for covariance-free optimization. The complexity of computing the gradients using reverse-mode automatic differentiation is $O\left(n^{3} T\right)$ using the cheap gradient principle. The shooting and
partial collocation formulations have $n_{\mathbf{u}} T$ and $\left(n_{\mathbf{x}}+n_{\mathbf{u}}\right) T$ optimization variables, respectively. The complexity of solving each QP using the FORCES code generation framework is $O\left(n^{3} T\right)$. This is the same order of complexity as computing the objective, and hence is a lower bound on the planning complexity for trajectory optimization methods.

We note that the locally optimizing the full collocation formulation is of the order of $O\left(n^{6} T\right)$, since it contains $\left(n_{\mathbf{x}}\left(n_{\mathbf{x}}+1\right) / 2+n_{\mathbf{u}}\right) T$ or $O\left(n^{2}\right) T$ optimization variables. In practice, however, the nonlinear equality constraint that ensures that the beliefs are consistent with the belief update (Eq. 3b) requires introduction of additional slack variables in the SQP method with $\ell_{1}$ penalties, which results in a large constant factor. We also note that the complexity of dynamic programming methods is $O\left(n^{6} T\right)$ for iLQG [36], which can be reduced to $O\left(n^{4} T\right)$ if the immediate cost functions are assumed to be quadratic in the mean and linear in the variance, as is the case in our work.

## 5 Experiments

We present experimental results in simulation for Gaussian belief space planning in a variety of domains involving uncertainty, including planning manipulator motions, estimating model parameters for uncertain dynamical models, and active simultaneous localization and mapping (active SLAM). All execution times are based on a C++ implementation of our method running on a single 3.5 GHz Intel i7 processor core.

### 5.1 6-DOF Manipulator Planning with Kinematics

In this experiment, we consider a 6-DOF A465 CRS robot arm moving in a 3D environment [35], as shown in Fig. 3. The state $\mathbf{x}_{t}=\left[\theta_{t}^{1}, \ldots, \theta_{t}^{6}\right]^{\top}$ of the robot is a 6D vector consisting of the joint angles. The control input $\mathbf{u}_{t}=\left[\omega_{t}^{1}, \ldots, \omega_{t}^{6}\right]^{\top}$ is a 6 D vector consisting of the angular speeds at each of the joints, corrupted by dynamics noise $\mathbf{q}_{t}=\left[q_{t}^{1}, \ldots, q_{t}^{6}\right]^{\top} \sim \mathcal{N}(\mathbf{0}, I)$. The robot receives feedback from an overhead stereo camera setup that measures the position of the end effector $\mathbf{p}_{t}=\left[x_{t}, y_{t}, z_{t}\right]^{\top}$. Each camera $c_{i}$ has a known location $\left[x^{i}, y^{i}, z^{i}\right]^{\top}$ and unit focal distance. The measurement $\mathbf{z}_{t}$ is a 4D vector consisting of the pixel coordinates of the end effector on the imaging planes of both cameras, corrupted by Gaussian measurement noise $\mathbf{r}_{t} \sim \mathcal{N}(\mathbf{0}, I)$. This results in the following stochastic dynamics and measurement models:

$$
\begin{align*}
\mathbf{f}\left(\mathbf{x}_{t}, \mathbf{u}_{t}, \mathbf{q}_{t}\right) & =\mathbf{x}_{t}+\tau\left(\mathbf{u}_{t}+\alpha \mathbf{q}_{t}\right),  \tag{6a}\\
\mathbf{h}\left(\mathbf{x}_{t}, \mathbf{r}_{t}\right) & =\left[\frac{\left(x_{t}-x^{1}\right)}{\left(y_{t}-y^{1}\right)}, \frac{\left(z_{t}-z^{1}\right)}{\left(y_{t}-y^{1}\right)}, \frac{\left(x_{t}-x^{2}\right)}{\left(y_{t}-y^{2}\right)}, \frac{\left(z_{t}-z^{2}\right)}{\left(y_{t}-y^{2}\right)}\right]^{\top}+\beta \mathbf{r}_{t}, \tag{6b}
\end{align*}
$$

where $\tau$ is the duration of each time step, and $\alpha$ and $\beta$ are scaling constants for the dynamics and measurement noise terms. It is important to note that the signal to noise ratio, and hence the reliability of measurements, increases with a decrease in the distance to the stereo camera setup.

The objective is to move the robot end effector from an initial position to a target position while minimizing uncertainty in the end effector position. Let $\mathcal{N}\left(\hat{\mathbf{p}}_{T}, \Sigma\left(\hat{\mathbf{p}}_{T}\right)\right)$ be the uncertainty in the end effector position with mean $\hat{\mathbf{p}}_{T}$ and covariance $\Sigma\left(\hat{\mathbf{p}}_{T}\right) \in \mathbb{R}^{3 \times 3}$. We approximate $\Sigma\left(\hat{\mathbf{p}}_{T}\right)$ as $\Sigma\left(\hat{\mathbf{p}}_{T}\right)=J \Sigma_{T} J^{\top}$, where $\Sigma_{T}$ is the covariance in the state at the final time step and $J=\frac{\partial \mathbf{g}}{\partial \mathbf{x}}\left(\hat{\mathbf{x}}_{T}\right)$ is the Jacobian of the forward kinematics function $\mathbf{g}(\mathbf{x})=\mathbf{p}$ evaluated at the final mean state $\hat{\mathbf{x}}_{T}$. The objective is to minimize $\operatorname{tr}\left(M_{T} \Sigma\left(\hat{\mathbf{p}}_{T}\right)\right)+\sum_{t=0}^{T-1} \mathbf{u}_{t}^{\top} N_{t} \mathbf{u}_{t}$, which optimizes the trade-off between minimizing uncertainty and the cumulative control effort, for given matrices $M_{T}$ and $N_{t}, 0 \leq t<T$.

Experiments: Figure 3a shows a baseline interpolated trajectory between the start position and target position. Figure 3b shows an instance of a trajectory computed using belief space planning using covariance-free partial collocation. The plan is able to infer that it is advantageous to get closer to the camera to get more reliable measurements before heading to the target to reduce uncertainty at the final time step.

We compared the performance of the three direct optimization formulations on this problem. Dynamic programming methods such as iLQG [35] are unable to compute a solution for this problem due to the inability to enforce joint angle constraints. To evaluate the performance of these methods, we considered 100 random initial start positions while keeping the mean target position constant for the end effector.


Fig. 3 6-DOF Manipulator: The objective is to move the end effector from the initial position (blue sphere) to the final mean target position (red sphere) while minimizing the uncertainty in its position. The robot receives feedback from a stereo camera setup mounted overhead (shown in green). The trajectory of the end effector is shown in black. The initial and final variance is shown as a blue and red ellipse, respectively. a A naïve trajectory obtained by interpolating between the initial and target states (joint angles) results in considerable uncertainty at the final time step. b A belief space plan infers that it is advantageous to get more reliable measurements by getting closer to the stereo camera setup, hence resulting in reduced uncertainty at the target

Table 2 Comparison of trajectory optimization methods on the 6-DOF

|  | Opt. vars | Time (s) | Improvement over <br> baseline (\%) |
| :--- | :--- | :--- | :--- |
| Shooting | 84 | $0.046 \pm 0.014$ | $29.7 \pm 5.1$ |
| Partial coll. (auto diff.) | 174 | $0.024 \pm 0.004$ | $71.6 \pm 1.7$ |
| Partial coll. (finite <br> diff.) | 174 | $0.902 \pm 0.184$ | $69.5 \pm 2.4$ |
| Full coll. | 405 | $6.518 \pm 0.510$ | $56.8 \pm 2.3$ |

Manipulator scenario in terms of computation time and improvement over a baseline interpolated trajectory

All trajectories have a horizon of $T=15$ time steps. We compared the different methods on the basis of computation time and by how much the planning was able to improve the considered objective when compared to a baseline interpolated trajectory between the start and target states (Fig. 3a). The results are summarized in Table 2. The experiments show a significant speed up of up to $200 \times$ is obtained by excluding the covariance from the optimization. The partial collocation formulation performs best, in part because the dynamics constraint $\hat{\mathbf{x}}_{t+1}=\mathbf{f}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}, \mathbf{0}\right)$ is a linear constraint. In the shooting method, we include an additional cost term to penalize violation of the constraint that the end effector should be at a desired target position. This cost term conflicts with the original objective, leading to lower quality trajectories.

We also compared the effect of using automatic differentiation (Sect.4.2) versus using numerical finite differences for the partial collocation formulation. Using finite differences leads to poorly conditioned gradients, which leads to slower convergence. In our experiments, we observed slowdowns of up to $40 \times$ as compared to implementations that used automatic differentiation to compute gradients.

### 5.2 Parameter Estimation for Two-Link Pendulum with Dynamics

In this experiment, we consider a two-link pendulum [9] actuated at both joints. However, the lengths $\left[l^{1}, l^{2}\right]^{\top}$ and masses $\left[m^{1}, m^{2}\right]^{\top}$ of the pendulum are not exactly known. We follow the method of Webb et al. [38] to estimate these uncertain parameters using Gaussian belief space planning by considering an augmented state consisting of the pendulum state and the parameters. The objective is to infer the model parameters $\left\{m^{1}=m^{2}=0.5 \mathrm{~kg}, l^{1}=l^{2}=0.5 \mathrm{~m}\right\}$, given noisy measurements of the end-effector position of the pendulum and the joint velocities. While random exploration can be used to solve this problem, we demonstrate that Gaussian belief space planning can be used to intelligently explore by acquiring information from sensing and hence converge faster to the actual model parameters.

The system state $\mathbf{x}_{t}=\left[\theta_{t}^{1}, \theta_{t}^{2}, \dot{\theta}_{t}^{1}, \dot{\theta}_{t}^{2}, l_{t}^{1}, l_{t}^{2}, m_{t}^{1}, m_{t}^{2}\right]^{\top}$ of the robot is a 8 D vector consisting of the joint angles, the angular velocities of the joints, and the four parameters that need to be estimated. The control input $\mathbf{u}_{t}=\left[\mu_{t}^{1}, \mu_{t}^{2}\right]^{\top}$ is a 2 D vector
consisting of the motor torques. The robot state is also corrupted by Gaussian noise $\mathbf{q}_{t}=\left[q_{t}^{1}, \ldots, q_{t}^{4}, \mathbf{0}_{4 \times 1}\right]^{\top} \sim \mathcal{N}(\mathbf{0}, I)$. This yields the following nonlinear dynamics model:

$$
\begin{align*}
\mathbf{f}\left(\mathbf{x}_{t}, \mathbf{u}_{t}, \mathbf{q}_{t}\right) & =\mathbf{x}_{t}+\tau\left[\dot{\theta}_{t}^{1}, \dot{\theta}_{t}^{2}, \ddot{\theta}_{t}^{1}, \ddot{\theta}_{t}^{2}, \mathbf{0}_{4 \times 1}\right]^{\top}+\alpha \mathbf{q}_{t},  \tag{7a}\\
{\left[\begin{array}{c}
\ddot{\theta_{t}^{1}} \\
\ddot{\theta_{t}^{2}}
\end{array}\right] } & =\left[\begin{array}{cc}
\frac{1}{3} m_{t}^{1} l_{t}^{1} l_{t}^{1}+m_{t}^{2} l_{t}^{1} l_{t}^{1} & \frac{1}{2} m_{t}^{2} l_{t}^{2} l_{t}^{1} \cos \left(\theta_{t}^{1}-\theta_{t}^{2}\right) \\
\frac{1}{2} l_{t}^{1} l_{t}^{2} m_{t}^{2} \cos \left(\theta_{t}^{1}-\theta_{t}^{2}\right) & \frac{1}{3} m_{t}^{2} l_{t}^{2} l_{t}^{2}
\end{array}\right]^{-1}\left[\begin{array}{c}
c_{1} \\
c_{2}
\end{array}\right]  \tag{7b}\\
{\left[\begin{array}{c}
c_{1} \\
c_{2}
\end{array}\right] } & =\left[\begin{array}{c}
-l_{t}^{1}\left(\frac{1}{2} m_{t}^{2} l_{t}^{2} \dot{\theta}_{t}^{2} \dot{\theta}_{t}^{2} \sin \left(\theta_{t}^{1}-\theta_{t}^{2}\right)-g \sin \theta_{t}^{1}\left(\frac{1}{2} m_{t}^{1}+m_{t}^{2}\right)\right)+\mu_{t}^{1} \\
\frac{1}{2} m_{t}^{2} l_{t}^{2}\left(l_{t}^{1} \dot{\theta}_{t}^{1} \dot{\theta}_{t}^{1} \sin \left(\theta_{t}^{1}-\theta_{t}^{2}\right)+g \sin \theta_{t}^{2}\right)+\mu_{t}^{2}
\end{array}\right] \tag{7c}
\end{align*}
$$

where $\tau$ is the duration of the time step, $\alpha$ is the noise scaling factor, and $g=$ $9.82 \mathrm{~m} / \mathrm{s}^{2}$ is the gravitational constant. In our implementation, we use Runge-Kutta (RK4) integration of the dynamics for numerical stability.

The robot obtains noisy measurements of the position of the end effector and the angular velocities at each joint. The measurement $\mathbf{z}_{t}$ is a 4 D vector, corrupted by measurement noise $\mathbf{r}_{t} \sim \mathcal{N}(\mathbf{0}, I)$ that is related to the state $\mathbf{x}_{t}$ according to

$$
\begin{equation*}
\mathbf{h}\left(\mathbf{x}_{t}, \mathbf{r}_{t}\right)=\left[l_{t}^{1} \cos \theta_{t}^{1}+l_{t}^{2} \cos \theta_{t}^{2}, l_{t}^{1} \sin \theta_{t}^{1}+l_{t}^{2} \sin \theta_{t}^{2}, \dot{\theta}_{t}^{1}, \dot{\theta}_{t}^{2}\right]^{\top}+\beta \mathbf{r}_{t} \tag{8}
\end{equation*}
$$

where $\beta$ is the measurement noise scaling factor.
Experiments: Figure 4 shows the performance of different optimal control methods on convergence of the parameter $m^{1}$ as compared to execution of a random sequence of controls. We note that the parameter values are not updated as part of the planning process. We execute the first control for each computed plan in a model predictive control fashion and then update the parameters using the full Bayesian update of the belief that incorporates the current simulated observation (Eq. 3). Belief space planning is able to explore by intelligently gathering information as required for faster convergence in terms of the number of execution steps required. We consider a trajectory with $T=15$ time steps. Due to space limitations, we only show convergence results for one parameter $m^{1}$. Similar results were obtained for the second mass parameter. However, the length parameters $l^{1}$ and $l^{2}$ converge faster to the correct values since they explicitly occur in the measurement model.

The performance of optimal control methods is also compared in Fig.4, as averaged over 100 runs and 300 execution time steps. In terms of convergence, all the methods require roughly the same number of execution steps for converging to a reasonable estimate. However, there is a considerable difference in execution times. The shooting formulation is up to $400 \times$ faster than the full collocation formulation with the covariance in the optimization. We also compare with a state of the art iLQG implementation [34] and found that iLQG was $10 \times$ faster than full collocation but convergence of iLQG to the true parameter values was slower than the covariance-free formulations.

|  | Opt. vars | Time(s) |
| :---: | :---: | :---: |
| Shooting | 28 | $0.004 \pm 0.002$ |
| Partial Coll. | 148 | $0.152 \pm 0.109$ |
| Full Coll. | 570 | $1.595 \pm 0.068$ |
| iLQG | - | $0.153 \pm 0.017$ |



Fig. 4 Parameter Estimation: (left) The performance of different optimal control methods on the parameter estimation scenario. (right) The convergence of the parameter $m^{1}$ to the true value of 0.5 $\mathrm{kg}($ red $)$ for different optimal control methods. The value of the parameter $m_{t}^{1}$ is plotted over time (blue) and three standard deviations of the uncertainty in the parameter value is shown in cyan. The timestep where the value is within $10 \%$ of the true value is marked in green

### 5.3 Active SLAM

Active simultaneous localization and mapping (active SLAM) [18, 32, 33] aims to compute plans for a mobile robot to explore the environment (represented in terms of landmarks) such that the uncertainty about the environment and the robot state are simultaneously minimized in a SLAM framework.

We consider a car-like robot with state $\mathbf{x}_{t}^{R}=\left[x_{t}, y_{t}, \theta_{t}\right]^{\top}$ consisting of the car position $\left[x_{t}, y_{t}\right]^{\top}$ and heading angle $\theta$. The control inputs $\mathbf{u}_{t}=\left[v_{t}, \phi_{t}\right]^{\top}$ consist of the velocity $v_{t}$ and steering angle $\phi_{t}$, corrupted by Gaussian noise $\mathbf{q}_{t}=\left[q_{t}^{1}, q_{t}^{2}\right]^{\top}$. Let $W$ be the length of the wheelbase of the robot. The state of the environment $\mathbf{x}^{\mathcal{O}} \in \mathbb{R}^{2 \cdot L}$ is a vector consisting of $L$ landmark positions $\left[x^{i}, y^{i}\right]^{\top}, i \in\{1, \ldots, L\}$. The combined system state is then given by $\mathbf{x}_{t}=\left[\mathbf{x}_{t}^{R}, \mathbf{x}^{\mathcal{O}}\right]^{\top}$. The observation function $z \in \mathbb{R}^{2 \cdot L}$ consists of the distance and heading measurements from the current state of the robot relative to each landmark. Following the framework of standard EKF-SLAM, this gives us the following stochastic dynamics and measurements models:
$\mathbf{f}\left(\mathbf{x}_{t}, \mathbf{u}_{t}, \mathbf{q}_{t}\right)=\left[\begin{array}{c}x_{t} \\ y_{t} \\ \theta_{t} \\ \mathbf{x}_{\mathcal{O}}\end{array}\right]+\left[\begin{array}{c}\left(v_{t}+q_{t}^{1}\right) \cos \left(\theta_{t}+\phi_{t}+q_{t}^{2}\right) \\ \left(v_{t}+q_{t}^{1}\right) \sin \left(\theta_{t}+\phi_{t}+q_{t}^{2}\right) \\ \left(v_{t}+q_{t}^{1}\right) \tan \left(\phi_{t}+q_{t}^{2}\right) / W \\ \mathbf{0}_{2 \cdot L \times 1}\end{array}\right], \mathbf{h}\left(\mathbf{x}_{t}, \mathbf{r}_{t}\right)=\left[\begin{array}{c}\sqrt{\left(x_{t}-x_{t}^{1}\right)^{2}+\left(y_{t}-y_{t}^{1}\right)^{2}} \\ \tan ^{-1}\left(\frac{y_{t}-y_{t}^{1}}{x_{t}-x_{t}^{1}}\right)-\theta_{t} \\ \vdots \\ \sqrt{\left(x_{t}-x_{t}^{L}\right)^{2}+\left(y_{t}-y_{t}^{L}\right)^{2}} \\ \tan ^{-1}\left(\frac{y_{t}-y_{t}^{L}}{x_{t}-x_{t}^{L}}\right)-\theta_{t}\end{array}\right]+\mathbf{r}_{t}$.

Experiments: In this scenario, the robot has a limited sensing range and can only sense landmarks within a distance of $d_{\text {max }}$ from its current position. In order to get a smooth measurement function, we smooth the boundary of the circular sensing region of radius $t_{\text {max }}$ using a sigmoid function [27]. Figure 5a shows a state space trajectory that visits four waypoints in the environment (in counter-clockwise order), each segment consisting of $T=15$ time steps. However, due to the limited sensing range, the robot is unable to detect any of the landmarks, hence resulting in a considerable increase in uncertainty along the entire trajectory. In contrast, belief space planning using the partial collocation formulation is able to compute plans that visit landmarks en route to waypoints to reduce uncertainty in robot state and landmark positions (Fig. 5b).

We compared the performance and improvement over a baseline state space trajectory (Fig. 5a) for varying number of landmarks. The landmark positions were sampled within three clusters in the environment to preserve the complexity of the planning problem. Figure 6a shows the performance of covariance-free optimization formulations (both shooting and partial collocation) as compared to full collocation and iLQG [34]. The covariance-free formulations are faster than full collocation and iLQG, which is consistent with our preliminary analysis of the running times of these formulations. The shooting formulation is slower than partial collocation because of the target constraints imposed by the waypoints, which leads to slower convergence.

Figure 6b shows the improvement in the objective using belief space planning relative to the objective evaluated for a baseline state space trajectory. Partial collocation leads to greatest reduction in the objective as compared to other methods. The improvement increases with an increase in the number of landmarks, indicating that


Fig. 5 Active SLAM: A car-like robot navigating in an environment with $L=12$ landmarks. The robot uses EKF-SLAM for simultaneous localization and mapping. The objective is to plan motions for the robot to visit four landmarks (in counter-clockwise order) in the environment, starting from the bottom left, to minimize uncertainty in its state and the landmark positions. a A state space trajectory is unable to detect any landmarks due to the limited range of sensing of the robot, resulting in considerable accumulation of uncertainty (shown as blue ellipses). $\mathbf{b}$ Belief space planning using covariance-free partial collocation computes a plan that leads the robot to visit landmarks en route to waypoints to considerably reduce uncertainty


Fig. 6 Active SLAM: a Performance of trajectory optimization methods as the number of landmarks in the environment increase shown in terms of the mean and 1 standard deviation computed across 25 runs. b Improvement in the objective relative to the objective evaluated for a baseline state space trajectory shown in Fig. 5a. Partial collocation performs best in terms of both criteria. Overall, covariance-free optimization scales to 50 landmarks ( 103 dimensional state space) with an average computation time of 103 s for the entire trajectory
belief space planning computes different plans that optimize the objective further, for different arrangements of landmarks.

We could not scale the covariance-free formulations beyond 50 landmarks because of the inability of CasADi [2] to compute gradients using automatic differentiation since CasADi usage exceeded available memory. However, this tool is under active development and we envision that future releases will allow us to scale beyond this number.

## 6 Discussion and Conclusion

In this work, we focused on trajectory optimization formulations for computing locally optimal plans in Gaussian belief spaces. We showed that by excluding the covariance from the optimization, we can solve planning problems in 100 dimensional state spaces and obtain computational speedups of $400 \times$ compared to related approaches that incorporate the covariance in the state. The running time complexity per step of the optimization is $O\left(n^{3} T\right)$, which is an improvement over related approaches. We summarize the pros and cons of the different trajectory optimization formulations in Table 3.

Table 3 Comparison of trajectory optimization methods for Gaussian belief space planning


Our experiments suggest that covariance-free partial collocation offers considerable promise moving forward. In future work, we plan to improve on the scalability of covariance-free trajectory optimization. We also plan to address the issue of collision avoidance by adding a cost term to the objective as in van den Berg et al. [36]. An expanded version of the paper and code for reproducing the results reported in this paper, is available at: http://rll.berkeley.edu/beliefopt/.
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#### Abstract

A "ribbon" is a surface traced out by sweeping a constant width line segment along a spatial curve. We consider the problem of planning multiple disjoint and collision-free ribbons of finite thickness along curvature and torsion constrained curves in 3D space. This problem is motivated by the need to route multiple smooth channels through a 3D printed structure for a healthcare application and is relevant to other applications such as defining cooling channels inside turbine blades, routing wires and cables, and planning trajectories for formations of aerial vehicles. We show that this problem is equivalent to planning motions for a rigid body, the cross-section of the ribbon, along a spatial curve such that the rigid body is oriented along the unit binormal to the curve defined according to the Frenet-Serret frame. We present a two stage approach. In the first stage, we use sampling-based rapidly exploring random trees (RRTs) to generate feasible curvature and torsion constrained ribbons. In the second stage, we locally optimize the curvature and torsion along each ribbon using sequential quadratic programming (SQP). We evaluate this approach for a clinically motivated application: planning multiple channels inside 3D printed implants to temporarily insert high-dose radioactive sources to reach and cover tumors for intracavitary brachytherapy treatment. Constraints on the curvature and torsion avoid discontinuities (kinks) in the ribbons which would prevent insertion. In our experiments, our approach achieves an improvement of $46 \%$ in coverage of tumor volumes as compared to an earlier approach that generates each channel in isolation.


## 1 Introduction

Our work is motivated by applications where contiguous pathways or channels have to be routed through 3D environments while avoiding collisions with obstacles. In particular, we consider a clinical application of intracavitary brachytherapy where radioactive doses have to be delivered to cancerous tumors occurring in body cavities

[^58]

Fig. 1 3D printed implants for intracavitary brachytherapy: Hollow internal channels (mutually collision-free) embedded within a 3D printed implant for delivering radiation to tumors (red). The channels provide passage to radioactive sources. The candidate dose dwell segments (shown in dark blue) are aligned tangentially and placed proximal to the tumors to achieve sufficient dose distribution to the tumor volume while minimizing radiation exposure to healthy tissue. a Single channels computed using the approach of Garg et al. [14]. b Compared to single channels, multiple channels in ribbon-like arrangements can increase coverage of the tumor volume that is directly irradiated, leading to improved treatment outcomes. The challenge is to generate such mutually collision-free, curvature and torsion constrained ribbons from the candidate dwell segments to the entry region while staying within the implant volume
such as oral, rectal, gynecological, auditory, and nasal. Garg et al. [14] demonstrated that 3D printing can be used to design customized implants that conform to the patient anatomy. These implants have hollow internal channels that provide passage to radioactive sources. These implants allow precise positioning of radioactive sources that sufficiently irradiate the tumors while minimizing radiation to healthy tissues, which can potentially improve treatment outcomes. They constructed implants with mutually collision-free channels that provide passage to catheters carrying a radioactive source (Fig. 1a).

The effectiveness of these implants for radiation treatment depends on how effectively candidate locations for placing the radioactive seed can cover the tumor surface proximal to the implant. We refer to these locations as candidate dose dwell segments (Fig. 1a). The use of single channels is not sufficient for large tumors. In this work, we address this issue by generating contiguous channels within the 3D printed implant. The resulting arrangement of channels, which looks like a ribbon (Fig. 1b), can increase coverage and hence achieve sufficient dose distribution to large tumor volumes. These ribbon-like arrangements are also spatially efficient, and allow for a larger number of channels to be embedded within the implant. Such arrangements are also better localized in space, thus improving the structural integrity of the 3D printed implant during the printing process. We note that such ribbon-like channel arrangements also commonly occur in other applications such as for routing wires inside electronic equipment such as computers and routing cooling channels through turbine blades [17].

The channels in these ribbons have to allow a radioactive source of finite dimensions to pass through [14], which imposes a constraint on the maximum instantaneous curvature of the ribbon. The spatial curve that generates the ribbon should also be continuous and differentiable (at least $C^{1}$-continuous) since kinks in the curve would not allow catheters to pass through the channels. The catheters carrying the radioactive source also have limited flexibility and have to be pushed/pulled through the channels during treatment, which imposes a constraint on the cumulative curvature and torsion (or twist) along the ribbon. Imposing constraints on the curvature and torsion is also important from the perspective of fabricating these implants. During the printing process, the spatial volume corresponding to channels is printed with a soluble support material that is later dissolved to create hollow channels [21]. However, unnecessary turns (curvature) and twists (torsion) in the channels can prevent the support material from being completely dissolved. In addition, each customized implant would have multiple channels that provide access to different tumors and these channels would have to be mutually collision-free since any intersection between channels would lead to forks within the channels. This could potentially cause undesirable ambiguity in the motion of a catheter when pushed through such a channel.

In this work, we consider the problem of generating such curvature and torsion constrained ribbons in 3D spaces that avoid collisions with obstacles and other ribbons. In geometry, a ribbon is a swept surface traced out by sweeping a constant width line segment along a spatial curve. In our application, we consider a rigid body that describes the cross-section of the channels in a ribbon. The rigid body being swept out is oriented along the unit binormal to the curve. There are infinitely many choices of orthonormal frames [4] along a spatial curve for orienting the rigid body. In our work, we choose the Frenet-Serret frame which can be explicitly described in terms of the curvature and torsion along the curve [4].

We adopt a two stage approach for generating ribbons with the aforementioned specifications. We use a rapidly-exploring random trees (RRT) planner [20] that generates feasible curvature and torsion constrained candidate ribbons. These planners explore the configuration space by random sampling. However, the randomized nature of these planners can cause unnecessary changes in curvature and torsion along the ribbon. We locally minimize the curvature and torsion by using an optimization method based on sequential quadratic programming (SQP) [10] that is modified for our application. In doing so, we combine the benefits of a global exploration strategy using a randomized planner and a local optimization strategy to generate high quality ribbon trajectories.

We study the effectiveness of our approach for designing multiple ribbon-like arrangements of channels within 3D implants. As shown in Fig. 1b, ribbon-like arrangements lead to improved coverage of the tumor volume ( $46 \%$ improvement in our experiments), which allows for more effective treatment. We also show that ribbon-like arrangements are spatially efficient, allowing us to embed a larger number of channels within the implant as compared to prior work that embeds single channels [10, 14].

## 2 Related Work

The geometry of swept surfaces and swept volumes has been extensively studied in the literature [12]. A ribbon is a particular example of a swept surface where a constant width rigid body is swept along a spatial curve [13, 18]. Ribbons find applications in a number of domains including computer aided geometric design [31], geometry modeling of DNA strands [16], for planning layout arrangements of roads [36] and for path planning for rigid formations of nonholonomic vehicles [2, 19]. Sampling-based planning was used to generate variable width ribbon-like paths between a camera and moving object in the environment [15]. The computed paths were smoothed to generate pleasing camera motions. The notion of grouping parallel paths, similar to ribbons, has also been studied for coverage applications in robotics such as machine milling, lawn mowing, snow removal, and planning search and rescue operations [6].

Prior work has also explored the topic of modeling and finding minimum energy configurations of linear deformable objects such as suture threads [5, 22]. The equilibrium or minimum energy configurations of these elastic objects inherently minimize curvature and torsion along the length of the object. These methods could be used to compute a ribbon configuration that minimizes curvature and torsion. However, it is not clear if these methods could be used to impose constraints on the curvature and torsion along the length of the ribbon. Furthermore, these methods do not consider generation of collision-free configurations directly, and instead generate a sequence of deformations in the object that avoid collisions with obstacles [5, 22]. In our work, the ribbons are not physically-based and are carved out of the 3D implant volume, thus allowing us to directly generate ribbons by planning motions for a rigid body that describes the cross-section of the ribbon.

Planning smooth motions of rigid bodies in 3D has also been studied [2, 3, $8,38]$. This requires planning in the space of 3D positions and orientations, also commonly referred to the $S E(3)$ group. However, prior work has addressed the issue of generating minimum cost trajectories that inherently minimize curvature and torsion along the trajectory in environments without obstacles.

We also note that the motion model that describes the evolution of the ribbon surface also applies to other domains, including modeling the motion of an airplane, a roller coaster, or bevel-tipped steerable needles [35]. In the case of steerable needles, the rigid body is assumed to be a point while in the case of the continuum robots, the rigid body is assumed to have a circular cross-section. In particular, motion planning for steerable needles has been extensively studied [1, 10, 11, 25, 26, 33, 37]. Our approach can be used to explicitly limit the torsional rotation of the needle, thus potentially improving planning and control of steerable needles [32].

The motivation behind using 3D printed implants for intracavitary brachytherapy and characterization of the effectiveness of treatment in terms of a coverage metric is presented by Garg et al. [14]. They used a sampling-based RRT planner to generate individual, curvature constrained channels. Duan et al. [10] used an optimization-based method to compute these channel arrangements for individual
channels. In contrast, we consider the problem of generating ribbon-like arrangements of contiguous channels that is more spatially efficient. Also, both approaches use a stop-and-turn strategy for modeling the kinematics, which is inconsequential for a single channel but would induce an instantaneous torsional twist in the ribbon. We consider a different kinematic model of the evolution of the ribbon that explicitly considers torsion to model the twist along the length of the ribbon. We also combine the benefits of sampling-based and optimization-based planning methods instead of using them in isolation and show that a combination of the two methods is important for generating high-quality ribbons.

## 3 Kinematic Model of the Ribbon

In this section, we define the kinematic model of how a ribbon can be constructed by sweeping a rigid body corresponding to the cross-section of the ribbon along a continuous, differentiable spatial curve in 3D space. Let $\mathbf{p}_{t}=\left[x_{t}, y_{t}, z_{t}\right]^{T} \in \mathbb{R}^{3}$ be a 3D point on the spatial curve parameterized by parameter $t$. To define the local configuration of the ribbon cross-section at a given parameter value, we need to define an orthonormal frame at the given point (Fig. 2). There are infinitely many choices for such a frame [4]. In this work, we choose the Frenet-Serret frame, the evolution of which can be described in terms of the curvature and torsion of the spatial curve, which are quantities of interest in this work. We note that the following analysis also applies to other choices such as the Bishop's frame, also known as the rotation minimizing frame $[4,34]$.

The Frenet-Serret frame is oriented so that the $\mathbf{x}_{t}, \mathbf{y}_{t}$, and $\mathbf{z}_{t}$ axes in the local coordinate frame of the rigid body are oriented along the tangent $\mathbf{t}_{t}$, normal $\mathbf{n}_{t}$, and binormal $\mathbf{b}_{t}$ vectors of the curve. The pose of a rigid body oriented according to the Frenet-Serret frame at point $\mathbf{p}_{t}$ can be written as a $4 \times 4$ transformation matrix $X_{t} \in S E(3)$ given by

$$
X_{t}=\left[\begin{array}{cc}
R_{t} & \mathbf{p}_{t}  \tag{1}\\
\mathbf{0} & 1
\end{array}\right]=\left[\begin{array}{cccc}
\mathbf{t}_{t} & \mathbf{n}_{t} \mathbf{b}_{t} \mathbf{p}_{t} \\
0 & 0 & 0 & 1
\end{array}\right]
$$



Fig. 2 A ribbon is a swept surface traced out by sweeping a rigid body along a spatial curve. At each point along the curve, the rigid body is oriented according to the Frenet-Serret frame, where the $\mathbf{x}_{t}, \mathbf{y}_{t}$, and $\mathbf{z}_{t}$ axes in the local coordinate frame of the rigid body are oriented along the tangent $\mathbf{t}_{t}$ (red), normal $\mathbf{n}_{t}$ (green), and binormal $\mathbf{b}_{t}$ (blue) vectors of the curve. We consider the problem of generating such curvature and torsion constrained ribbons through 3D space that avoid collisions with obstacles in the environment
where the $3 \times 3$ rotation matrix $R_{t}=\left[\mathbf{t}_{t}\left|\mathbf{n}_{t}\right| \mathbf{b}_{t}\right] \in S O$ (3) describes the orthonormal frame in terms of $\mathbf{t}_{t}, \mathbf{n}_{t}$, and $\mathbf{b}_{t}$.

For a given parameter $t$, the Frenet-Serret frame evolves according to the following differential equations of motion $[4,18]$ as

$$
\begin{align*}
\dot{\mathbf{t}}_{t} & =v_{t} \kappa_{t} \mathbf{n}_{t},  \tag{2a}\\
\dot{\mathbf{n}}_{t} & =-v_{t} \kappa_{t} \mathbf{t}_{t}+v_{t} \tau_{t} \mathbf{b}_{t},  \tag{2b}\\
\dot{\mathbf{b}}_{t} & =-v_{t} \tau_{t} \mathbf{n}_{t},  \tag{2c}\\
\dot{\mathbf{p}}_{t} & =v_{t} \mathbf{t}_{t}, \tag{2d}
\end{align*}
$$

where $v_{t}$ is the speed of the spatial curve, $\kappa_{t}$ is the curvature, $\tau_{t}$ is the torsion of the spatial curve for a given parameter $t$, and the dot operator indicates the derivative with respect to the parameter $t$. These equations of motion can be rewritten as [29]

$$
\left[\begin{array}{cccc}
\dot{\mathbf{t}}_{t} & \dot{\mathbf{n}}_{t} \dot{\mathbf{b}}_{t} \dot{\mathbf{p}}_{t}  \tag{3}\\
0 & 0 & 0 & 0
\end{array}\right]=\left[\begin{array}{cccc}
\mathbf{t}_{t} & \mathbf{n}_{t} & \mathbf{b}_{t} & \mathbf{p}_{t} \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
0 & -v_{t} \kappa_{t} & 0 & v_{t} \\
v_{t} \kappa_{t} & 0 & -v_{t} \tau_{t} & 0 \\
0 & v_{t} \tau_{t} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

Using Eqs. (1) and (3), we get the following relation

$$
\dot{X}_{t}=X_{t}\left[\begin{array}{cccc}
0 & -v_{t} \kappa_{t} & 0 & v_{t}  \tag{4}\\
v_{t} \kappa_{t} & 0 & -v_{t} \tau_{t} & 0 \\
0 & v_{t} \tau_{t} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]=X_{t} U_{t}
$$

where $U_{t} \in \mathfrak{s e}(3)$ is the velocity twist of the rigid body in its local coordinate frame [23] and is completely described in terms of three parameters $v_{t}, \kappa_{t}$, and $\tau_{t}$. In Sect. 5, we will use the motion parameters $\mathbf{u}_{t}=\left[v_{t}, \kappa_{t}, \tau_{t}\right]^{T}$ as the basis for generating the desired curvature and torsion constrained ribbons in 3D space.

By definition, $U_{t}$ can be decomposed into the instantaneous linear $\mathbf{v}_{t}$ and angular $\mathbf{w}_{t}$ velocities in the local coordinate frame of the body as [23]

$$
\begin{align*}
U_{t} & =\left[\begin{array}{cccc}
0 & -v_{t} \kappa_{t} & 0 & v_{t} \\
v_{t} \kappa_{t} & 0 & -v_{t} \tau_{t} & 0 \\
0 & v_{t} \tau_{t} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \\
& =\left[\begin{array}{cc}
{\left[\mathbf{w}_{t}\right]_{\times}} & \mathbf{v}_{t} \\
\mathbf{0} & 0
\end{array}\right], \text { where } \mathbf{w}_{t}=\left[v_{t} \tau_{t}, 0, v_{t} \kappa_{t}\right]^{T}, \quad \mathbf{v}_{t}=\left[\begin{array}{lll}
v_{t}, & 0, & 0
\end{array}\right]^{T}, \tag{5}
\end{align*}
$$

and the notation $[\cdot]_{\times}$stands for a $3 \times 3$ skew-symmetric matrix. Note that the above kinematic model is subject to nonholonomic constraints.

Informally, this implies that since the rigid body does not undergo any motion in the direction of the binormal vector $\mathbf{b}_{t}$, the curvature and torsion stay constant


Fig. 3 Ribbons generated by sweeping a line segment along a circular arc (shown as dashed line). Left The ribbon is oriented along the binormal vector $\mathbf{b}$ pointing into the page. If the line segment does not undergo any motion along the binormal vector, each channel along the ribbon has a constant curvature $\kappa$, torsion, and length, which equals the curvature, torsion (zero in this case), and length of the circular arc. Right The ribbon lies in the plane of the page. If the line segment undergoes motion along the normal vector $\mathbf{n}$, each channel along the ribbon has different curvatures, torsional values, and lengths, which makes the planning problem much harder
at points along $\mathbf{b}_{t}$. Hence, to generate a curvature and torsion constrained ribbon, it suffices to plan motions of a rigid body describing the cross-section of the ribbon along a single spatial curve, such that the cross-section is oriented along the binormal vector to the curve. We illustrate this phenomenon in Fig. 3. If we consider alternate kinematic models where the rigid body might undergo motion along the normal vector $\mathbf{n}_{t}$, different channels along the ribbon would have different curvatures, torsional values, and lengths. This makes the planning problem harder because it is difficult to impose separate constraints on the curvature and torsion of individual channels in the ribbon.

When the velocity twist $U_{t}$ is held constant over time interval of duration $\delta$, the differential motion model given by Eq. (4) can be explicitly integrated as

$$
\begin{equation*}
X_{t+1}=X_{t} \exp \left(\delta U_{t}\right) \tag{6}
\end{equation*}
$$

where $\exp : \mathfrak{s e}(3) \rightarrow S E(3)$ is the exponential operator, for which an analytical expression exists and can be evaluated in closed-form [23].

## 4 Problem Definition

We consider the problem of generating a set $\mathcal{R}=\left\{r^{1}, \ldots, r^{n}\right\}$ of $n$ collision-free ribbons within an implant that reach candidate dose dwell segments proximal to tumors and are curvature and torsion constrained (Fig. 1). We are provided the following inputs:

- Description of the 3D external geometry of the implant $I$ as a triangle mesh.
- Description of the geometry of the entry region $E$ at the base of the implant.
- Set of $n$ poses $\mathcal{D}=\left\{X^{1}, \ldots, X^{n}\right\}$ that describe the 3D positions and orientations of groups of dose dwell segments $\left\{d^{1}, \ldots, d^{n}\right\}$ corresponding to each ribbon.
- Set $\mathcal{O}$ of other obstacles (voids or forbidden regions) within the implant.
- Channel width $w$.
- Maximum limits on speed $\bar{v}$, instantaneous curvature $\bar{\kappa}$, cumulative curvature $\bar{\kappa}^{c}$, instantaneous torsion $\bar{\tau}$, and cumulative torsion $\bar{\tau}^{c}$.

For planning purposes, we assume that each ribbon $r^{i}, 1 \leq i \leq n$, is discretized into a set of $T^{i}$ time steps, each of constant duration $\delta$. From Sect. 3, the local configuration of the $i$ th ribbon at time step $t$ is specified by the pose $X_{t}^{i}=\left[\begin{array}{cc}R_{t}^{i} & \mathbf{p}_{t}^{i} \\ \mathbf{0} & 1\end{array}\right]$ of a rigid body describing the cross-section of the ribbon for $0 \leq t \leq T^{i}$. We further assume that the twist $U_{t}^{i}$, described in terms of motion parameters $\overline{\mathbf{u}_{t}^{i}}=\left[\nu_{t}^{i}, \kappa_{t}^{i}, \tau_{t}^{i}\right]^{T}$ (Eq. (5)), remains constant for the duration of the step $t$ for $0 \leq t<T^{i}$.

For sake of conciseness, we introduce the notation $\mathcal{X}^{i}=\left\{X_{t}^{i}: 0 \leq t \leq T^{i}\right\}$ to denote the set of all poses, and $\mathcal{U}^{i}=\left\{\mathbf{u}_{t}^{i}: 0 \leq t<T^{i}\right\}$ to denote the set of all control inputs for ribbon $r^{i}$. The entire ribbon $r^{i}$ can be parameterized as $\left[\mathcal{X}^{i}, \mathcal{U}^{i}\right]$, and can be generated by integrating the constant twist between subsequent time steps.

The planning objective can be formally stated as: Generate the set $\mathcal{R}=\left\{r^{1}, \ldots\right.$, $\left.r^{n}\right\}$ of ribbons, such that $\forall r^{i}=\left[\mathcal{X}^{i}, \mathcal{U}^{i}\right]$, the following constraints are satisfied:

- $X_{0}^{i}=X^{i}$ : The initial pose is constrained to be the pose of the $i$ th dose target.
- $X_{T^{i}}^{i} \in E$ : The cross-section of the ribbon at final time step $T^{i}$ lies within the entry region to permit insertion of catheters.
- $X_{t+1}^{i}=X_{t}^{i} \exp \left(\delta U_{t}^{i}\right)$ : The poses at consecutive time steps are related according to the kinematics model given by Eq. (6).
- $\left(r^{i} \cap I=\emptyset\right) \wedge\left(r^{i} \cap \mathcal{O}=\emptyset\right)$ : Ribbon $r^{i}$ does not collide with the implant boun-dary $I$ and does not collide with other obstacles $\mathcal{O}$ in the environment.
- $r^{i} \cap r^{j}=\emptyset, \quad 1 \leq j \leq n, j \neq i$ : All ribbons are mutually collision-free.
- $\left(\left|\kappa_{t}^{i}\right|<\bar{\kappa}\right) \wedge\left(\left|\overline{\tau_{t}^{i}}\right|<\bar{\tau}\right)$ for $0 \leq t<T^{i}$ : The instantaneous curvature and torsion values are within their respective bounds.
- $\left(\sum_{t=0}^{T^{i}-1}\left|\delta v_{t}^{i} \kappa_{t}^{i}\right|<\bar{\kappa}^{c}\right) \wedge\left(\sum_{t=0}^{T^{i}-1}\left|\delta v_{t}^{i} \tau_{t}^{i}\right|<\bar{\tau}^{c}\right)$ : The cumulative curvature and torsion along the ribbon is respectively constrained.
In addition, for practical applications, it is desirable to minimize the cumulative curvature and torsion along the length of each ribbon. Formally, given user supplied weights $\alpha_{\kappa}$ and $\alpha_{\tau}$, we wish to minimize the following objective for each ribbon $r^{i}$ :

$$
\begin{equation*}
C\left(\mathcal{U}^{i}\right)=\alpha_{\kappa} \sum_{t=0}^{T^{i}-1}\left(\delta v_{t}^{i} \kappa_{t}^{i}\right)^{2}+\alpha_{\tau} \sum_{t=0}^{T^{i}-1}\left(\delta v_{t}^{i} \tau_{t}^{i}\right)^{2} \tag{7}
\end{equation*}
$$

which is equivalent to minimizing the energy or rotational strain along a curve [22].

## 5 Approach

In this section, we describe our two stage planning approach. In the first stage, we use a sampling-based rapidly-exploring random trees (RRT) planner that sequentially explores the free space in the environment to compute feasible candidate ribbons. These candidate ribbons are then simultaneously locally optimized using sequential quadratic programming (SQP) to minimize the cumulative curvature and torsion along the length of each ribbon.

### 5.1 Rapidly-Exploring Random Trees (RRT)

In the first stage, we use a customized sampling-based RRT planner [20] to plan motions of the rigid body according to the nonholonomic kinematic model descried in Sect. 3. We sequentially generate a feasible ribbon corresponding to each dwell segment group $d^{i}, 1 \leq i \leq n$ in $\mathcal{D}$ using the RRT planner. We note that it is also possible to simultaneously plan for all the dose segments but in our experiments, we found that doing so failed to find feasible solutions in the kind of constrained environments considered in this work. In the second stage, however, we jointly optimize over all ribbons.

Our customized RRT algorithm is summarized in Algorithm 1. Starting from each pose $X^{i}$, we iteratively grow a tree $\mathcal{T}$ in the pose space of 3 D positions and orientations that grows towards the entry region $E$ subject to constraints (Sect.4). A node is iteratively added to the tree as follows. First, a point $\mathbf{p} \in \mathbb{R}^{3}$ is randomly sampled from the implant volume such that it does not collide with obstacles $\mathcal{O}$ or other ribbons $\mathcal{R}$. We also bias the sampling towards the entry region to ensure progress [20] As opposed to directly sampling a pose, this strategy has been shown to work better for nonholonomic systems such as the ribbon and bevel-tipped steerable needles [26]. Given $\mathbf{p}$, we search for a node $X$ in the tree that is nearest to $\mathbf{p}$ according to a reachability-guided distance measure, which has been shown to work well in practice [26, 30].

The node $X$ is then expanded as follows. We randomly sample control inputs $\mathbf{u}=[v, \kappa, \tau]^{T}$ in the ranges $[0, \bar{v}],[-\bar{\kappa}, \bar{\kappa}]$, and $[-\bar{\tau}, \bar{\tau}]$, respectively. We select the best set of controls $\mathbf{u}$ that gets closest to $\mathbf{p}$ using the Euclidean distance metric [37]. Let $X^{\prime}$ be the new pose obtained by integrating the controls starting from pose $X$ (Eq. (6)). We then check if $X^{\prime}$ is feasible, i.e., it does not violate the cumulative curvature $\bar{\kappa}^{c}$ and torsion $\bar{\tau}^{c}$ constraints. This is easy to check by storing the cumulative curvature and torsion values at each node in the tree as it is grown. If feasible, we then check if the constant twist trajectory between $X$ and $X^{\prime}$ does not collide with the implant boundary $I$, obstacles $\mathcal{O}$, and the existing set of ribbons $\mathcal{R}$. If collisionfree, we add $X^{\prime}$ and the edge from $X$ to $X^{\prime}$ to the tree $\mathcal{T}$. If $X^{\prime}$ lies within the entry region, we stop growing the tree and compute a plan by traversing the tree $\mathcal{T}$ starting backwards from $X^{\prime}$ till the root node is reached. Given this plan, we generate the

```
Algorithm \(1 \mathcal{R} \leftarrow \operatorname{ribbon} \_\)generation \(\left(I, E, D, \mathcal{O}, w, \bar{v}, \bar{\kappa}, \bar{\kappa}^{c}, \bar{\tau}, \bar{\tau}^{c}\right)\)
    \(\mathcal{R}=\emptyset\)
    for all \(d^{i} \in \mathcal{D}\) do \(\quad \triangleright\) Process \(\left\{d^{1}, \ldots, d^{n}\right\}\) sequentially
        \(\mathcal{T} \leftarrow \emptyset \quad \triangleright\) Initialize RRT tree
        \(\mathcal{T} \leftarrow \operatorname{add} \_\)vertex \(\left(X^{i}\right) \quad \triangleright\) Add pose \(X^{i}\) as root node
        repeat
            \(\mathbf{p} \leftarrow\) random_point \((I, \mathcal{O}, \mathcal{R}, E)\)
        \(\triangleright\) Sample 3D collision-free point
            \(X \leftarrow\) nearest_neighbor \((\mathbf{p}, \mathcal{T})\)
            \(\mathbf{u} \leftarrow\) control_sampling \((X, \mathbf{p}, \bar{v}, \bar{\kappa}, \bar{\tau})\)
            \(X^{\prime} \leftarrow\) integrate_twist \((X, \mathbf{u}, \delta)\)
            if feasible \(\left(X^{\prime}, \bar{\kappa}^{c}, \bar{\tau}^{c}\right) \wedge\)
                collision_free \(\left(X, X^{\prime}, I, \mathcal{O}, \mathcal{R}\right)\) then \(\quad\) Check feasibility
                \(\mathcal{T} \leftarrow\) add_vertex \(\left(X^{\prime}\right) \quad \triangleright\) Add pose to tree
                \(\mathcal{T} \leftarrow \operatorname{add} \_\)edge \(\left(X, X^{\prime}\right) \quad \triangleright\) Add edge to tree
            end if
        until \(\left(X^{\prime} \in E\right) \vee\) max_iterations_reached \(\quad \triangleright\) Repeat till entry region reached
        \(r^{i} \leftarrow\) build_ribbon \(\left(\mathcal{T}, X^{\prime}, w\right) \quad \triangleright\) Generate ribbon from \(X^{i}\) to \(X^{\prime}\)
        \(\mathcal{R} \leftarrow \mathcal{R} \cup r^{i} \quad \triangleright\) Add ribbon to set \(\mathcal{R}\)
    end for
    return \(\mathcal{R}\)
```




Fig. 4 No obstacle scenario: Ribbons generated by a the RRT planner and $\mathbf{b}$ the local optimization method. The RRT planner uses random sampling of control inputs, which leads to unnecessary twists and turns in the generated ribbon. The local optimization is able to compute an optimal ribbon with zero curvature and torsion
entire ribbon $r^{i}$ by integrating the sequence of controls along each edge of the plan. This ribbon $r^{i}$ is added to the set of existing ribbons $\mathcal{R}$.

It is well known that randomized planners compute sub-optimal or non-smooth plans [20]. We illustrate this in a scenario with no obstacles in Fig.4. The RRT planner computes a feasible solution to the entry region but the solution is clearly sub-optimal, with unnecessary twists and turns (Fig. 4a). We also note that the RRT planner does not optimize the objective stated in Eq. (7). As is standard practice, we then further locally optimize the RRT solution using a local optimization procedure outlined below. In the scenario with no obstacles, the local optimization improves the RRT initialization to a straight ribbon with zero curvature and torsion, as is expected (Fig. 4b). However, we note that the nonholonomic kinematic model and planning in the pose space makes it difficult to employ standard smoothing heuristics suggested in the literature [20].

### 5.2 Local Optimization

In this stage, we simultaneously optimize the cumulative curvature and torsion along all ribbons in the set $\mathcal{R}$ of feasible ribbons generated by the RRT planner. Each ribbon $r^{i} \in \mathcal{R}$ is parameterized as a sequence of poses and controls as [ $\left.\mathcal{X}^{i}, \mathcal{U}^{i}\right]$ and has $T^{i}$ time steps. We formulate the optimization problem using the objective and constraints described in Sect. 4 as:

$$
\begin{equation*}
\min _{\substack{\mathcal{X}^{i}, \mathcal{U}^{i} \\ 1 \leq i \leq n}} \sum_{i=1}^{n} C\left(\mathcal{U}^{i}\right), \text { subject to constraints. } \tag{8}
\end{equation*}
$$

Objective and constraints: The optimization problem stated above has a quadratic objective (Eq. (7)), which is well suited for optimization. However, the constraints are nonlinear. These constraints are converted into the standard equality and inequality constraints for optimization as described below:

- Constraints already expressed in standard form: $X_{0}^{i}=X^{i},\left(\left|\kappa_{t}^{i}\right|<\bar{\kappa}\right)$, and $\left(\left|\tau_{t}^{i}\right|<\bar{\tau}\right)$.
- Non-convex constraints in standard form include: $X_{t+1}^{i}=X_{t}^{i} \exp \left(\delta U_{t}^{i}\right), \sum_{t=0}^{T^{i}-1}$ $\left|\delta v_{t}^{i} \kappa_{t}^{i}\right|<\bar{\kappa}^{c}$, and $\sum_{t=0}^{T^{i}-1}\left|\delta v_{t}^{i} \tau_{t}^{i}\right|<\bar{\tau}^{c}$.
- In this work, the entry region $E$ is defined as a convex region. We use a bounding circle or rectangle depending on the scenario. The constraint $X_{T^{i}}^{i} \in E$ is then formulated as a nonlinear inequality constraint based on whether the ribbon crosssection at time step $T^{i}$ lies within the bounds of $E$.
- The collision avoidance constraints ( $\left.r^{i} \cap I=\emptyset\right)$ and $\left(r^{i} \cap \mathcal{O}=\emptyset\right)$ are encoded as nonlinear inequality constraints $\operatorname{sd}\left(X_{t}^{i}, X_{t+1}^{i}, I\right)>0$ and $\operatorname{sd}\left(X_{t}^{i}, X_{t+1}^{i}, \mathcal{O}\right)>0$, respectively, for $0 \leq t<T^{i}, 1 \leq i \leq n$. Here, sd denotes the signed distance. Similarly, the constraint $r^{i} \cap r^{j}=\emptyset$ is encoded as $\operatorname{sd}\left(X_{t}^{i}, X_{t+1}^{i}, X_{t}^{j}, X_{t+1}^{j}\right)>0$ for $1 \leq j \leq n, j \neq i$. We refer the reader to Schulman et al. [28] for details on how to efficiently compute the signed distance between convex objects and linearize such constraints.

Optimization method: We solve this constrained nonlinear optimization problem via sequential quadratic programming (SQP), where we repeatedly construct a quadratic program ( QP ) that locally approximates the original problem around the current solution. In our formulation, the objective is directly expressed in the quadratic form. However, the constraints are nonlinear and have to be linearized for inclusion in the QP. The QP is then solved and we compute a step based on a merit function [24] to ensure that progress is made on the original problem. To satisfy constraints up to a tolerance, we use $\ell_{1}$ penalties that are progressively increased over the SQP iterations. We refer the reader to [24] for additional details on the $\ell_{1}$-SQP method. This method has been successfully used for robot motion planning in a variety of contexts [10, 28].

The optimization problem outlined above is, however, described directly over the set of poses $\mathcal{X}$. Using a global parameterization of the rotation group, such as axisangle coordinates or Euler angles, is not suitable for direct optimization [27]. Instead, we follow the approach of Saccon et al. [27] and Duan et al. [10]. We consider a local coordinate parameterization of the pose given by the Lie algebra $\mathfrak{s e}(3)$, which is defined as the tangent vector space at the identity of $S E$ (3). The local neighborhood of a nominal pose $X \in S E(3)$ is then defined in terms of the incremental twist $\overline{\mathbf{x}} \in \mathbb{R}^{6}$ using the exp map [23]. We then construct and solve each QP in terms of the increments to the previous solution. At each SQP iteration, the set of poses $\mathcal{X}^{i}$ is updated based on the incremental twists computed by solving the QP approximation. We refer the reader to Duan et al. [10] for additional details.

Note on simultaneous versus sequential optimization: Duan et al. [10] propose a sequential optimization strategy for optimizing the generated channels. A sequential strategy involves a lesser number of variables and collision avoidance constraints in the optimization problem. However, in our experiments, we found that the sequential strategy failed to generate a feasible set of ribbons $\mathcal{R}$ because it imposes an ordering on which ribbons to optimize for. We believe that this is especially true in spatially constrained environments. The simultaneous optimization strategy, although more expensive, is able to resolve conflicts by jointly optimizing over all the ribbons.

### 5.3 Discussion

We consider three planning scenarios to highlight the merits and demerits of the RRT planner and the local optimization method. In each of these scenarios, we consider a box-shaped implant volume. The objective is to generate a ribbon from a specified target configuration to the entry region, which is defined by one of the faces of the box.

In the first scenario, as shown in Fig. 4, we do not consider any obstacles. The RRT planner generates a ribbon with unnecessary twists and turns as a result of the randomized nature of the algorithm (Fig. 4a). The local optimization method is able to optimize the ribbon to generate one with zero curvature and torsion (Fig. 4b).


Fig. 5 Two walls scenario: Two walls are positioned such that a direct path to the entry region is blocked. a The RRT planner explores the free space to find a sub-optimal ribbon. b Local optimization fails to find a feasible solution starting from an infeasible, straight line initialization to the entry region. $\mathbf{c}$ The RRT generated ribbon is provided as initialization to the local optimization, to generate a ribbon that minimizes curvature and has zero torsion


Fig. 6 Narrow passage scenario: The target is oriented so that a feasible ribbon would have to simultaneously twist and turn and make its way through a narrow passage. a Feasible solution found by the RRT planner. b The RRT solution is further locally optimized to minimize curvature and torsion. Without the feasible initialization, the local optimization is unable to find a feasible solution. The narrow passage is a known problem for sampling-based planners like RRT. For narrower passages than the one considered here, our approach is unable to find a solution even though a feasible solution exists for a passage that is just wider than the ribbon width

In the second scenario, as shown in Fig. 5, we consider two box-shaped obstacles that block the straight line path from the target configuration to the entry region. If we use local optimization in isolation with a naïve straight line initialization for the ribbon, the optimization is unable to resolve collisions with the two obstacles (Fig. 5b). The RRT planner is able to resolve collisions but generates a sub-optimal ribbon (Fig. 5a). However, applying local optimization to the RRT-generated ribbon generates a high quality ribbon that is able to avoid collisions with obstacles (Fig. 5c).

In the third scenario, as shown in Fig. 6, we consider two box-shaped obstacles that only permit passage to the entry region via a narrow passage. The target orientation is specified such that the ribbon would have to simultaneously twist and turn to be able to traverse the narrow passage. Narrow passages are a known problem for samplingbased planners like RRT because it is difficult to generate and connect to collision-free samples in the narrow passage. This problem becomes especially difficult when the kinematic model is nonholonomic. The RRT planner is able to resolve collisions after repeated attempts (8 in our case) to generate a sub-optimal ribbon (Fig. 6a). Local optimization in isolation is unable to find a feasible solution. However, applying local optimization to the RRT-generated ribbon is able to locally optimize the solution (Fig. 6b). However, for passages narrower than the one considered here, our approach is unable to find a feasible solution even though one exists for passages that are just wider than the ribbon width. Even though the RRT planner is theoretically probabilistically complete [20], i.e., it is guaranteed to find a solution if one exists, we cannot guarantee that this would be true in practice for our application.

## 6 Designing 3D Implants for Intracavitary Brachytherapy

We consider a scenario where a 3D printed implant is used for treatment of OB/GYN tumors, as shown in Fig. 7. The implant was modeled as a cylinder of height 7 cm and radius 2.5 cm , with an attached hemisphere with radius 2.5 cm . The dimensions


Fig. 7 We consider an implant volume modeled as a cylinder and attached hemisphere. The objective is to generate 6 mutually collision-free ribbons that reach groups of candidate dwell segment groups proximally located and oriented tangentially to the tumors. a The RRT planner is able to sequentially plan for each dwell segment group to generate collision-free ribbons that have unnecessary twists. b The candidate ribbons are jointly optimized locally to minimize the curvature and torsion along the length of each ribbon
of the implant was designed based on dimensions reported by Garg et al. [14]. We considered 3 tumors that are targeted for intracavitary brachytherapy treatment. We placed 6 groups of candidate dose dwell segments that are placed proximal to the tumors within the implant volume and oriented tangentially to maximize dose distribution to the tumor volumes. The circular entry region is the base of the implant. The objective is to generate mutually collision-free, curvature and torsion constrained ribbons within the implant volume that reach the candidate dose dwell segments.

Standard catheters used for brachytherapy are $1.65-2 \mathrm{~mm}$ [9] in diameter. In this scenario, we consider channels of width $w=2.5 \mathrm{~mm}$. We impose a constraint on the instantaneous curvature of $\bar{\kappa}=1 \mathrm{~cm}^{-1}$ based on the maximum allowable curvature reported by Garg et al. [14] for radioactive sources that are 1 mm in diameter and 5 mm in length. We also impose a constraint on the instantaneous torsion of $\bar{\tau}=0.1$ radians. We set maximum limits on the cumulative curvature and torsion for each ribbon as $\bar{\kappa}^{c}=\frac{\pi}{2}$ and $\bar{\tau}^{c}=\frac{\pi}{2}$ units, respectively. We also constrain the cross-section of each ribbon at the respective final time steps to lie within the specified entry region.

We implemented our planning approach in C++ and used the Bullet collision checking library [7] for collision checking queries. Figure 7a shows the candidate ribbons computed using the RRT planner. The candidate ribbons are mutually collisionfree but contain unnecessary changes in curvature and torsion along the ribbons since the RRT planner does not optimize the considered objective. Figure 7b shows the results of jointly optimizing the ribbons using the local optimization approach. In practice, this optimized arrangement of channels would be printed with support material and later dissolved to compute the hollow internal channels within the implant volume.

Table 1 summarizes the computation time required to generate these ribbons using the RRT planner and local optimization as we vary the number of channels per ribbon. The RRT planner is faster since it generates these ribbons sequentially while the

Table 1 Performance of our planning approach with different number of channels per ribbon

| Num. <br> channels (s) | 1 | 2 | 3 | 4 |  |  |
| :--- | ---: | :--- | ---: | :--- | :--- | :--- |
| RRT time | 0.6 | 1.1 | 3.5 | 9.6 | 16.7 | 38.4 |
| Opt. time | 53.7 | 81.9 | 143.5 | 247.3 | 313.9 | 397.1 |

The cumulative time is the sum of the RRT and optimization times. The reported times for the RRT planner are averaged over 10 runs. All execution times are based on experiments run on a single 3.5 GHz Intel i7 processor core


Fig. 8 Generating individual channels for groups of candidate dwell dose segments following the approach of Garg et al. [14]. Even with 3 dwell segments per group ( 18 channels in all), the implant volume is occupied with internal channels. The planner is unable to generate single channels for greater than 3 channels per group. This leads to less effective coverage of the tumor volume in terms of dose distribution and can also compromise the structural integrity of the implant
local optimization jointly optimizes over all ribbons and hence is computationally expensive. In this scenario, our approach was not able to find a solution for greater than 6 channels per ribbon due to the limited free space within the implant volume.

We also compared the use of using ribbon-like arrangements versus generating single channels for groups of dose dwell segments. Figure 8 shows the arrangement of individual channels for groups of 3 dwell segments, beyond which the planner is unable to compute feasible solutions. The use of single channels leads to inefficient utilization of space within the implant volume, as shown in Fig. 7b.

The use of single channels also limits the number of reachable dose dwell segments. This affects the coverage of tumor volume that can receive radiation, thus limiting the treatment effectiveness. We used the coverage metric proposed by Garg et al. [14] to compute coverage of the tumor volume using reachable candidate dose dwell segments. Each dose dwell segment is partitioned into dwell positions for the radioactive source in intervals of 5 mm , which corresponds to the length of the source. Any point inside a tumor is then said to be covered if a dwell position lies within a ball of $\varepsilon$ radius. A smaller coverage radius ( $\varepsilon$ ) parameter results in lower dose to
healthy organs while supplying sufficient radiation to the tumor volumes. Hence a higher tumor coverage with small $\varepsilon$ is preferred for brachytherapy treatment.

In this scenario, we found that dwell positions generated with ribbon-like channel arrangements (Fig. 7b) achieved $100 \%$ coverage of the tumor volume for $\varepsilon=2.1 \mathrm{~cm}$. In contrast, the coverage achieved for single channels (Fig. 8) for $\varepsilon=2.1 \mathrm{~cm}$ is only $54 \%$. Achieving $100 \%$ coverage is important to prevent cancer recurrence. Using ribbon-like arrangements allows us to achieve this coverage while minimizing damage to surrounding healthy tissue. We refer the reader to Garg et al. [14] for additional details on the coverage metric.

## 7 Conclusion

In this work, we posed the problem of planning curvature and torsion constrained ribbons that avoid collisions with obstacles in 3D environments. We showed that this problem is equivalent to planning motions for a rigid body along a spatial curve, such that the rigid body is oriented along the unit binormal to the curve defined according to the Frenet-Serret frame. We used a combination of sequential sampling-based (RRT) planning and simultaneous local optimization (SQP) to can compute high quality ribbons for designing channels within 3D printed implants for intracavitary brachytherapy.

This opens up several avenues for future work. We plan to extend this work to automatically compute dose dwell segments are proximally located with respect to the external tumors. We plan to test our planning approach to design and print 3D implants and evaluate them in clinical brachytherapy trials. Alternate arrangements of channels, such as bundles or tubes instead of ribbons will also be considered. We envision that our approach will also be useful for other applications such as routing ribbon-like arrangements of cooling channels, wires and cables, and planning motions for bevel-tipped steerable needles and formations of aerial vehicles.
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# A Quadratic Programming Approach to Quasi-Static Whole-Body Manipulation 

Krishna Shankar, Joel W. Burdick and Nicolas H. Hudson


#### Abstract

This paper introduces a local motion planning method for robotic systems with manipulating limbs, moving bases (legged or wheeled), and stance stability constraints arising from the presence of gravity. We formulate the problem of selecting local motions as a linearly constrained quadratic program $(\mathrm{QP})$, that can be solved efficiently. The solution to this QP is a tuple of locally optimal joint velocities. By using these velocities to step towards a goal, both a path and an inverse-kinematic solution to the goal are obtained. This formulation can be used directly for realtime control, or as a local motion planner to connect waypoints. This method is particularly useful for high-degree-of-freedom mobile robotic systems, as the QP solution scales well with the number of joints. We also show how a number of practically important geometric constraints (collision avoidance, mechanism self-collision avoidance, gaze direction, etc.) can be readily incorporated into either the constraint or objective parts of the formulation. Additionally, motion of the base, a particular joint, or a particular link can be encouraged/discouraged as desired. We summarize the important kinematic variables of the formulation, including the stance Jacobian, the reach Jacobian, and a center of mass Jacobian. The method is easily extended to provide sparse solutions, where the fewest number of joints are moved, by iteration using Tibshirani's method to accommodate an $l_{1}$ regularizer. The approach is validated and demonstrated on SURROGATE, a mobile robot with a TALON base, a 7 DOF serial-revolute torso, and two 7 DOF modular arms developed at JPL/Caltech.


[^59]
## 1 Introduction

Consider one or more (possibly redundant) serial chain manipulator arms mounted on a mobile robot base. The base could be a wheeled or tracked vehicle, or it may be a multi-legged walker (see Fig. 1a, b). The mechanism may also contain a neck upon which visual and range sensors are mounted. We are particularly interested in the cases where the arms have sufficient reach and mass such that the mobile vehicle may tip over in the presence of gravity when they are extended too far during a manipulation task.

Suppose the robot must manipulate an object, where the manipulation task can be described by tool frame locations.

1. What arm configurations satisfy the manipulation constraints?
2. How do we apportion base and limb motion to achieve the goal?
3. How do we guard against vehicle tip-over-can we move the limbs in such a way as to keep the system center of mass over a safe region of support?q Can we move in a way to improve stability with respect to gravitational forces?
4. How do we incorporate natural task constraints, such as mechanism self-collision, obstacle avoidance, and preferred camera gaze direction?

These problems form a generalized inverse kinematic problem, where the distal end of the manipulator(s) must be placed at specified locations, while incorporating numerous constraints, as well as optimality criteria which resolve ambiguities in the case of multiple possible solutions. The optimality criteria also endow the solution with desirable properties. Since the analysis in this paper is limited to quasi-static motions, the key kinematic variables governing arm motions and center of mass stability can be formulated in terms of appropriate Jacobian matrices (see Sect. 2).

Because systems of the type seen in Fig. 1a, b are kinematically redundant, we propose a solution which is intellectually related to the classical methods of redundancy resolution in fixed based redundant manipulator arms [1, 2]. However, instead of


Fig. 1 Key reference frames for, a a legged-base robot, ba wheeled-base robot, c manipulator base robot
using a classical Jacobian pseudo-inverse type of solution, we formulate the problem as a convex optimization problem, specifically a constrained Quadratic Programming problem. Like the task-priority method of redundancy resolution [2], the formulation allows for multiple task priorities to be encoded as constraints or optimality criteria. However, unlike Jacobian pseudo-inverse methods, our QP formulation readily incoporates hard constraints and multiple optimality criteria, has better performance near singulariites, and in practice tends to avoid awkward solutions for large kinematic chains [3]. Its real-time performance renders obsolete the need for heuristics [4] or look-up tables [5] to circumvent the curse of dimensionality with highly articulated systems.

The problem of mobile manipulation planning [6, 7] and whole body motion planning for humanoids [8] or multi-legged systems has attracted researchers for several decades. Theoretical advances in Convex Programming, and the associated introduction of efficient numerical optimization codes, allow us to propose new approaches which have not only serious computational speed advantages, but also allow added flexibility and generality in specifying the task objectives.

We are not the first to propose the use of Convex Optimization or Quadratic Programming techniques for solving inverse kinematics problems, for local motion planing of highly articulated mechanisms, or whole body manipulation planning. Zhang et al. [9, 10] used quadratic programming to solve kinematically redundant manipulator redundancy resolution problems. Kanehiro et al. [11, 12] show the use of QPs to incorporate fast collision avoidance calculations as part of humanoid whole body motion planning. Our method incorporates many additional constraints and optimality criteria, and our explicit formulation of several key kinematic equations [13] gives us significant advantages in terms of reported computation time (even adjusting for Moore's law). Very recently, MIT's DARPA Robotics Challenge team [14] used a sparse nonlinear optimization software that employs a sequential quadratic programming approach, to find inverse kinematic solutions to pose the Atlas humanoid robot, or to solve local motion planning problems involving manipulation with Atlas. We use a different objective function, which has several advantages, incorporate additional task criteria, and our explicit kinematic formulae also give us a reported computational speed advantage. We also provide solution existence and uniqueness results, and local feasibility certificates. Finally, or method can be readily adapted to provide sparse solutions, where only a minimum number of joints are moved in solving the motion planning problem. For mechanisms configured with brakes on the joint actuators, this option allows for energetically efficient mechanism motions, as much of the gravitational load on the mechanism can be supported by the friction forces at the brakes, instead of active joint torques.

We do not consider dynamic effects in this paper. However, many (e.g. [15] and citations therein) have obtained controllers for full dynamic models of humanoids with contact from simple convex QPs.

Structure of the Paper: Sect. 2 reviews the kinematics required to explicitly describe all possible motions of any robot link as well as the center of mass as a function of joint motions. In Sect. 3 we describe the optimization based approach to finding paths in configuration space that reach a given task-frame goal, and pro-
vide some analysis and describe extensions. In Sect.4, we validate our ideas on the SURROGATE platform, and provide details related to computation time.

## 2 Stance and Reach Kinematics for Mobile Robots

We are interested in developing a whole body local planning framework which can be applied to

- multi-limbed robots, such as RoboSimian (see [13]), which can use its limbs either for walking or manipulating (Fig. 1a).
- wheeled or tracked vehicles mounted with one or more manipulators, and possibly articulated torsos (Fig. 1b and Sect.4), such as the SURROGATE robot described in Sect. 4.
- multi-limbed robots with a fixed base, but a possible articulated torso (Fig. 1c). While such robots are not mobile in a conventional sense, their articulated torso presents a similar problem of apportioning the task-solving motions between the limb and the torso. Also, movements of the system's center-of-mass far from the base places very large strain on the torso motors.

For this class of problems, we are concerned with describing the motions of a tool frame affixed to the manipulator(s), a frame describing the base's location, and the location of the center of mass (since its position affects quasi-static stability of the vehicle), all with respect to a world frame, $\mathcal{W}$. This section reviews and derives the basic kinematic relationships between the movement of the frames and the mechanism joint motions. We also need to incorporate knowledge of the contact forces between feet and the terrain to ensure stability in the legged case. Let $\mathcal{B}$ denote a right-handed orthogonal coordinate system fixed to the robot's base, and let reference frame $\mathcal{E}_{i}$ be affixed to the end-effector of the $i$ th manipulating arm. We will call the point at which the manipulator is attached to the base a shoulder, and to it we associate the reference frame $\mathcal{S}_{i}$. We use conventions and notions from [16], which describes rigid body transformations using homogeneous transforms and velocities using twists. We will first develop some general relationships that govern this problem, and then specialize them for the particular classes of robots in Fig. 1.

### 2.1 Reach Jacobian

The location of the end effector in the world frame is given by $g \mathcal{W E} \in S E(3)$,

$$
g_{\mathcal{W E}}=g_{\mathcal{W B}} g_{\mathcal{B S}} g_{\mathcal{S E}}
$$

where $g_{M N}$ describes the homogeneous transformation between references frames $M$ and $N$. The body velocity of the end effector, is a twist, defined by

$$
\boldsymbol{V}_{\mathcal{W E}}^{b}=\left(g_{\mathcal{W} \mathcal{E}}^{-1} \dot{g}_{\mathcal{W E}}\right)^{\vee}=\left(\left(g_{\mathcal{W B}} g_{\mathcal{B S}} g_{\mathcal{S E}}\right)^{-1} \frac{d}{d t}\left(g_{\mathcal{W B}} g_{\mathcal{B S}} g_{\mathcal{S E}}\right)\right)^{\vee}=\operatorname{Ad}_{g_{\mathcal{E}}} V_{\mathcal{W B}}^{b}+V_{\mathcal{S E}}^{b}
$$

where the adjoint $\mathrm{Ad}_{g_{M N}}$ transforms velocities from frame $N$ to frame $M$. If we have a kinematic model (a map between joint velocities and robot motion) of the base, we can write

$$
V_{\mathcal{W} \mathcal{E}}^{\mathcal{E}}=\operatorname{Ad}_{g \mathcal{E}} J_{\mathcal{B}}\left(\theta_{\mathcal{B}}, x_{0}\right) \dot{\theta_{\mathcal{B}}}+J_{l}\left(\theta_{l}\right) \dot{\theta_{l}}
$$

where $J_{\mathcal{B}}\left(\theta_{\mathcal{B}}, x_{0}\right)$ is the Base Jacobian, $x_{0}$ includes additional necessary configuration and contact information (e.g. contact frame location and orientation) and the mechanism joint variables are divided into base joint variables, $\theta_{\mathcal{B}}$, and manipulating limb joint variables, $\theta_{l}$, i.e. $\theta \triangleq\left(\theta_{\mathcal{B}}, \theta_{l}\right)^{T}$. Transforming this result to the Base Frame yields:

$$
V_{\mathcal{W} \mathcal{E}}^{\mathcal{B}}=\left[\begin{array}{cc}
J_{\mathcal{B}}\left(\theta_{\mathcal{B}}, x_{0}\right) & 0 \\
0 & \operatorname{Ad}_{g_{\mathcal{B E}}} J_{l}\left(\theta_{l}\right)
\end{array}\right] \dot{\theta} \triangleq J_{\mathcal{R}}\left(\theta, x_{0}\right) \dot{\theta}
$$

where $J_{\mathcal{R}}\left(\theta, x_{0}\right)$ is the Reach Jacobian, which describes how base motions and limb motions contribute to tool frame motion, as described to an observer in frame $\mathcal{B}$.

### 2.2 The Center of Mass Jacobian

This section will derive the twist velocity of the center of mass for arbitrary motions of the base, supporting legs and any number of free arms. Suppose that our robot moves quasi-statically, and we want to ensure that it does not fall over during motion. We do this by ensuring that static equilibrium is satisfied at every instant. That is, the sum of moments and forces on any point of the robot are always zero.

Given a description of the robot's physical contacts with the world, the conditions for static equilibrium define a support region of all possible center of mass locations. For example, if the robot's feet only support point contacts without friction, and we assume that the robot can produce infinite torque at its joints, then the support region is the convex hull of the contacts.

Recall that the center of mass for a system of particles is located at the mass weighted average of the component particles' position. We can attach reference frames to each link whose origins coincide with the link center of mass. The transformation from the world-fixed frame to the center of mass in frame $\mathcal{C}$ is then

$$
g_{\mathcal{W C}}=\frac{m_{\mathcal{B}}}{M} g_{\mathcal{W B}}+\frac{1}{M} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}} m_{i, j} g_{\mathcal{W}(i, j)}
$$

where $m_{i, j}$ is the mass of the $j$ th link in the $i$ th limb, and $g_{\mathcal{W}(i, j)}$ is a transformation from the world frame to the link frame. We can obtain the body velocity of the center
of mass by differentiating this expression:

$$
\widehat{V}_{\mathcal{W C}}=g_{\mathcal{W} \mathcal{C}}^{-1} \dot{g}_{\mathcal{W C}}=\frac{m_{\mathcal{B}}}{M} g_{\mathcal{C B}} \hat{V}_{\mathcal{W}}^{\mathcal{B}} g_{\mathcal{C B}}^{-1}+\frac{1}{M} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}} m_{i, j} g_{\mathcal{C}(i, j)} \hat{V}_{\mathcal{W}(i, j)}^{(i, j)} g_{\mathcal{C}(i, j)}^{-1}
$$

Converting to twist coordinates, and transforming to the base frame yields:

$$
\begin{align*}
V_{\mathcal{W C}}^{\mathcal{B}}=\operatorname{Ad}_{g_{\mathcal{B C}}} V_{\mathcal{W C}}^{\mathcal{C}} & =\frac{m_{\mathcal{B}}}{M} V_{\mathcal{W B}}^{\mathcal{B}}+\frac{1}{M} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}} m_{i, j}\left(V_{\mathcal{W} \mathcal{B}}^{\mathcal{B}}+V_{\mathcal{B}(i, j)}^{\mathcal{B}}\right) \\
& =\frac{m_{\mathcal{B}}}{M} V_{\mathcal{W} \mathcal{B}}^{\mathcal{B}}+\frac{1}{M} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}} m_{i, j}\left(V_{\mathcal{W} \mathcal{B}}^{\mathcal{B}}+\operatorname{Ad}_{g_{\mathcal{B}} \mathcal{S}_{i}} J_{i, j}\left(\theta_{i \rightarrow j}\right) \dot{\theta}_{i \rightarrow j}\right) \\
& =V_{\mathcal{W B}}^{\mathcal{B}}+\frac{1}{M} \sum_{i=1}^{N} \sum_{j=1}^{n_{i}} m_{i, j} \operatorname{Ad}_{g_{\mathcal{B} \mathcal{B}_{i}}} J_{i, j}\left(\theta_{i \rightarrow j}\right) \dot{\theta}_{i \rightarrow j} \tag{1}
\end{align*}
$$

where

$$
J_{i, j}\left(\theta_{i, 1}, \ldots, \theta_{i, j}\right)=\left[\left(\frac{\partial g_{\mathcal{S}_{i}(i, j)}}{\partial \theta_{i, 1}} g_{\mathcal{S}_{i}(i, j)}^{-1}\right)^{\wedge} \ldots\left(\frac{\partial g_{\mathcal{S}_{i}(i, j)}}{\partial \theta_{i, j}} g_{\mathcal{S}_{i}(i, j)}^{-1}\right)^{\wedge}\right]
$$

is the $(i, j)$ th link's Jacobian with respect to $\mathcal{S}_{i}$ (it is analogous to the spatial Jacobian of a manipulator with respect to its base). It maps the joint velocities of the first $j$ joints in the $i$ th $\operatorname{limb}\left(\dot{\theta}_{i \rightarrow j}\right)$ to the velocity of the $j$ th link frame in the base $\mathcal{B}$ frame.

Following [13], this expression can be reorganized by introducing the "massweighted Jacobian". The mass-weighted Jacobian is defined as

$$
\begin{equation*}
\bar{J}_{k}=\left[\left(\sum_{j=1}^{n_{k}} \frac{m_{k, j}}{M}\right) \xi_{1, k} \ldots\left(\sum_{j=i}^{n_{k}} \frac{m_{k, j}}{M}\right) \xi_{i, k}^{\prime} \ldots\left(\frac{m_{k, n_{k}}}{M}\right) \xi_{n_{k}, k}^{\prime}\right] \tag{2}
\end{equation*}
$$

where $M$ is the total robot mass and $\xi_{i}$ is the twist associated with the $i$ th joint at zero configuration, with

$$
\xi_{i}^{\prime}=\operatorname{Ad}_{\left(e \widehat{\xi}_{1} \theta_{1} \ldots e^{\hat{\xi}_{i-1} \theta_{i-1}}\right)} \xi_{i}
$$

We substitute it into Eq. (1) to get

$$
V_{\mathcal{W} c}^{\mathcal{B}}=J_{\mathcal{B}}(\theta) \dot{\theta}_{\mathcal{B}}+\sum_{i=1}^{N} \operatorname{Ad}_{g_{\mathcal{B}} \mathcal{S}_{i}} \bar{J}_{i}\left(\theta_{i}\right) \dot{\theta}_{i}=J_{\mathcal{C}}\left(\theta, x_{0}\right)\left(\begin{array}{c}
\theta_{\mathcal{B}} \\
\theta_{1} \\
\vdots \\
\theta_{n}
\end{array}\right)
$$

where $J_{C}\left(\theta, x_{0}\right)$ is the "center-of-mass Jacobian":

$$
J_{\mathcal{C}}\left(\theta, x_{0}\right)=\left[J_{\mathcal{B}}\left(\theta_{\mathcal{B}}, x_{0}\right) \operatorname{Ad}_{g_{\mathcal{B}_{s_{1}}}} \bar{J}_{1} \ldots \operatorname{Ad}_{g_{\mathcal{B}_{s_{n}}}} \bar{J}_{N}\right]
$$

These building blocks are all that are required to solve a very large class of local constrained inverse kinematics and planning problems.

### 2.3 Kinematics for a Legged Base

The key specializations for the case of a legged base with arbitrarily many legs is summarized here, details are available in [13]. The kinematics for a legged robot arise from contact constraints-these prevent the feet from moving in directions that frictional forces can be applied in. Applying these constraints, we find that

$$
\begin{equation*}
S^{T} V_{\mathcal{W} \mathcal{B}}^{\mathcal{B}}=J_{\mathcal{B}}\left(\theta_{\mathcal{B}}, x_{0}\right) \dot{\theta}_{\mathcal{B}} \tag{3}
\end{equation*}
$$

where $S$, given by

$$
S=-\left[\begin{array}{cccc}
\operatorname{Ad}_{g_{\mathcal{A} c_{1}}^{-1}}^{T} & B_{c_{1}} & \cdots & \operatorname{Ad}_{g_{\mathcal{A} c_{n-1}}^{T}}^{T}
\end{array} B_{c_{n-1}}\right]
$$

is the Stance Map-a map between end effector forces and forces on the base (its transpose maps velocities at the contact frame to velocities at the base frame), and $B_{i}$ is the wrench basis at the $i$ th contact. ${ }^{1}$ In the case of a legged robot, the $\theta$ 's don't split cleanly into a body component and limb components, as the body's motion is due to three or more supporting limbs. Define $\theta_{i}$ to the joint angles in the $i$ th limb, an let $n_{i}$ be the number of joints in the $i$ th limb. Suppose that the robot has $N$ limbs, and $M<N$ limbs making contact with the terrain at contact frames $c_{i}, i=1 \ldots m$. Then, for an M-limbed quasi static-walking robot, the base Jacobian takes the form:

$$
J_{\mathcal{B}}\left(x_{0}, \theta_{1}, \ldots, \theta_{M}\right)=-\left[\begin{array}{ccc}
B_{c_{1}}^{T} \operatorname{Ad}_{g_{s_{1} c_{1}}}^{-1} J_{1}\left(\theta_{1}\right) & & 0  \tag{4}\\
& \ddots & \\
0 & & B_{c_{M}}^{T} \operatorname{Ad}_{g_{s_{M} c_{M}}}^{-1} J_{M}\left(\theta_{M}\right)
\end{array}\right]
$$

The center of mass Jacobian is given by

$$
\begin{aligned}
& J_{\mathcal{C}}\left(\theta, x_{0}\right)=
\end{aligned}
$$

where $\bar{J}_{i}$ is the weighted Jacobian defined in (2) and

[^60]$$
\tilde{J}_{k}=\left[\left(\sum_{j=1}^{n_{k}} \frac{m_{k, j}+M}{M}\right) \xi_{k, 1} \ldots\left(\sum_{j=i}^{n_{k}} \frac{m_{k, j}+M}{M}\right) \xi_{k, i}^{\prime} \ldots\left(\frac{m_{k, n_{k}}+M}{M}\right) \xi_{k, n_{k}}^{\prime}\right] .
$$

It is straightforward to show that [13]

$$
\begin{equation*}
S^{T} V_{\mathcal{W} C}^{\mathcal{B}}=J_{\mathcal{C}}\left(\theta, x_{0}\right) \dot{\theta} \tag{5}
\end{equation*}
$$

### 2.4 Kinematics for a Wheeled Base

Suppose that we have manipulator arms attached to a differential-drive base with unit width. The base's configuration is restricted to a plane, and consists of position and heading, $(x, y, \phi)$. The motion of the base is described by ${ }^{2}$

$$
\left(\begin{array}{l}
\dot{x} \\
\dot{y} \\
\dot{\phi}
\end{array}\right)=\frac{1}{2}\left[\begin{array}{cc}
\cos \phi & \cos \phi \\
\sin \phi & \sin \phi \\
-1 & 1
\end{array}\right]\binom{\dot{\theta}_{L}}{\dot{\theta}_{R}}
$$

where $\theta_{L}$ is the left wheel angle, and $\theta_{R}$ the right (see Fig. 1). We obtain the Base Jacobian by rewriting the kinematics in the body frame, and lifting to twists in 3 dimensions. One finds that the base Jacobian is given by

$$
J_{\mathcal{B}}=\left[\begin{array}{cc}
\frac{1}{2} & \frac{1}{2} \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
\frac{-1}{2} & \frac{1}{2}
\end{array}\right]
$$

so that

$$
V_{\mathcal{W B}}^{B}=J_{\mathcal{B}}\binom{\dot{\theta}_{L}}{\dot{\theta}_{R}}
$$

Suppose that the robot has $N$ arms, and let the joint angles in the $i$ th arm be denoted by $\theta_{i}$. Then the Center of Mass Jacobian is simply

$$
J_{\mathcal{C}}\left(\theta_{1}, \theta_{2}, \ldots \theta_{N}\right)=\left[J_{\mathcal{B}} \bar{J}_{1}\left(\theta_{1}\right) \ldots \bar{J}_{N}\left(\theta_{N}\right)\right]
$$

[^61]
### 2.5 Kinematics for a Serial Chain Torso

In this case, the spatial and base frame can be coincident, and the Base Jacobian is simply the Base's spatial Jacobian:

$$
J_{\mathcal{B}}\left(\theta_{\mathcal{B}}\right)=\left[\begin{array}{llll}
\xi_{1} & \xi_{2}^{\dagger} & \ldots & \xi_{n_{\mathcal{B}}}^{\dagger}
\end{array}\right]
$$

where $\xi_{i}$ is the twist associated with the $i$ th joint at zero configuration and

$$
\xi_{i}^{\dagger}=\operatorname{Ad}_{\left(e^{\varepsilon_{i} \theta_{i}} \ldots e^{\left.-\hat{\xi}_{n_{\mathcal{B}}} \theta_{n_{\mathcal{B}}}\right)}\right.}^{-1} \xi_{i} .
$$

The center of mass Jacobian in this case is

$$
J_{\mathcal{C}}\left(\theta, x_{0}\right)=\left[J_{\mathcal{B}}\left(\theta_{\mathcal{B}}, x_{0}\right) \operatorname{Ad}_{g_{\mathcal{B}} \mathcal{S}_{1}} \bar{J}_{1}\left(\theta_{1}\right) \ldots \operatorname{Ad}_{g_{\mathcal{B}} \mathcal{S}_{n}} \bar{J}_{N}\left(\theta_{N}\right)\right]
$$

## 3 The Local Motion Planning Problem: A Quadratic Program

This section motivates and describes the formulation of the explicit QP that is the crux of this paper. A basic problem is formulated , and then extended for more general use.

Recall that our task is described as an end-effector pose. Suppose that at every instant, we move optimally based only on knowledge of the current configuration, and the system kinematics. Naively, we might try to 'move towards the goal as much as possible, without falling down'. This statement is very naturally translated into a constrained minimization problem:

$$
\begin{align*}
& \operatorname{minimize}\left\|V_{\mathcal{W E}}^{\mathcal{B}}-\tilde{V}_{\mathcal{W} \mathcal{E}}^{\mathcal{B}}\right\|_{2, P_{\mathcal{E}}}+\left\|V_{\mathcal{W} C}^{\mathcal{B}}-\tilde{V}_{\mathcal{W} C}^{\mathcal{B}}\right\|_{2, P_{C}}+\|\dot{\theta}\|_{2, P_{\theta}} \\
& \text { subject to } J_{R}\left(\theta, x_{0}\right) \dot{\theta}=V_{\mathcal{W} \mathcal{E}}^{\mathcal{B}}  \tag{6}\\
& \qquad J_{C}\left(\theta, x_{0}\right) \dot{\theta}=V_{\mathcal{W} C}^{\mathcal{B}}
\end{align*}
$$

The objective indicates that we want to choose $V_{\mathcal{W} \mathcal{E}}^{\mathcal{B}}$ to be close (with respect to a weighted 2-norm defined by $\|x\|_{2, P}=\sqrt{x^{T} P x}$ where the weighting matrices are nominally diagonal, e.g. $\left.P_{\mathcal{E}}=\operatorname{diag}\left[w_{1}^{\mathcal{E}} \ldots w_{6}^{\mathcal{E}}\right]\right)$ to a desired end-effector velocity $\tilde{V}_{\mathcal{W E}}^{\mathcal{B}}$ and the true center of mass velocity should be close to a specified velocity $\tilde{V}_{\mathcal{W} C}^{\mathcal{B}}$. The desired center of mass velocity might be determined so that the resulting motion of the robot's center of mass remains fully within the support region (e.g. towards the center of support-a more natural way to control center of mass motion, using constraints, is given below). The desired end-effector velocity is specified as
the tangent to the desired end-effector path in $\operatorname{SE}(3) .{ }^{3}$ The path can be any $c^{2}$ curve. The weights' relative magnitude corresponds to the importance of each term and component of motion in a given problem. Generally, weights in $P_{\mathcal{E}}$ are chosen to be significantly larger than the other weights, as the end effector goal is the highest priority. We have an exhaustive understanding of existence and uniqueness of solutions to this problem, and we state it as a proposition:

Proposition 1 The constrained minimization (6) has a solution when $P_{\mathcal{E}}, P_{\mathcal{C}}$ and $P_{\theta}$ 1. are positive definite, or
2. are positive semi-definite, and both $J_{\mathcal{R}}$ and $J_{C}$ have full rank.

Moreover, (6) has a unique solution whenever there is no local motion that keeps the center of mass and end effector stationary.

The proof of this fact is straightforward, and follows from rank analysis of the KKT matrix. ${ }^{4}$ For the reader interested in a more detailed argument, we provide and prove this fact explicitly for legged robots in [13]. The argument is almost identical for any robot. Practically, this means is that singularities do not have as large an impact as they do for existing iterative IK (inverse kinematics) solvers. Intuitively, this makes sense, since we are not enforcing velocities, but instead simply encouraging them. Geometrically, the solution is a oblique projection of possible joint velocities onto affine subspaces defined by the kinematics.

### 3.1 Fully Integrated Planning

We expand this framework and rewrite the problem in order to easily and extensibly handle a broad variety of constraints and goals, and to make the problem size as compact as possible in the interest of efficiency. ${ }^{5}$ We do this by substituting the equality constraints into the objective directly, and by adding linear inequality constraints to accommodate hard limits.

Let $F_{i}^{g}$ be a frame (attached anywhere to the mechanism) with an associated motion goal and let $\tilde{V}_{\mathcal{B} F_{i}^{g}}^{\mathcal{B}}$ be the corresponding desired instantaneous velocity of this frame. In order to write the motion goals efficiently in the objective, we can square

[^62]norms (without changing anything), and expand the residual between desired and true motion as
$$
\left\|V_{\mathcal{B} F_{i}^{g}}^{\mathcal{B}}-\tilde{V}_{\mathcal{B} F_{i}^{g}}^{\mathcal{B}}\right\|_{2, P_{F_{i}^{g}}}^{2}=\dot{\theta}^{T} J_{F_{i}^{g}}^{T} P_{F_{i}^{g}} J_{F_{i}^{g}} \dot{\theta}-2 \dot{\theta}^{T} J_{F_{i}^{g}}^{T} \tilde{V}_{\mathcal{B} F_{i}^{g}}^{\mathcal{B}}+\left(\tilde{V}_{\mathcal{B} F_{i}^{g}}^{\mathcal{B}}\right)^{T} \tilde{V}_{\mathcal{B} F_{i}^{g}}^{\mathcal{B}}
$$

In order to efficiently represent hard constraints, we notice that we can restrict the motion of a frame $F_{i}^{r}$ in the 'direction' of $\tilde{V}_{i}^{r}$ by enforcing

$$
\left(\tilde{V}_{i}^{r}\right)^{T} V_{\mathcal{B} F_{i}^{r}}^{\mathcal{B}}=\left(\tilde{V}_{i}^{r}\right)^{T} J_{F_{i}^{r}} \dot{\theta} \geq \alpha_{i},
$$

where $\alpha_{i} \geq 0$.
Suppose that we have $n$ motion goals, and $p$ hard constraints. Define

$$
\begin{gathered}
P=\sum_{i=1}^{n} J_{F_{i}^{g}}^{T} P_{F_{i}^{g}} J_{F_{i}^{g}}+P_{\theta}, \quad \beta=-2 \sum_{i=1}^{n} J_{F_{i}^{g}}^{T} \tilde{V}_{\mathcal{B} F_{i}^{g}}^{\mathcal{B}}, \\
A=\left[\begin{array}{c}
-\left(\tilde{V}_{1}^{r}\right)^{T} J_{F_{1}^{r}}- \\
\vdots \\
- \\
-\left(\tilde{V}_{p}^{r}\right)^{T} J_{F_{p}^{r}}-
\end{array}\right], \quad \boldsymbol{\alpha}=\left(\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{p}
\end{array}\right)
\end{gathered}
$$

We can now write a much more general constrained minimization problem:

$$
\begin{align*}
& \text { minimize } \dot{\theta}^{T} P \dot{\theta}+\dot{\theta}^{T} \beta \\
& \text { subject to } A \dot{\theta} \leq \boldsymbol{\alpha} \tag{7}
\end{align*}
$$

where the inequality constraint holds element wise. With this more general formulation, a vast number of manipulation goals, subgoals and constraints can be naturally included. Some of these include:

Pointing The $z$-axis of a given link frame $F_{i}$ can be pointed in particular direction by adding the link's velocity and the twist in the desired direction to the objective. One neglects rotation in the pointing direction by letting

$$
P_{F_{i}}=\operatorname{Ad}_{g_{F_{i} \mathcal{B}}}^{T} \operatorname{diag}\left[w_{1}^{F_{i}}, w_{2}^{F_{i}}, \ldots w_{5}^{F_{i}}, 0\right] \operatorname{Ad}_{g_{F_{i} \mathcal{B}}}
$$

(the instantaneous rotation about the frame-fixed $z$-axis is ignored). This could be used, for example, to encourage a gaze direction.
Tracking A link frame $F_{i}$ can be moved along a desired trajectory by adding it to the objective, along with the tangent to the trajectory at the current configuration.
Collision Repulsion If the robot is in a configuration at which it makes contact with obstacles or itself, the links in contact can be forced to move away by defining a repulsive velocity as the normal to the collision plane [19], and adding a hard
inequality constraint forcing the link to move in the repulsive direction by making the corresponding $\alpha_{i}$ a positive number. For self-collisions, one or both collision links can be made to move away from collision.
Hard Static Equilibrium Constraints The center of mass can be kept within the robot's support region using linear inequality constraints. Let $v_{i}$ be the twist corresponding to pure translation towards the $i$ th side of the support region. Let the distance to the $i$ th side be $d_{i}$. If we enforce the constraint

$$
v_{i}^{T} V_{\mathcal{B C}}^{\mathcal{B}}=v_{i}^{T} J_{C}\left(\theta, x_{0}\right) \dot{\theta} \leq d_{i}
$$

for every side of the support region, and if the robot follows velocity for much less than 1 s , the center of mass will not leave the support region.
Frame Boundaries A frame (or the difference between frames) can be kept in any polyhedral region in space using inequality constraints on frame velocity; these are constructed in the same way as the hard static equilibrium constraints. This could be used, for example, to keep the robot within some workspace boundaries, or to enforce hard constraints on gaze.
Joint Limit and Singular Configuration Avoidance These are straightforward to implement as inequality constraints on joint velocities.
Configuration Biasing The robot can be biased towards a known nominal configuration by adding a body velocity bias to nominal pose, and a joint angle bias that penalizes motions away from nominal joint angles.
Fewest Joints Moving We can look for solutions that move as few joints as possible by using a weighted 1-norm on $\dot{\theta}$ (defined by $\|x\|_{1, P}=\sum_{i=1}^{n}|P x|_{i}$ in the objective of (6)). This problem tends to provide solutions that are sparse in joint velocities. The solver will remain quite fast in this case, as the problem can be solved by a few iterations (approximately the same number as the number of joints) of the problem formed without $\dot{\theta}$ in the objective [20].

### 3.2 Feasibility Certificates and Optimal Constraints

The ability to certify feasibility or lack thereof is crucial for ensuring that partial plans that end in unsafe configurations are not executed. The problem (7) is infeasible if and only if the constraints cannot be met. We can check constraint feasibility very rapidly by solving the following linear program (the parameters are the same as those in (7)):

$$
\begin{align*}
& \operatorname{minimize}-t \\
& \text { subject to } A \dot{\theta}-\alpha \leq t  \tag{8}\\
& \qquad t \leq 1 .
\end{align*}
$$

The optimal solution value is 1 if the constraints are feasible and 0 otherwise.

In order to choose $\boldsymbol{\alpha}$ in a clever way, one might ensure that feasibility is satisfied using (8) for the minimum values of $\boldsymbol{\alpha}$, and thereafter select an 'optimal' $\boldsymbol{\alpha}$ in the sense of the following problem:

$$
\begin{align*}
& \operatorname{minimize} \mathbf{1}^{T} \boldsymbol{\alpha} \\
& \text { subject to } A \dot{\theta} \leq \alpha  \tag{9}\\
& \\
& -1 \leq \alpha \leq 1
\end{align*}
$$

Normalizing the resulting optimal $\boldsymbol{\alpha}$, we get the constraints that most aggressively avoid the limits we put on the system.

### 3.3 Iterative Algorithm

This section describes a method that integrates the ideas presented in this paper so far (this is the algorithm we use in the experiment of Sect.4). We define a robot configuration data structure $\mathcal{C}$, that contains the transformations to every joint and link frame as well as the center of mass frames, the instantaneous twists of every joint in the robot as seen in the base frame. We assume there are $n$ frames that are following trajectories, and up to $p$ inequality constraints; when there are fewer than $p$ constraints for an iteration, the unused rows and elements of $A$ and $\boldsymbol{\alpha}$ are chosen to be trivially satisfied. In addition, for checking feasibility, $\boldsymbol{\alpha}$ is set to the minimum reasonable value (e.g. a very small positive number for collision avoidance, or exactly the distance to a support region boundary). We also assume the existence of the following functions.

GoalDist $(\mathcal{C}) \quad$ Returns the distance to the goal (e.g. distance between end-effector current and desired poses.
SupportRegionVector( $\mathcal{C}$, $i$ ) Returns direction from the center of mass to the $i$ th face of the support region in the base frame, for $i \in 1 \ldots s$ where $s$ is the number of faces of the support region-the locus of center-of-mass locations at which the robot is quasi-statically stable.
$\operatorname{COMDist}(\mathcal{C}, i) \quad$ Computes the distance from the center of mass to the $i$ th face of the support region.
CheckFeasibility $(A, \boldsymbol{\alpha}) \quad$ Returns the solution to the LP (8).
SetAlpha(C, A) Returns a sensible choice of $\boldsymbol{\alpha}$ using (9) or otherwise.
SolveQP(P, $\beta, A, \alpha) \quad$ Returns the solution to (7). A key part of any algorithm that works using the ideas presented here is the QP solver. We used CVXGEN [21], to generate a fast, custom, primal-dual interior point method solver (a small, stand-alone C code).
ComputeStepSize $(\mathcal{C}, \dot{\theta}) \quad$ Computes a step size $\Delta t$ by searching $[0,1]$ and ensuring that stepping by $\Delta t \times \dot{\theta}$ does not result in violation of constraints. We found that this function is unnecessary in most cases (the step size can be set to 1 ).
$\operatorname{Update}(\mathcal{C}, \dot{\theta}, \Delta t) \quad$ Updates the configuration after moving by $\Delta t \times \dot{\theta}$.

```
Initialize \(\mathcal{C}\);
while GoalDist \((\mathcal{C})>\epsilon\) do
    for \(i=1 \ldots n\) do
        Compute desired twists \(\tilde{V}_{\mathcal{B} F_{i}}^{\mathcal{B}}\). Select weighting matrices \(P_{i}\);
    for \(i=1 \ldots s\) do
            \(\tilde{V}_{i}^{r}=\operatorname{SupportRegionVector}(\mathcal{C}, \mathrm{i})\)
            \(\alpha_{i}=\) COMDist(c,i)
    if In Collision then
        for \(i=1 \ldots\) \# of Collisions do
            Set \(\tilde{V}_{\mathcal{B}(i+s)}^{r}\) to be collision normal
    Construct \(P, \beta, A, \alpha\) as given in (7) ;
    if CheckFeasibility \((A, \alpha)\) then
        SetAlpha( \(\mathcal{C}, \mathrm{A})\);
        \(\dot{\theta}=\operatorname{SolveQP}(P, \beta, A, \boldsymbol{\alpha})\);
        \(\Delta t=\) ComputeStepSize \((\mathcal{C}, \dot{\theta})\);
        \(\operatorname{Update}(\mathcal{C}, \dot{\theta}, \Delta t))\)
    else
        Return Failure
```

Algorithm 1: QP-based path-planning and goal configuration search.

## 4 Implementation with Surrogate

Surrogate is a highly redundant 21 DOF robot torso mounted on differential drive mobile base (Figs. 2, 3 and 4). The following experiments demonstrate the use of iteratively solving the local quadratic program, and using the resulting velocities to move the robot end effector closer to the desired goal while also moving the torso and non-manipulating arm to maintain balance. At the end of each iteration, the velocities are integrated (multiplied by the time constant used to compute velocity constraints in the QP) to form small joint position displacements. Joint motions are limited to 0.1 radians per iteration.

Collisions between robotic bodies are computed using Bullet Collision Detection [22]. If collisions are detected after applying a joint position update, the previous QP is run again with additional velocity constraints enforcing repulsive motion between the bodies found in contact. Bullet provides a pairwise list of bodies in collision, and approximate collision locations.

The average run time for a single iteration (computing all Jacobians, constraints, and collisions, and solving the QP) was $348 \mu \mathrm{~s}$. On average just solving the QP took $267 \mu \mathrm{~s}$, or $78 \%$ of the computation time. All computations were restricted to a single processing core of a 2.4 GHz i7. In the reported cases (a-f) in Fig. 2 the maximum average iteration time was for case (a), which ends in a near singular case, at $584 \mu \mathrm{~s}$, while the minimum was case (b), at $274 \mu \mathrm{~s}$. The iterations were stopped when the end effector displacement error was less than 0.001 m and 0.001 rad . Figure 2 case


Fig. 2 Inverse Kinematics (IK) computed to specified end goals. The robot differential drive base is fixed. The red sphere is the robot center of mass (COM), and the red rectangle is the support polygon projected to the height of the COM. a Reaching to a point 1 m in front of the robot, and 0.2 m below the drive plane. b Reaching to a torus 0.5 m in front of the robot. $\mathbf{c}$ Reaching to a torus 1.25 m to the side of the robot. d Starting pose for all IK searches. e IK computed to (a) without using balance constraints. f IK computed to (b) stopping on detected collisions
(a) required 247 iterations to complete at a total time of 0.14 s , and case (b) took 17 iterations at a total time of 0.004 s .

The Surrogate robot has 7 degrees of freedom (DOF) in each limb and the torso. The serial chain from the robot base to the primary end effector is 14 DOF, with an extra 7 DOF on the free arm which can be used for balancing. This leaves 8 redundant DOF in the main serial chain, with an extra 7 DOF in the free limb.The limbs and torso on the Surrogate robot do not have a kinematic wrist, which makes deriving analytic inverse kinematics difficult.

As a comparison, IKfast (http://openrave.org/docs/latest_stable/openravepy/ ikfast/) was used to compute analytic IK for the limb and the torso. Each IKfast call for the limb or torso requires fixing one joint, and solves for the IK of the remaining 6 joints in the limb or torso (resulting in up to 8 configurations). Each IKfast call for a Surrogate limb takes approximately 1000 ms , in contrast to a Barrett limb (with a wrist) which takes approximately 5 ms [23]. As the redundant space in the main serial chain is so high (8 DOF), searching over this space and using analytic IK to solve for joint angles is intractable. Figure 4 shows snapshots form a SURROGATE effort to turn a valve $90^{\circ}$.


Fig. 3 Sequential iterations of solving the local QP to compute inverse kinematics for the left limb to a point 1 m in front and 0.2 m below robot base. The desired end effector location is shown by the highlighted hand at iteration $i=0$. Subsequent iterations show the output robot state redisplayed. Iterations 5 and 10 show the free right limb being constrained from contacting the robotic torso. The robot center of mass (red ball) is within the support polygon (red rectangle) for all iterations

## 5 Conclusion and Future Work

This paper introduced a Quadratic Programming (QP) method to plan the local motions of robots with (possibly redundant) manipulator arms mounted on mobile bases (wheeled and legged bases, or highly articulated torsos) in the case where gravitational effects limit the possible stable locations of the system center of mass. We posed a generalized redundancy resolution approach which incorporates several optimality factors, while handling several types of constraints, such as self-collision, stable center of mass movement, local obstacle avoidance, and sensor gaze constraints. The locally optimal joint velocities produced by the QP solver can be used in realtime feedback control, or as a component of a global motion planning approach. Our application of the method to the 21 DOF SURROGATE robot resulted in surprisingly fast real-time solution performance. In part this is due to the efficiency of modern QP codes, but in part we believe the speed arose from our explicit formulation of


Fig. 4 Turning a valve using QP inverse kinematics: The robot's motion is computed by iteratively solving the QP, and then executed on the robot in real time. a Starting pose. b Pre-contact with the valve. c Contact with the valve. d Half way through turning the valve. e The valve is fully open. The robotic torso significantly extended to achieve required end effector goals, and the free limb has contracted to maintain balance stability. Video available at http://krishna.caltech.edu/WBM
the key kinematic relationships. The QP formulation also leads to solution existence, uniqueness and infeasibility results. We are currently investigating how this local solution can be integrated into a receding horizon control and planning framework. Based on prior work, this combination should have the excellent real-time local performance demonstrated in this paper, coupled with completeness and correctness of a global motion planner.
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# On-line Coverage of Planar Environments by a Battery Powered Autonomous Mobile Robot 

Iddo Shnaps and Elon Rimon


#### Abstract

This paper is concerned with on-line coverage of unknown planar environments by a mobile robot of size $D$ operating with a limited energy capacity battery. The battery capacity is represented by the path length $L$ that the robot can travel under a full battery charge. Starting at $S$, the robot has to cover a planar environment containing unknown obstacles, and return to $S$ upon task completion. During task execution the robot may return to $S$ at any time to recharge its battery. The paper first describes a battery powered off-line coverage methodology, then introduces the BPC (Battery Powered Coverage) algorithm that performs on-line battery powered coverage using position and local obstacle detection sensors. The performance of the BPC algorithm is measured by its competitiveness, determined by measuring its total on-line path length, $l$, relative to the optimal off-line solution $l_{\text {opt }}$. The paper establishes that the BPC algorithm has a competitive performance of $l \leq \frac{L}{D} l_{\text {opt }}$. The paper additionally establishes a universal lower bound of $l \geq \log \left(\frac{L}{4 D}\right) l_{\text {opt }}$ over all on-line battery powered coverage algorithms. Execution example illustrates the usefulness of the BPC algorithm.


## 1 Introduction

As mobile robots are deployed in ever more demanding tasks, they must traverse unknown environments containing obstacles while relying on sensors and on-board information storage. Examples of autonomous mobile robots in everyday use are vacuum cleaners [17], lawn mowers [15], and industrial warehouse robots [16]. With few exceptions of tethered mobile robots [1, 11, 20], mobile robots usually operate with on-board batteries that allow only a few hours of continuous operation [6]. The need to return for battery recharge is a major concern in mobile robot tasks that require high power consumption or long periods of continuous operation.

[^63]On-line coverage is perhaps the most common task undertaken by such mobile robots. Much like cleaning a house or mowing a lawn, the objective of this task is to move the robot over every floor tile or patch of the environment, while avoiding collision with obstacles. Due to its many applications, on-line mobile robot coverage is a highly researched topic in the robotics and computational geometry literature e.g., $[2,5,8,10,12]$. However, while most papers assume battery powered mobile robots, the battery's limited energy capacity has not been included in the coverage planning process. A related problem where a point robot explores an unknown graph in piecemeal fashion is discussed in the computational geometry literature [3, 4, 7]. However, these papers do not consider the influence of the robot's size and its available on-board energy on the algorithm performance.

This paper considers the on-line battery powered coverage problem, where an autonomous mobile robot has to cover an unknown planar environment using a limited capacity battery. The robot has no prior knowledge of the environment, but is able to accumulate local information using on-board sensors and data storage. The robot is initially located at $S$ and must return to this point upon task completion. During task execution the robot may return to $S$ at any time to recharge its battery. The paper introduces the BPC algorithm that performs on-line battery powered coverage using position and local obstacle detection sensors. The algorithm's competitive performance is analyzed, and a universal lower bound over all on-line battery powered coverage algorithms is established.

The efficiency of on-line algorithms is measured by their competitive complexity [10, 14]. It consists of an upper bound on the candidate on-line algorithm expressed in terms of the optimal off-line solution, $l_{\text {opt }}$, and a universal (i.e. algorithm independent) lower bound over all on-line algorithms solving the given problem also expressed as a function of $l_{\text {opt }}$. Icking et al. [13] and Gabriely and Rimon [8] established such bounds for the on-line coverage problem with unlimited battery capacity: $(1+\epsilon) 2 l_{\text {opt }}$ for the upper bound, and $2 l_{\text {opt }}$ for the universal lower bound over all on-line coverage algorithms operating with unlimited battery capacity. The same analysis tools will be used in the current paper to evaluate the efficiency of the BPC algorithm, and to obtain a universal lower bound over all on-line battery powered coverage algorithms. This paper continues our work on mobile robots operating under limited resource constraints. We have recently studied the coverage of planar environments by a mobile robot tethered to a base point $S$ by a finite length cable [19, 20]. However, a tethered mobile robot has unlimited energy supply, while a battery powered mobile robot must recurrently return to $S$ to charge its battery.

The paper is structured as follows. The next section describes our setup and discusses issues concerning the battery's limited energy capacity. Section 3 describes an off-line battery powered coverage methodology in fully known environments. Based on the off-line methodology, the on-line BPC algorithm is described and illustrated in Sect.4. The competitive efficiency of the BPC algorithm is analyzed in Sect.5, while a universal lower bound over all on-line battery powered coverage algorithms is derived in Sect. 6. The conclusion poses open problems which generalize the battery powered coverage problem to a wider set of problems concerned with limited resource mobile robot tasks.

## 2 Problem Description and Basic Setup

The paper considers the following problem. A mobile robot of size $D$ has to perform on-line coverage (i.e. visit every point) of a planar environment populated by unknown stationary obstacles, while powered by an on-board limited energy capacity battery. The robot is initially located at $S$ and must return to this point upon task completion. A charging station is located at $S$ to which the robot can return at any time to recharge its battery. The robot is equipped with position and local obstacle detection sensors, as well as on-board memory which can be used to accumulate measurements of the obstacles encountered during task execution.

A full battery charge can be characterized by a time span of $\tau$ seconds which allows the robot to travel with uniform speed $v$ (note that $\tau$ depends on the battery's energy capacity and the current drawn by the robot system). Assuming the robot travel with uniform speed $v$, the battery's time span can be used to establish the total path length, $L$, that the robot can travel under full battery charge:

$$
L=\int_{0}^{\tau} v d t=v \cdot \tau
$$

A basic assumption is that $L \gg D$, meaning that the battery's capacity allows the robot to travel much further than its own size $D$.

Battery powered coverage introduces the following constraint into the coverage process. Denote by $\operatorname{dst}(p, S)$ the shortest path length from a point $p$ back to $S$ within the obstacle free portion of the environment. The robot must continuously maintain an obstacle free path from its current location, $p(t)$, back to the charging station $S$, which gives the constraint:

$$
\operatorname{dst}(p(t), S) \leq L-v \cdot t \quad 0 \leq t \leq L / v
$$

The coverage area is thus limited to a disc centered at $S$ having a maximal radius of $\frac{1}{2} L$. When obstacles are present in the environment, the coverage area consists of all points $p$ accessible from $S$ and satisfying the constraint: $\operatorname{dst}(p, S) \leq \frac{1}{2} L$ (Fig. 1). To ensure a battery charge margin for coverage of peripheral points in the environment, the robot will limit its coverage to points $p$ satisfying the stricter constraint: $\operatorname{dst}(p, S) \leq \frac{1}{2} \rho L$, where $0<\rho<1$ is a user specified parameter. By limiting coverage to this smaller area, the robot will have $(1-\rho) L$ of its total battery charge available for actual coverage when reaching points located $\frac{1}{2} \rho L$ away from $S$. The on-line battery powered coverage problem is defined as follows.

Definition 1 Starting at $S$, the on-line battery powered coverage problem requires that the robot cover all points in a planar unknown environment located at most $\frac{1}{2} \rho L$ away from the charging station $S$, and return to $S$ upon task completion.

Fig. 1 The maximal coverage area under the limited battery capacity constraint


A remark on the battery charging time: The ensuing coverage task analysis need not be concerned with the battery charging time for the following reason. Assume a linear charging model, $\tau_{c}(l)=\kappa \cdot l$, where $\tau_{c}$ is the elapsed charging time, $l$ is the path length enabled by the battery charge, and $k$ a numerical constant. The total time to execute an on-line coverage task $P$ at a uniform speed $v$ is given by $t(P)=\frac{l}{v}+\tau_{c}(l)=\left(\frac{1}{v}+\kappa\right) \cdot l$. The optimal time to execute the same coverage task is given by $t_{\text {opt }}(P)=\frac{l_{\text {opt }}}{v}+\tau_{c, o p t}\left(l_{\text {opt }}\right)=\left(\frac{1}{v}+\kappa\right) \cdot l_{\text {opt }}$. It follows that the ratio, $t(P) / t_{\text {opt }}(P)=l / l_{\text {opt }}$, is independent on the elapsed charging time $\tau_{c}$. The ensuing analysis will evaluate the ratio $l / l_{\text {opt }}$ without explicit consideration of the battery charging time.

## 3 Off-line Battery Powered Coverage

This section describes an off-line battery powered coverage methodology that will influence the BPC algorithm. The off-line methodology assumes full knowledge of the environment and uses four notions: the shortest path potential function, the saddle curves, the corridors induced by saddle curves, and the coverage path split cells. Assume the environment is discretized into $D \times D$ floor tiles, or cells, where $D$ is the robot's size. The shortest path potential function is defined as follows (see Fig. 2).

Definition 2 The shortest path potential function, $V(p)$, assigns to each cell center point, $p$, the minimal travel distance from $S$ to $p$ along a path that lies in the obstacle free portion of the environment: $V(p)=\operatorname{dst}(p, S)$.

Remark During on-line coverage the robot can only build a partial representation of $V$, based on information collected on-line by the robot. This partial representation, the estimated potential function $\bar{V}(p)$, is defined as the minimal travel distance from $S$ to $p$ only through the portion of the environment currently known to the robot. As opposed to the true potential function, the estimated potential function changes


Fig. 2 Equipotential contours of $V$ with the induced saddle curves and split cells
during task execution as the robot discovers new pathways in the environment. Note that only when all cells are covered the robot can conclude that $\bar{V}=V$.

Next consider the potential function saddle curves induced by internal obstacles. ${ }^{1}$ Assume the base point $S$ is located at the center of a free cell. Initially $V(S)=0$, and $V$ increases monotonically away from the base point $S$. Around a single internal obstacle, the potential function increases along both sides of the obstacle until its contours meet at the obstacle's far end. The meeting point marks the beginning of a saddle curve defined as follows (Fig. 2).

Definition 3 A saddle curve is a continuous curve in the free-space consisting of points whose shortest path to $S$ is achieved via two homotopically distinct paths. ${ }^{2}$

The paper's technical report discusses some properties of the saddle curves [18]. In particular, each internal obstacle induces a single saddle curve [18, Proposition A.1], and the shortest path from $S$ to any point $p$ lies along a path that has no intersections with any saddle curves in the environment. The saddle curves will act as virtual boundaries that identify shortest paths from $S$ to points in the environment. Based on these definitions, the potential function's value at each free cell, $V(p)$, indicates the shortest path length needed in order to reach this cell from $S$.

Remark During on-line coverage, the robot will use the estimated potential function, $\bar{V}$, to determine the saddle curves in the currently known environment. The location of some saddle curves will therefore change at discrete instants when new internal obstacles are discovered during on-line coverage.

[^64]Starting at $S$, the off-line coverage methodology guides the robot along increasing equipotential contours of $V$, up to a maximal level of $V=\frac{1}{2} \rho L$. When all cells of certain value $V(p)=c$ are covered, the robot continues along a new contour of cells with potential value $V(p)=c+D$, where $D$ is the robot's size. The robot thus covers $D$-wide rings that initially expand outward from $S$. However, as opposed to a classical breadth first search, when entering a corridor (defined below), the robot follows the equipotential contours only within this corridor. The robot thus advances through higher valued contours within one corridor, regardless of the potential value of cells in alternate corridors. When advancing up the equipotential contours, a newly established contact of the current contour with an obstacle may occur. This event divides the equipotential contour and hence the robot's course into two possible corridors. Such events occur at the following split cells (see Fig. 2).

Definition 4 A free cell adjacent to an obstacle's boundary is called a split cell if the equipotential contour of $V$ splits at this cell into two contour segments.

Each split cell marks the beginning of two corridors, defined as follows.
Definition 5 A corridor is a connected 2 D region consisting of the union of equipotential contour segments, which start at a split cell and is bounded by obstacles and saddle curves.

The off-line coverage methodology stores the split cells in a stack. Upon reaching a new split cell, the robot chooses a single corridor through which it will continue its coverage. When the robot completely covers any particular corridor, it retreats to the previously stacked split cell and proceeds to cover the alternate corridor. Eventually the robot returns to the split cell closest to the base point $S$, from which it returns to $S$. Finally, the robot monitors its battery energy level throughout the coverage process. When the battery level reaches the value $V(p)$ at the robot's current cell $p$, the robot returns to $S$ along the shortest path, recharges its battery, then returns to $p$ along the shortest path to resume the coverage process.

Example The off-line coverage methodology is suboptimal only when the saddle curves of $V$ induce D-wide corridors in the environment. In all other cases the offline coverage methodology is optimal as illustrated in Fig. 3a. The figure shows a rectangular environment populated by two internal obstacles which induce two saddle curves. Assuming a fully charged battery allows only partial coverage of each corridor, the figure depicts the robot's path as it follows increasing equipotential contours of $V$ in each corridor (Fig. 3b, d), while retreating along the shortest path back to $S$ for battery recharge (Fig.3c, e). Note that while following increasing equipotential contours, the robot eventually covers the entire accessible environment while visiting every free cell precisely once (Fig.3f).

The following proposition establishes an upper bound on the performance of the off-line coverage methodology.


Fig. 3 Execution example of the off-line battery powered coverage methodology

Proposition 3.1 The off-line battery powered coverage methodology covers all accessible cells located at most $\frac{1}{2} \rho L$ away from $S$ with total path length $l$ satisfying:

$$
l_{o p t} \leq l \leq \frac{1}{1-\rho} l_{o p t}
$$

where $\rho$ is the battery's energy charge and $l_{\text {opt }}$ the optimal coverage path length.
Proof The off-line coverage methodology consists of two interleaved phases. One phase executes an optimal coverage path of total length $l_{o p t}$, the other phase guides the robot back to the charging station $S$, then guides the robot back to the cell where the optimal coverage path resumes. Every charging phase starts at a cell located at most $\frac{1}{2} \rho L$ away from $S$. At this instant the robot follows the shortest path back to $S$, recharges its battery, then returns to the previously covered cell. The total path length traveled during each charging phase is thus upper bounded by $2 \cdot \frac{1}{2} \rho L=\rho L$. The robot spends the remainder of its battery, $(1-\rho) L$, for advancing along the optimal coverage path of total length $l_{o p t}$. It follows that the robot returns to charge its battery at most $l_{\text {opt }} /(1-\rho) L$ times. The robot's total path length is thus upper bounded by

$$
l \leq l_{o p t}+\frac{l_{o p t}}{(1-\rho) L} \cdot \rho L=\left(1+\frac{\rho}{1-\rho}\right) l_{o p t}=\frac{1}{1-\rho} l_{o p t}
$$

The upper bound specified in Proposition 3.1 can be interpreted as follows. The value of $\rho$ determines the portion of the accessible environment that the robot must cover. Lower values of $\rho$ leave a larger portion of the battery's energy for the actual coverage path, while higher values of $\rho$ allow the robot to reach further away from $S$ but require more frequent battery charges. For instance, when $\rho=0.5$ the robot's
total path length satisfies the inequality $l \leq 2 \cdot l_{\text {opt }}$, while $\rho=0.9$ increases the upper bound to $l \leq 10 \cdot l_{\text {opt }}$.

## 4 On-line Battery Powered Coverage

This section describes the BPC algorithm which performs on-line battery powered coverage of planar unknown environments. The algorithm uses three data structures. The known environment grid $M$, an open list $O$, and an unreachable list $U$. The known environment grid, $M$, holds the covered cells as well as their free neighbors, together with saddle curves information. The open list, $O$, consists of the unvisited free cells in $M$ which hold an estimated potential value $\bar{V} \leq \frac{1}{2} \rho L$, where $\frac{1}{2} \rho L$ is the maximal allowed travel distance from $S$ discussed in Sect. 3. The unreachable list, $U$, consists of all free cells in $M$ which hold an estimated potential value $\bar{V}>\frac{1}{2} \rho L$. These cells lie beyond the robot's reach via the currently known environment.

The open list $O$ is sorted by increasing order of the cells' $\bar{V}$ value. The BPC algorithm additionally inserts a stack of the split cells into $O$, which divides the open list into sub-lists. Each sub-list corresponds to a particular corridor in the environment. For instance, Fig. 4 depicts the open list divided into two sub-lists by the split cell $S C_{1}$. As the robot advances up the equipotential contours of $\bar{V}$ in a particular corridor, it covers only the open cells in the sub-list bounded by the split cell that defines the location of the current corridor in the environment. This sub-list is referred to as the active sub-list, and is located at the beginning of $O$. Upon reaching a new split cell,

Fig. 4 The environment's open list, $O=\left\{p_{1}, p_{2}, p_{3}, \mathrm{SC}_{1}\right.$,
$\left.p_{4}, \ldots, p_{11}\right\}$, is subdivided by the split cell $S C_{1}$



Fig. 5 Execution example of the BPC algorithm (see text)
the algorithm splits the active sub-list into two sub-lists by inserting the new split cell into $O$. When all cells within the active sub-list are covered, the algorithm continues to cover cells in the next sub-list of $\mathcal{O}$, thus reaching every accessible corridor in a depth first search manner.

The BPC algorithm identifies a new internal obstacle when the area covered by the robot closes a loop. For instance, the covered area in Fig. 5e closes a loop about $B_{1}$. In this event the estimated potential function, $\bar{V}$, is updated throughout the known environment grid $M$. This on-board computation runs a classical BFS on $M$. While a bit longer to execute, it is still much faster than any physical motion of the robot. During this update, the split cells and the sub-lists of $O$ are re-defined to match the updated estimated potential function $\bar{V}$. After each update of $\bar{V}$, the algorithm transfers from $U$ into $O$ all cells whose new value satisfies $\bar{V} \leq \frac{1}{2} \rho L$.

While executing the on-line coverage process, the robot monitors its battery energy level. When the battery level reaches the value $\bar{V}(p)$ at the robot's current cell $p, \mathrm{O}$ the algorithm guides the robot back to $S$ along the shortest path within the known environment $M$ (note that this path does not cross any saddle curves of $\bar{V}$ ). After battery recharge at $S$, the sub-lists in $O$ are reordered, so that the robot will leave $S$ towards the sub-list which holds the lowest value of $\bar{V}$, from where the coverage continues until $O$ becomes empty. A pseudo-code description of the BPC algorithm follows.

## On-Line BPC Algorithm:

Sensors: Position sensor. Obstacle sensor capable of detecting obstacles in the cells adjacent to robot's current position.
Data structures: environment grid $M$, open list $O$, unreachable list $U$.
Initialize: $O=\{S\}, U=\emptyset, \bar{V}(S)=0$.
While $O$ is non-empty:
Extract $O$ [1] into $p$;
While current battery level is higher than $\bar{V}(p)$ :
1 . If $p$ is not an existing split cell in $O$ :
1.1 Travel to $p$ along the shortest path in $M$;
1.2 Add the reachable free neighbors of p to $O$ (sorted by $\bar{V})$;
(Each free neighbor $q$ of $p$ acquires $\bar{V}(q)=\min \{\bar{V}(q), \bar{V}(p)+D\}$ )
1.3 Add the unreachable free neighbors of p to $U$;
1.4 If $p$ is new split cell, stack $p$ in $O$ and create sub-lists accordingly;
2. If an internal obstacle is detected:
(A neighboring cell $q$ of $p$ satisfies $\bar{V}(q)<\bar{V}(p)-D$ or $\bar{V}(q)>\bar{V}(p)+D)$
2.1 Update $\bar{V}$ by running BFS on $M$;
2.2 Update $O$ and $U$; Merge sub-lists in $O$ as instructed;
2.3 Add a new saddle curve into $M$;
2.4 Retreat along shortest path across new saddle curve;

End of while loop;
Retreat along shortest path in $M$ back to recharge at $S$;
Choose as a new active sub-list the one with minimal $\bar{V}$ in $O$;
End of while loop;
Return along shortest path to $S$.
Execution example: Figure 5 depicts an execution example of the BPC algorithm in a planar environment containing unknown obstacles $B_{1}$ and $B_{2}$. The robot starts a BFS coverage from $S$ until contact with $B_{1}$ is established (Fig. 5a). The contact point is defined as a split cell, $S C_{1}$. The robot chooses the corridor on the right of this cell, and continues with BFS coverage within this corridor (Fig. 5b). Along this corridor, the battery's energy runs low and the robot returns to $S$ along the shortest path in $M$ to recharge its battery (Fig. 5c). The robot next continues with BFS coverage of the sublist in $O$ nearest to $S$, associated with the corridor on the left of $S C_{1}$. The robot next encounters the obstacle $B_{2}$, and defines the contact point as a second split cell, $S C_{2}$ (Fig. 5d). The robot continues with BFS coverage in the corridor to the right of $S C_{2}$, until it encounters the area covered earlier (Fig. 5e). It identifies an internal obstacle
by completing a full circumnavigation of $B_{1}$. At this instant the robot updates $\bar{V}$ throughout $M$, and defines the saddle curve of $B_{1}$ (note that $S C_{2}$ is no longer a split cell). The robot proceeds to cover the remaining free cells in the current corridor, while treating the saddle curve of $B_{1}$ as a virtual obstacle (Fig. 5f). The robot detects a new split cell, $S C_{3}$ and continues with BFS coverage until the battery's energy runs low and the robot must return to recharge at $S$ along the shortest path in $M$ (Fig. 5f). The robot next continues with BFS coverage of the sub-list in $O$ nearest to $S$, this time in the corridor to the left of $S C_{2}$ (Fig. 5g). At the far side of $B_{2}$ the robot reaches an area covered in the previous iteration. Hence $\bar{V}$ is updated throughout $M$, and the robot continues in the current corridor while treating the saddle curve of $B_{2}$ as a virtual obstacle (Fig. 5h). Finally, when all cells are covered, the robot returns to $S$ along the shortest path in $M$ (Fig. 5i).

The following lemma establishes that the BPC algorithm covers all free cells in the accessible environment.

Lemma 4.1 During execution of the BPC algorithm, the robot covers all free cells accessible from $S$ and located at most $\frac{1}{2} \rho L$ away from $S$.

Proof While executing the BPC algorithm, every free cell in the known environment $M$ that can be reached from $S$ by the limited capacity battery is eventually transferred to $O$. Since the algorithm stops only when $O$ becomes empty, all reachable cells in $M$ are eventually covered by the robot. Assume that $O$ becomes empty while some reachable free cells were never inserted into $M$ and hence remained uncovered. Let $p_{1}$ be the cell holding the minimal $V$ value among all reachable cells that remained uncovered upon algorithm completion. Since a path of length at most $\frac{1}{2} \rho L$ exists from $S$ to $p_{1}, V\left(p_{1}\right) \leq \frac{1}{2} \rho L$. Let $p_{2}$ be the cell adjacent to $p_{1}$ along the shortest path from $p_{1}$ back to $S$ in the full environment. Since $V\left(p_{2}\right)<V\left(p_{1}\right)$ and $V\left(p_{1}\right)$ is minimal among all reachable uncovered cells, $p_{2}$ must be a covered cell in $M$. But the BPC algorithm inserts every free neighbor of the current cell into $M$. Therefore $p_{1}$ must have been inserted into $M$ when the robot was located at $p_{2}$, and eventually covered by the BPC algorithm. The algorithm therefore covers every free cell reachable from $S$ under the limited battery capacity constraint.

## 5 Competitive Upper Bound on the BPC Algorithm

This section derives an upper bound on the BPC algorithm's path length, using the following notion of competitiveness.

Definition 6 ( $[10,14]$ ) An on-line algorithm solving a navigation problem $\boldsymbol{P}$ is competitive with ratio $k$ if the cost of solving any instance $P$ of $\boldsymbol{P}$ does not exceed $k$ times the cost of solving $P$ optimally using full off-line information.

Assuming the robot travels with uniform speed, we will measure the BPC algorithm's performance using the robot's total path length $l$. Our objective is to derive an upper
bound on $l$ as a function of the optimal off-line solution $l_{\text {opt }}$. Let us first establish a lower bound on $l_{\text {opt }}$ in fully known planar environments. Denote by $n$ the total number of $D \times D$ accessible free cells located at most $\frac{1}{2} \rho L$ away from $S$. Since the purpose of the task is to cover all accessible cells, $l_{\text {opt }} \geq n D$, where $D$ represents the robot's size as well as the travel distance between neighboring cells. The following theorem specifies a competitive upper bound on the BPC algorithm.

Theorem 1 The total path length generated by the on-line BPC algorithm is upper bounded by

$$
l \leq \rho \frac{L}{D} l_{o p t}
$$

where $\rho$ is the battery charge margin, $L$ is the full battery charge path length, $D$ is the robot's size, and $l_{\text {opt }}$ is the optimal off-line battery powered coverage path length.

Proof While executing the BPC algorithm, the robot covers increasing equipotential contour segments of $\bar{V}$. Let us first establish that the robot travels a distance of at most $\rho L$ between any two equipotential contour segments of $\bar{V}$. Due to the battery's limited energy capacity, the robot can only reach cells that require a travel distance of at most $L=\frac{1}{2} \rho L$ from $S$. In worst case the robot must travel via $S$ between two equipotential contour segments located at most $\frac{1}{2} \rho L$ away from $S$. Under the BPC algorithm, the robot travels along the shortest path in the known environment $M$. Hence the shortest path length between any two equipotential contour segments in $M$ is at most $\rho L$.

Assume the environment contains $n$ accessible free cells. In each iteration of the BPC algorithm, a single cell, $p=\mathcal{O}[1]$, is extracted from the open list $\mathcal{O}$. If $p$ is not an existing split cell, the robot travels to this cell via the shortest path in the known environment $M$. Since the robot travels in worst case a distance of $\rho L$ from its current cell to $p$, the BPC algorithm's total path length satisfies $l \leq$ $n \rho L$. The optimal off-line solution satisfies $l_{\text {opt }} \geq n D$, thus giving: $l \leq \rho \frac{L}{D} n D \leq$ $\rho \frac{L}{D} l_{\text {opt }}$.

Note that the upper bound specified in Theorem 1 is proportional to the ratio $L / D$, which is expected to be a large number in any practical system. It remains to establish wether the BPC algorithm's upper bound is tight, or perhaps it is lower and matches the universal lower bound next discussed.

## 6 A Universal Lower Bound on On-line Battery Powered Coverage

This section derives a universal lower bound over all on-line battery powered coverage algorithms of planar unknown environments. The lower bound will allow us to assess the efficiency of the BPC algorithm in relation to any other on-line battery powered coverage algorithm. The following theorem specifies a lower bound on on-line battery powered coverage.

Fig. 6 The sub-environment block $Q_{1}$


Theorem 2 Every on-line battery powered coverage algorithm generates in worst case a path length $l$ satisfying the lower bound:

$$
l \geq \log \left(\frac{L}{4 D}\right) l_{\text {opt }},
$$

where $L$ is the path length allowed by a full battery charge, $D$ is the robot's size, and $l_{\text {opt }}$ is the optimal off-line battery powered coverage path length.
Proof We will execute a hypothetical on-line battery powered coverage algorithm in an environment consisting of rectangular corridors, termed blocks. In each iteration one more block will be added to the environment. The algorithm's behavior will be observed, and the new block will be modified based on the algorithm's behavior. A deterministic coverage algorithm will generate the same series of decisions in the modified environment, ${ }^{3}$ and the algorithm's total path length in the modified environment will give the universal lower bound.

The first block, $Q_{1}$, is depicted in Fig. 6. From $S$ emanate three $D$-wide corridors, $a_{1}, b_{1}$ and $c_{1}$. The corridor $a_{1}$ circumnavigates the block clockwise, while the corridors $b_{1}$ and $c_{1}$ circumnavigate it anticlockwise (this structure will repeat in all subsequent smaller blocks). The three corridors meet at the point $A_{1}$ located on the block's far corner. The three corridors have the same length of $l_{a, 1}=L / 4$. A full circumnavigation of $Q_{1}$ thus requires exactly half of a full battery charge.

Starting at $S$, the robot executes the on-line coverage algorithm. During algorithm execution the robot must eventually reach the point $A_{1}$ via one of the three corridors. Assume the robot reaches $A_{1}$ via corridor $a_{1}$. From this point the algorithm must follow one of two possible scenarios. Scenario I: from $A_{1}$, the robot covers one of the remaining corridors, $b_{1}$ or $c_{1}$, until it fully circumnavigates $Q_{1}$ and reaches $S$ (Fig. 7a). Scenario II: from $A_{1}$, the robot enters both corridors, $b_{1}$ and $c_{1}$, for some finite lengths $l_{b}$ and $l_{c}$, retreats back to $A_{1}$, and eventually returns to recharge at $S$ via corridor $a_{1}$ (Fig. 7b).
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Fig. 7 Coverage of $Q_{1}$ in a Scenario I, and b Scenario II


Fig. 8 Scenario I. a The modified block $Q_{1}$ without the corridor $c_{1}$ and an additional smaller block $Q_{2}$.b The environment $\left(Q_{1}, Q_{2}, Q_{3}\right)$

Scenario I: In this scenario the robot travels a total length of at least $2 l_{a, 1}=L / 2$ upon returning to $S$. Assume the robot returns to $S$ via corridor $b_{1}$. Alter $Q_{1}$ by removing the corridor $c_{1}$, marking the point $A_{1}$ as $S_{2}$, then adding a smaller block $Q_{2}$ as depicted in Fig. 8a. The corridors $a_{2}, b_{2}$ and $c_{2}$ have the same length of $l_{a, 2}=\left(\frac{1}{2} L-V\left(S_{2}\right)\right) / 2=L / 8$, where $V\left(S_{2}\right)=l_{a, 1}=L / 4$ is the length of corridor $a_{1}$. Now re-start the algorithm from $S$ in the modified ( $Q_{1}, Q_{2}$ ) environment. Since the robot is guided by the same deterministic algorithm (and since the robot's local obstacle detection sensors cannot detect the changes made in the environment), the robot will first fully circumnavigate the modified block $Q_{1}$ before entering the new block $Q_{2}$. Next we observe the algorithm's behavior while covering the block $Q_{2}$, alter $Q_{2}$ accordingly while marking the point $A_{2}$ as $S_{3}$, then add a third smaller block $Q_{3}$ as depicted in Fig. 8b. The length of the three corridor in $Q_{3}$ is given by $l_{a, 3}=\left(\frac{1}{2} L-V\left(S_{3}\right)\right) / 2=L / 16$, where $V\left(S_{3}\right)=l_{a, 1}+l_{a, 2}=L / 4+L / 8=3 L / 8$ is the length of corridors $a_{1}$ and $a_{2}$.

This process is repeated until the corridors' length in the last block, $Q_{k}$, is $l_{a, k}=$ $\left(\frac{1}{2} L-V\left(S_{k}\right)\right) / 2=D$, where $D$ is the robot's size. ${ }^{4}$ By construction $l_{a, i}=l_{a, i-1} / 2$

[^66]for $i=1, \ldots, k$. The total number of iterations is therefore $k=\log \left(\frac{L}{2 D}\right)$. The coverage path length in the i 'th iteration, denoted $l_{i}$, is given by
$$
l_{i} \geq 2 V\left(S_{i}\right)+2 l_{a, i}=2 \sum_{j=1}^{i} l_{a, j}=\left(1-2^{-i}\right) L
$$

The total path length of scenario I, denoted $l_{I}$, is given by the summation:

$$
l_{I}=\sum_{i=1}^{k} l_{i} \geq\left(\log \left(\frac{L}{2 D}\right)-\frac{1}{2} \cdot \frac{(1 / 2)^{\log (L / 2 D)}-1}{-1 / 2}\right) \cdot L \geq\left(\log \left(\frac{L}{2 D}\right)-1\right) \cdot L,
$$

where we removed the logarithmic exponent, since $(1 / 2)^{\log (L / 2 D)} \rightarrow 0$ for $L \gg D$. Noting that $\log \left(\frac{L}{2 D}\right)-1=\log \left(\frac{L}{4 D}\right)$, one obtains $l_{I} \geq \log \left(\frac{L}{4 D}\right) L$.

Scenario II: In this scenario the robot reaches the point $A_{1}$ through corridor $a_{1}$, enters both corridors $b_{1}$ and $c_{1}$ for finite lengths $l_{b}$ and $l_{c}$, then returns to $S$ via corridor $a_{1}$. The on-line coverage algorithm must maintain sufficient battery level to allow safe return for recharge at $S$. Once the robot enters corridors $b_{1}$ and $c_{1}$ for finite lengths of $l_{b}$ and $l_{c}$, it will be unable to fully circumnavigate the block $Q_{1}$, and will therefore be forced to return to $S$ via corridor $a_{1}$. Based on this consideration, we alter the block $Q_{1}$ be removing the uncovered portion of the corridor $c_{1}$ while marking its distal end as $S_{2}$, then add a smaller block $Q_{2}$ as depicted in Fig. 9a. Note that corridor $b_{1}$ is left unaltered in the $\left(Q_{1}, Q_{2}\right)$ environment. The corridors $a_{2}, b_{2}$ and $c_{2}$ have the same length of $l_{a, 2}=\left(\frac{1}{2} L-V\left(S_{2}\right)\right) / 2$, where $V\left(S_{2}\right)=l_{a, 1}+l_{c}$ is the corridors' length from $S$ to $S_{2}$.


Fig. 9 Scenario II. a The modified block $Q_{1}$ with a truncated corridor $c_{1}$ and an additional smaller block $Q_{2}$. b The environment $\left(Q_{1}, Q_{2}, Q_{3}\right)$

Now re-start the coverage algorithm from $S$ in the modified ( $Q_{1}, Q_{2}$ ) environment. The robot's local obstacle detection sensors cannot detect the changes made in the environment. The algorithm will therefore guide the robot along the same path in the modified block $Q_{1}$, and only then will guide the robot to the new block $Q_{2}$. The robot will thus travel a total path length $l_{1} \geq 2\left(l_{a, 1}+l_{b}+l_{c}\right)$ in the modified block $Q_{1}$ until returning to $S$. Assuming $l_{b}>l_{c}$, this path length is lower bound by $l_{1} \geq 2\left(l_{a, 1}+2 l_{c}\right)$. Next we observe the algorithm's on-line behavior while covering the block $Q_{2}$, alter this block according to the algorithm's behavior while marking the distal end of the truncated corridor $c_{2}$ as $S_{2}$, then add a third smaller block $Q_{3}$ as depicted in Fig. 9b. This process is repeated until the corridors' length in the last block, $Q_{k}$, is $l_{a, i}=\left(\frac{1}{2} L-V\left(S_{i}\right)\right) / 2=D$, where $D$ is the robot's size.

Let $l_{c, i}$ denote the robot's path length in the corridor $c_{i}$. As shown in [18, Lemma A.3], the maximal value of $l_{c, i}$ under the conditions $l_{c, i} \leq l_{b, i}$ and $l_{i} \leq \frac{1}{2} L$ is given by $l_{c, i}=l_{a, i} / 2$. This choice gives the smallest number of iterations, and accordingly it gives the lowest total path length during scenario II. By construction $l_{a, i}=\left(l_{a, i-1}-l_{c, i-1}\right) / 2$ for $i=1, \ldots, k$. Substituting $l_{c, i-1}=l_{a, i-1} / 2$ gives $l_{a, i}=l_{a, i-1} / 4$, and therefore $l_{a, i}=2^{-2 i} L$ for $i=1, \ldots, k$. The total number of iterations is thus $k=\frac{1}{2} \log \left(\frac{L}{D}\right)$. In this scenario $l_{c, i}$ holds its maximal value, and this value enforces the total path length of each iteration to be $l_{i}=L$. The total path length of scenario II, denoted $l_{I I}$, is computed by summing all contributions of $l_{i}$ :

$$
l_{I I}=\sum_{i=1}^{k} l_{i}=\sum_{i=1}^{k} L=\frac{1}{2} \log \left(\frac{L}{D}\right) \cdot L .
$$

The optimal off-line solution $l_{\text {opt }}$ : By executing an adaptation of the depth first search strategy in the modified environment $\left(Q_{1}, \ldots, Q_{k}\right)$, the robot can move up along one side of each modified block $Q_{i}$, then return along each block opposite side. When this strategy is summed over all $k$ modified blocks, the optimal off-line coverage path length is given by $l_{o p t}=2 \sum_{i=1}^{k}\left(l_{a, i}+l_{c, i}\right) \leq L$.

The universal lower bound is obtained by minimizing the ratio $l / l_{\text {opt }}$ over all possible alterations of scenarios I and II in each block of the environment. As shown in [18], it suffices to consider environments whose $k$ blocks are uniformly modified, either by scenario I or by scenario II. Hence it suffices to minimize the ratio $l / l_{\text {opt }}$ over the two choices $l=l_{I}$ or $l=l_{I I}$. Since $l_{I}<l_{I I}$, one obtains the universal lower bound: $l \geq \log \left(\frac{L}{4 D}\right) L \geq \log \left(\frac{L}{4 D}\right) l_{\text {opt }}$.

Note that the universal lower bound is proportional to $\log (L / D)$, while the BPC algorithm's upper bound is proportional to $L / D$. This gap raises the following question. Either the universal lower bound is actually proportional to $L / D$ (thus indicating that the BPC algorithm is worst case optimal), or more efficient methods proportional to $\log (L / D)$ exist for solving the on-line battery powered coverage problem. Since $L \gg D$ in any industrial grade battery operating mobile robot, the closing of this gap can have a significant practical implications.

## 7 Conclusion

This paper considered the on-line battery powered coverage problem. The paper first described an off-line battery powered coverage methodology. Using the shortest path potential function for the environment, $V$, the off-line methodology guides the robot along increasing equipotential contours of $V$ while treating the saddle curves of $V$ as virtual obstacles. When the battery level runs low the robot returns to recharge at $S$ along the shortest path, then resume the coverage process. The off-line methodology path length satisfies the upper bound $l \leq \frac{1}{1-\rho} l_{\text {opt }}$, where $\rho$ is the battery's charge level margin and $l_{\text {opt }}$ is the optimal off-line battery powered coverage path length.

The paper next described the the BPC (Battery Powered Coverage) algorithm that performs on-line battery powered coverage. The BPC algorithm maintains an estimated shortest path potential function, $\bar{V}$, based on the currently known environment. The BPC algorithm guides the robot along increasing equipotential contours of $\bar{V}$. When the battery's energy level reaches $\bar{V}(p)$ at the robot's current cell $p$, the robot returns to recharge at $S$ and then resumes the coverage process. The on-line BPC algorithm eventually covers all free cells located at most $\frac{1}{2} \rho L$ away from $S$ using a total path length $l \leq \rho \frac{L}{D} l_{\text {opt }}$, where $L$ is the robot's path length under a full battery charge, $D$ is the robot's size, and $l_{\text {opt }}$ is the optimal off-line battery powered coverage path length. Note that this upper bound is proportional to $L$ and is inversely proportional to the robot's size $D$.

Finally, the paper established a universal lower bound over all on-line battery powered coverage algorithms. Every on-line battery powered coverage algorithm generates in worst case a coverage path length of $l \geq \log \left(\frac{L}{4 D}\right) l_{\text {opt }}$. Assuming a fixed battery energy capacity, the universal lower bound becomes arbitrarily large when the robot's size, $D$, decreases to zero. In particular, a point robot cannot cover unknown planar environments with any finite competitive ratio, since $L / D \rightarrow \infty$ (and hence $l / l_{\text {opt }} \rightarrow \infty$ ) when $D=0$. Similar observations have been made for point robots performing other tasks such as on-line search [5] and on-line navigation [9].

The paper raises two open problems. First, the BPC algorithm's upper bound is proportional to $L / D$. Is this a tight upper bound? Second, is the universal lower bound a tight lower bound, or perhaps it is proportional to $L / D$ (thus indicating that the BPC algorithm is worst case optimal)? The closing of either gap is an important challenge, since $L \gg D$ in practical robot systems. The following are two additional open problems. First, the BPC algorithm uses local obstacle detection sensors. In principle, longer range obstacle detection sensors such as vision or sonic sensors will not give the robot an advantage in highly congested environments. However, in practical environments such as office buildings, city streets, or outdoor landscapes, these more sophisticated sensors can be used to plan more efficient coverage paths. Thus, an adaptation of the BPC algorithm to longer detection range sensors is an important practical challenge. Second, preliminary experiments indicates that the BPC algorithm requires good position sensors. Localization technology is rapidly improving with low cost systems and SLAM technology, and an experimental validation of the BPC algorithm will be reported in future research.

Finally, battery powered coverage is a specific example of a wider family of problems concerned with limited resource mobile robot tasks. In this paper, the limited resource is the battery's limited energy capacity. Another limited resource problem concerns mobile robots attached to a fixed base point by a cable of finite length. Although each of these problems is associated with its special constraints (in the cable problem the robot may not cross its cable or tear it away from the base point), many similarities exist between the competitive bounds for the two problems. These similarities raise questions regarding other limited resource on-line mobile robot problems. We invite the robotics research community to identify additional limited resource mobile robot problems, in the hope of establishing a fundamental understanding of the hardware, sensors, and algorithms required to solve these problems.
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# Finding a Needle in an Exponential Haystack: Discrete RRT for Exploration of Implicit Roadmaps in Multi-robot Motion Planning 

Kiril Solovey, Oren Salzman and Dan Halperin


#### Abstract

We present a sampling-based framework for multi-robot motion planning which combines an implicit representation of a roadmap with a novel approach for pathfinding in geometrically embedded graphs tailored for our setting. Our pathfinding algorithm, discrete-RRT (dRRT), is an adaptation of the celebrated RRT algorithm for the discrete case of a graph, and it enables a rapid exploration of the high-dimensional configuration space by carefully walking through an implicit representation of a tensor product of roadmaps for the individual robots. We demonstrate our approach experimentally on scenarios of up to 60 degrees of freedom where our algorithm is faster by a factor of at least ten when compared to existing algorithms that we are aware of.


## 1 Introduction

Multi-robot motion planning is a fundamental problem in robotics and has been extensively studied. In this work we are concerned with finding paths for a group of robots, operating in the same workspace, moving from start to target positions while avoiding collisions with obstacles as well as with each other. We consider the continuous formulation of the problem, where the robots and obstacles are geometric entities and the robots operate in a configuration space, e.g., $\mathbb{R}^{d}$ (as opposed to the discrete variant, sometimes called the pebble motion problem [5, 12, 18, 23], where the robots move on a graph). Moreover, we assume that each robot has its own start and target positions, as opposed to the unlabeled case (see, e.g., $[3,17,30,32]$ ).

[^67]K. Solovey and O. Salzman contributed equally to this paper.

[^68]
### 1.1 Previous Work

We assume familiarity with the basic terminology of motion planning. For background, see, e.g., [10, 21]. Initial work on motion planning aimed to develop complete algorithms, which guarantee to find a solution when one exists or report that none exists otherwise. Such algorithms for the multi-robot case exist [28, 29, 36] yet are exponential in the number of robots. The exponential running time, which may be unavoidable $[14,31]$ can be attributed to the high number of degrees of freedom (dof)-the sum of the dofs of the individual robots.

For two or three robots, the number of dofs may be slightly reduced [4], by constructing a path where the robots move while maintaining contact with each other. A more general approach to reduce the number of dofs was suggested by van den Berg et al. [7]. In their work, the motion-planning problem is decomposed into subproblems, each consisting of a subset of robots, where every subproblem can be solved separately and the results can be combined into a solution for the original problem.

Decoupled planners are an alternative to complete planners trading completeness for efficiency. Typically, decoupled planners solve separate problems for individual robots and combine the individual solutions into a global solution (see, e.g., [6, 22]). Although efficient in some cases, the approach usually works only for a restricted set of problems.

The introduction of sampling-based algorithms such as the probabilistic roadmap method (PRM) [16], the rapidly-exploring random trees (RRT) [19] and their many variants, had a significant impact on the field of motion planning due to their efficiency, simplicity and applicability to a wide range of problems. Sampling-based algorithms attempt to capture the connectivity of the configuration space (C-space) by sampling collision-free configurations and constructing a roadmap-a graph data structure where the free configurations are vertices and the edges represent collisionfree paths between nearby configurations. Although these algorithms are not complete, most of them are probabilistically complete, that is, they are guaranteed to find a solution, if one exists, given a sufficient amount of time. Recently, Karaman and Frazzoli [15] introduced several variants of these algorithms such that, with high probability they produce paths that are asymptotically optimal with respect to some quality measure.

Sampling-based algorithms can be easily extended to the multi-robot case by considering the fleet of robots as one composite robot [27]. Such a naive approach suffers from inefficiency as it overlooks aspects that are unique to the multi-robot problem. More tailor-made sampling-based techniques have been proposed for the multi-robot case [13, 26, 30]. Particularly relevant to our efforts is the work of Švestka and Overmars [33] who suggested to construct a composite roadmap which is a Cartesian product of roadmaps of the individual robots. Due to the exponential nature of the resulting roadmap, this technique is only applicable to problems that involve a modest number of robots. A recent work by Wagner et al. [35] suggests that the composite roadmap does not necessarily have to be explicitly represented. Instead, they maintain an implicitly represented composite roadmap, and apply their
$M^{*}$ algorithm [34] to efficiently retrieve paths, while minimizing the explored portion of the roadmap. The resulting technique is able to cope with a large number of robots, for certain types of scenarios. Additional information on these two approaches is provided in Sect. 2.

### 1.2 Contribution

We present a sampling-based algorithm for the multi-robot motion-planning problem called multi-robot discrete RRT (MRdRRT). Similar to the approach of Wagner et al. [35], we maintain an implicit representation of the composite roadmap. We propose an alternative, highly efficient, technique for pathfinding in the roadmap, which can cope with scenarios that involve tight coupling of the robots. Our new approach, which we call dRRT, is an adaptation of the celebrated RRT algorithm [19] for the discrete case of a graph, embedded in Euclidean space. ${ }^{1}$ dRRT traverses a composite roadmap that may have exponentially many neighbors (exponential in the number of robots that need to be coordinated). The efficient traversal is achieved by retrieving only partial information of the explored roadmap. Specifically, it considers a single neighbor of a visited vertex at each step. dRRT rapidly explores the C-space represented by the implicit graph. Integrating the implicit representation of the roadmap allows us to solve multi-robot problems while exploring only a small portion of the C-space.

We demonstrate the capabilities of MRdRRT on the setting of polyhedral robots translating and rotating in space amidst polyhedral obstacles. We provide experimental results on several challenging scenarios, where MRdRRT is faster by a factor of at least ten when compared to existing algorithms that we are aware of. We show that we manage to solve problems of up to 60 dofs for highly coupled scenarios (Fig. 1).

The organization of this paper is as follows. In Sect. 2 we elaborate on two sampling-based multi-robot motion planning algorithms, namely the composite roadmap approach by Švestka and Overmars [33] and the work on subdimensional expansion and $\mathbf{M}^{*}$ by Wagner et al. [34, 35]. In Sect. 3 we introduce the dRRT algorithm. For clarity of exposition, we first describe it as a general pathfinding algorithm for geometrically embedded graphs. In the following section (Sect.4) we describe the MRdRRT method where dRRT is used in the setting of multi-robot motion-planning problem for the exploration of the implicitly represented composite roadmaps. We show in Sect. 5 experimental results for the algorithm on different scenarios and conclude the paper in Sect. 6 with possible future research directions.
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Fig. 1 3D environments with robots that are allowed to rotate and translate (6DOFs). In scenarios a-c robots of the same color need to exchange positions. a Twisty scenario with 8 corkscrew-shaped robots, in a room with a barrier. b Abstract scenario with 8 L-shaped robots. c Cubicles scenario with 10 L-shaped robots. d Home scenario with 5 table-shaped robots that are placed in different rooms. The goal is to change rooms in a clockwise order. The scenario were constructed using meshes that are provided by the Open Motion Planning Library [11] (OMPL 0.10.2) distribution

## 2 Composite Roadmaps for Multi-robot Motion Planning

We describe the composite roadmap approach introduced by Švestka and Overmars [33]. Here, a Cartesian product of PRM roadmaps of individual robots is considered as a means of devising a roadmap for the entire fleet of robots. However, since they consider an explicit construction of this roadmap, their technique is applicable to scenarios that involve only a small number of robots. To overcome this, Wagner et al. suggest $[34,35]$ to represent the roadmap implicitly and describe a novel algorithm to find paths on this implicit graph.

Let $r_{1}, \ldots, r_{m}$ be $m$ robots operating in a workspace $W$ with start and target configurations $s_{i}, t_{i}$. We wish to find paths for every robot from start to target, while avoiding collision with obstacles as well as with the other robots. Let $G_{i}=\left(V_{i}, E_{i}\right)$ be a PRM roadmap for $r_{i},\left|V_{i}\right|=n$, and let $k$ denote the maximal degree of a vertex in any $G_{i}$. In addition, assume that $s_{i}, t_{i} \in V_{i}$, and that $s_{i}, t_{i}$ reside in the same connected component of $G_{i}$. Given such a collection of roadmaps $G_{1}, \ldots, G_{m}$ a composite roadmap can be defined in two different ways-one is the result of a Cartesian product of the individual roadmaps while in the other a tensor product is used [2].

The composite roadmap $\mathbb{G}=(\mathbb{V}, \mathbb{E})$ is defined as follows. The vertices $\mathbb{V}$ represent all combinations of collision-free placements of the $m$ robots. Formally, a set of $m$ robot configurations $C=\left(v_{1}, \ldots, v_{m}\right)$ is a vertex of $\mathbb{G}$ if for every $i$, $v_{i} \in V_{i}$, and in addition, when every robot $r_{i}$ is placed in $v_{i}$ the robots are pairwise collision-free. The Cartesian and tensor products differ in the type of edges in the resulting roadmap. If the Cartesian product is used, then $\left(C, C^{\prime}\right) \in \mathbb{E}$, where $C=\left(v_{1}, \ldots, v_{m}\right), C^{\prime} \in\left(v_{1}^{\prime}, \ldots, v_{m}^{\prime}\right)$, if there exists $i$ such that $\left(v_{i}, v_{i}^{\prime}\right) \in E_{i}$, for every $j \neq i$ it holds that $v_{j}=v_{j}^{\prime}$, and $r_{i}$ does not collide with the other robots stationed at $v_{j}=v_{j}^{\prime}$ while moving from $v_{i}$ to $v_{i}^{\prime}$. A tensor product generates many more edges. Specifically, $\left(C, C^{\prime}\right) \in \mathbb{E}$ if $\left(v_{i}, v_{i}^{\prime}\right) \in E_{i}$ for every $i$, and the robots remain collision-free while moving on the respective single-graph edges. ${ }^{2}$

Remark Throughout this work, unless stated otherwise, we refer to the tensor product composite roadmap.

Note that by the definition of $G_{i}$ and $\mathbb{G}$ it holds that $S, T \in \mathbb{V}$, where $S=$ $\left(s_{1}, \ldots, s_{m}\right), T=\left(t_{1}, \ldots, t_{m}\right)$. The following observation immediately follows (for both product types).

Observation 1 Let $C_{1}, \ldots, C_{h}$ be a sequence of $h$ vertices of $\mathbb{G}$ such that $S=$ $C_{1}, T=C_{h}$ and for every two consecutive vertices $\left(C_{i}, C_{i+1}\right) \in \mathbb{E}$. Then, there exists a path for the robots from $S$ to $T$.

Thus, given a composite roadmap $\mathbb{G}$, it is left to find such a path between $S$ and $T$. Unfortunately, standard pathfinding techniques, which require the full representation of the graph, cannot be used since the number of vertices of $\mathbb{G}$ alone may reach $O\left(n^{m}\right)$. One may consider the A* algorithm [25] , or its variants, as appropriate for the task, since it may not need to traverse all the vertices of graph. A central property of A* is that it needs to consider all the neighbors of a visited vertex in order to guarantee that it will find a path eventually. Alas, in our setting, this turns out to be a significant drawback, since the number of neighbors of every vertex is $O\left(k^{m}\right)$.

Wagner et al. propose an adaptation of A* to the case of a composite roadmap called $\mathrm{M}^{*}$ [34]. Their approach exploits the observation that only the motion of some robots has to be coupled in typical scenarios. Thus, planning in the joint C-space is only required for robots that have to be coupled, while the motion of the rest of the robots can be planned individually. Hence, their method dynamically explores low-dimensional search spaces embedded in the full C-space, instead of the joint high-dimensional C-space. This technique is highly effective for scenarios with a low degree of coupling, and can cope with large fleets of robots in such settings. However, when the degree of coupling increases, we observed sharp increase in the running time of this algorithm, as it has to consider many neighbors of a visited vertex.
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## 3 Discrete RRT

We describe a technique which we call discrete $R R T$ (dRRT) for pathfinding in implicit graphs that are embedded in a Euclidean space. For clarity of exposition, we first describe dRRT without the technicalities related to motion planning. We add these details in the subsequent section. As the name suggests, dRRT is an adaptation of the RRT algorithm [19] for the purpose of exploring discrete geometricallyembedded graphs, instead of a continuous space.

Since the graph serves as an approximation of some relevant portion of the Euclidean space, traversal of the graph can be viewed as a process of exploring the subspace. The dRRT algorithm rapidly explores the graph by biasing the search towards vertices embedded in unexplored regions of the space.

Let $G=(V, E)$ be a graph where every $v \in V$ is embedded in a point in Euclidean space $\mathbb{R}^{d}$ and every edge $\left(v, v^{\prime}\right) \in E$ is a line segment connecting the points. Given two vertices $s, t \in V$, dRRT searches for a path in $G$ from $s$ to $t$. For simplicity, assume that the graph is embedded in $[0,1]^{d}$.

Similarly to its continuous counterpart, dRRT grows a tree rooted in $s$ and attempts to connect it to $t$ to form a path from $s$ to $t$. As in RRT, the growth of the tree is achieved by extending it towards random samples in $[0,1]^{d}$. In our case though, vertices and edges that are added to the trees are taken from $G$, and we do not generate new vertices and edges along the way.

As $G$ is represented implicitly, the algorithm uses an oracle to retrieve information regarding neighbors of visited vertices. We first describe this oracle and then proceed with a full description of the dRRT algorithm. Finally, we show that this technique is probabilistically complete.

### 3.1 Oracle to Query the Implicit Graph

In order to retrieve partial information regarding the neighbors of visited vertices, dRRT consults an oracle described below. We start with several basic definitions.

Given two points $v, v^{\prime} \in[0,1]^{d}$, denote by $\rho\left(v, v^{\prime}\right)$ the ray that starts in $v$ and goes through $v^{\prime}$. Given three points $v, v^{\prime}, v^{\prime \prime} \in[0,1]^{d}$, denote by $\angle_{v}\left(v^{\prime}, v^{\prime \prime}\right)$ the (smaller) angle between $\rho\left(v, v^{\prime}\right)$ and $\rho\left(v, v^{\prime \prime}\right)$.

Definition 1 (Direction Oracle) Given a vertex $v \in V$, and a point $u \in[0,1]^{d}$ we define

$$
\mathcal{O}_{D}(v, u):=\underset{v^{\prime}}{\operatorname{argmin}}\left\{\angle_{v}\left(u, v^{\prime}\right) \mid\left(v, v^{\prime}\right) \in E\right\} .
$$

In other words, the direction oracle returns the neighbor $v^{\prime}$ of $v$ such that the direction from $v$ to $v^{\prime}$ is closest to the direction from $v$ to $u$.

### 3.2 Description of dRRT

At a high level, dRRT proceeds similar to the RRT algorithm, and we repeat it here for completeness. The dRRT algorithm (Algorithm 1) grows a trees $\mathcal{T}$ which is a subgraphs of $G$ and is rooted in $s$ (line 1). The growth of $\mathcal{T}$ (line 3 ) is achieved by an expansion towards random samples. Additionally, an attempt to connect $\mathcal{T}$ with $t$ is made (line 4). The algorithm terminates when this operation succeeds and a solution path is generated (line 6), otherwise the algorithm repeats line 2.

Expansion of $\mathcal{T}$ is performed by the EXPAND operation (Algorithm 2) which performs $N$ iterations that consist of the following steps: A point $q_{\text {rand }}$ is sampled uniformly from $[0,1]^{d}$ (line 2). Then, a node $q_{\text {near }}$ that is the closest to the sample (in Euclidean distance), is selected (line 3). $q_{\text {near }}$ is extended towards the sample by locating the vertex $q_{\text {new }} \in V$, that is the neighbor of $q_{\text {near }}$ in $G$ in the direction of $q_{\text {rand }}$ (by the direction oracle $\mathcal{O}_{D}$ ). Once $q_{\text {new }}$ is found (line 4), it is added to the tree (line 6) with the edge ( $q_{\text {near }}, q_{\text {new }}$ ) (line 7). See an illustration of this process in Fig. 2. This is already different from the standard RRT as we cannot necessarily proceed exactly in the direction of the random point.

After the expansion, dRRT attempts to connect the tree $\mathcal{T}$ with $t$ using the CONNECT_TO_TARGET operation (Algorithm 3). For every vertex $q$ of $\mathcal{T}$, which one of the $K$ nearest neighbors of $t$ in $\mathcal{T}$ (line 1), an attempt is made to connect $q$ to $t$ using the method LOCAL_CONNECTOR (line 2) which is a crucial part of the dRRT algorithm (see Sect.3.3).

Finally, given a path from some node $q$ of $\mathcal{T}$ to $t$ the method RETRIEVE _PATH (Algorithm 1, line 6) returns the concatenation of the path from $s$ to $q$, with $\Pi$.

### 3.3 Local Connector

We show in the following subsection that it is possible that $\mathcal{T}$ will eventually reach $t$ during the EXPAND stage, and therefore an application of LOCAL_CONNECTOR will not be necessary. However, in practice this is unlikely to occur within a short time frame, especially when $G$ is large. Thus, we employ a heavy-duty technique, which given two vertices $q_{0}, q_{1}$ of $G$ tries to find a path between them. We mention that it is common to assume in sampling-based algorithms that connecting nearby samples will require less effort than solving the initial problem and here we make a

```
Algorithm 1 dRRT_PLANNER \((s, t)\)
    \(\mathcal{T}\).init( \(s\) )
    loop
        EXPAND \((\mathcal{T})\)
        \(\Pi \leftarrow\) CONNECT_TO_TARGET \((\mathcal{T}, t)\)
        if not_empty(П) then
            return RETRIEVE_PATH \((\mathcal{T}, \Pi)\)
```



Fig. 2 An illustration of the expansion step of dRRT. The tree $\mathcal{T}$ is drawn with black vertices and edges, while the gray elements represent the unexplored portion of the graph $G$. a A random point $q_{\text {rand }}$ (purple) is drawn uniformly from $[0,1]^{d}$. b The vertex $q_{\text {near }}$ of $\mathcal{T}$ that is the Euclidean nearest neighbor of $q_{\text {rand }}$ is extracted. c The neighbor $q_{\text {new }}$ of $q_{\text {near }}$, such that its direction from $q_{\text {near }}$ is the closest to the direction of $q_{\text {rand }}$ from $q_{\text {near }}$, is identified. d The new vertex and edge are added to $\mathcal{T}$. Additional information for Theorem 2: In $\mathbf{b}$ the Voronoi diagram of the vertices of $\mathcal{T}$ is depicted in blue, and the Voronoi cell of $q_{\text {near }}, \operatorname{Vor}\left(q_{\text {near }}\right)$, is filled with light blue. In $\mathbf{c}$ the Voronoi diagram of the rays that leave $q_{\text {near }}$ and pass through its neighbors is depicted in red, and the Voronoi cell of $\rho\left(q_{\text {near }}, q_{\text {new }}\right), \operatorname{Vor}^{\prime}\left(q_{\text {near }}, q_{\text {new }}\right)$, is filled with pink. The purple region in $\mathbf{d}$ represents $\operatorname{Vor}\left(q_{\text {near }}\right) \cap \operatorname{Vor}^{\prime}\left(q_{\text {near }}, q_{\text {new }}\right)$
similar assumption. We assume that a local connector is effective only on restricted pathfinding problems, thus in the general case it cannot be applied directly on $s, t$, as it may be highly costly (unless the problem is easy). A concrete example of a local connector is provided in the next section.

### 3.4 Probabilistic Completeness of dRRT

Recall that an algorithm is probabilistically complete if the probability it finds a solution tends to one as the run-time of the algorithm tends to infinity (when such
a solution exists). For simplicity, we show that dRRT possesses a stronger property and with high probability will reveal all the vertices of the traversed graph, assuming this graph is connected.

The proof relies on the assumption that the vertices of the traversed graph $G$ are in general position, that is, every pair of distinct vertices are embedded in two distinct points in $\mathbb{R}^{d}$, and for every triplet of distinct vertices the points in which they are embedded are non-collinear. This issue will be addressed in the following section, where we consider the application of dRRT on a specific type of graphs. The proof does not need to take into consideration the local connector.

Theorem 1 Let $G=(V, E)$ be a connected graph embedded in $[0,1]^{d}$ where the vertices are in general position. Then, with high probability, every vertex of $G$ will be revealed by the dRRT algorithm, given sufficient amount of time.

```
Algorithm 2 EXPAND ( \(\mathcal{T}\) )
    for \(i=1 \rightarrow N\) do
        \(q_{\text {rand }} \leftarrow\) RANDOM_SAMPLE()
        \(q_{\text {near }} \leftarrow \operatorname{NEAREST}\) _NEIGHBOR \(\left(\mathcal{T}, q_{\text {rand }}\right)\)
        \(q_{\text {new }} \leftarrow \mathcal{O}_{D}\left(q_{\text {near }}, q_{\text {rand }}\right)\)
        if \(q_{\text {new }} \notin \mathcal{T}\) then
            \(\mathcal{T}\).add_vertex \(\left(q_{\text {new }}\right)\)
            \(\mathcal{T}\).add_edge \(\left(q_{\text {near }}, q_{\text {new }}\right)\)
```

```
Algorithm 3 CONNECT_TO_TARGET( \(\mathcal{T}, t\), )
    for \(q \in\) NEAREST_NEIGHBORS \((\mathcal{T}, t, K)\) do
        \(\Pi \leftarrow \operatorname{LOCAL}\) CONNECTOR \((q, t)\)
        if not_empty \((\Pi)\) then
            return \(\Pi\)
    return \(\emptyset\)
```

Proof Denote by $U$ the set of vertices of $\mathcal{T}$ after the completion of an iteration of the algorithm. Let $v^{*} \in V \backslash U$ be an unvisited vertex such that there exists $\left(v, v^{*}\right) \in E$, where $v \in U$. We wish to show that the probability that $\mathcal{T}$ will be expanded on the edge $\left(v, v^{*}\right)$, and thus $v^{*}$ will be added to $U$, is bounded away from zero. For simplicity we assume that there exists a single vertex $v \in U$ that has an edge to $v^{*}$.

Denote by $\operatorname{Vor}(v)$ the Voronoi cell [8] of the site $v$, in the Euclidean (standard) Voronoi diagram of point sites, where the sites are the vertices of $U$ (Fig. 2b). In addition, denote by $\operatorname{Vor}^{\prime}\left(v, v^{*}\right)$ the Voronoi cell of $\rho\left(v, v^{*}\right)$, in a Voronoi diagram of the ray sites $\rho\left(v, v^{*}\right), \rho\left(v, u_{1}\right), \ldots, \rho\left(v, u_{j}\right)$, where $u_{1}, \ldots, u_{j}$ are the neighbors of $v$ in $\mathcal{T}$, not including $v^{*}$ (Fig. 2c).

Notice that in order to extend $\mathcal{T}$ from $v$ to $v^{*}$ the random sample $q_{\text {rand }}$ in EXPAND (Algorithm 2) has to fall inside $\operatorname{Vor}(v) \cap \operatorname{Vor}^{\prime}\left(v, v^{*}\right)$. Thus, in order to guarantee that
$v^{*}$ will be added to $\mathcal{T}$, with non-zero probability, we show that the shared region between these two cells has non-zero measure, namely $\left|\operatorname{Vor}(v) \cap \operatorname{Vor}^{\prime}\left(v, v^{*}\right)\right|>0$, where $|\Gamma|$ denotes the volume of $\Gamma$.

By the general position assumption we can deduce that $|\operatorname{Vor}(v)|>0$ and $\left|\operatorname{Vor}^{\prime}\left(v, v^{*}\right)\right|>0$. In addition, the intersection between the two cells is clearly nonempty: There is a ball with radius $r>0$ whose center is $v$ and is completely contained in $\operatorname{Vor}(v)$; similarly, there is a cone of solid angle $\alpha>0$ with apex at $v$ fully contained in $\operatorname{Vor}^{\prime}\left(v, v^{*}\right)$. Hence, it holds that $\left|\operatorname{Vor}(v) \cap \operatorname{Vor}^{\prime}\left(v, v^{*}\right)\right|>0$, otherwise $v$ and $v^{*}$ are embedded in the same point.

We note that a more careful analysis can yield an explicit bound on the convergence rate of dRRT. Such a bound may be computed using the size of the smallest cell in the Voronoi diagram of all nodes of $G$.

## 4 Multi-robot Motion Planning with dRRT

In this section we describe the MRdRRT algorithm. Specifically, we discuss the adaptation of dRRT for pathfinding in a composite roadmap $\mathbb{G}$, which is embedded in the joint C-space of $m$ robots. In particular, we show an implementation of the oracle $\mathcal{O}_{D}$, which relies solely on the representation of $G_{1}, \ldots, G_{m}$. Additionally, we discuss an implementation of the local connector component that takes advantage of the fact that $\mathbb{G}$ represents a set of valid positions and movements of multiple robots. Finally, we discuss the probabilistic completeness of our entire approach to multi-robot motion planning.

### 4.1 Oracle $\mathcal{O}_{D}$

Recall that given $C \in \mathbb{V}$ and a random sample $q, \mathcal{O}_{D}(C, q)$ returns $C^{\prime}$ such that $C^{\prime}$ is a neighbor of $C$ in $\mathbb{G}$, and for every other neighbor $C^{\prime \prime}$ of $C, \rho(C, q)$ forms a smaller angle with $\rho\left(C, C^{\prime}\right)$ than with $\rho\left(C, C^{\prime \prime}\right)$, where $\rho$ is as defined in Sect.3.4.

Denote by $\mathcal{C}\left(r_{i}\right)$ the C -space of $r_{i}$. Let $q=\left(q_{1}, \ldots, q_{m}\right)$ where $q_{i} \in \mathcal{C}\left(r_{i}\right)$, and let $C=\left(c_{1}, \ldots, c_{m}\right)$ where $c_{i} \in V_{i}$. To find a suitable neighbor for $C$ we first find the most suitable neighbor for every individual robot and combine the $m$ singlerobot neighbors into a candidate neighbor for $C$. We denote by $c_{i}^{\prime}=\mathcal{O}_{D}\left(c_{i}, q_{i}\right)$ the neighbor of $c_{i}$ in $G_{i}$ that is in the direction of $q_{i}$. Notice that the implementation of the oracle for individual roadmaps is trivial-for example, by traversing all the neighbors of $c_{i}$ in $G_{i}$. Let $C^{\prime}=\left(c_{1}^{\prime}, \ldots, c_{m}^{\prime}\right)$ be a candidate for the result of $\mathcal{O}_{D}(C, q)$. If $\left(C, C^{\prime}\right)$ represents a valid edge in $\mathbb{G}$, i.e., no robot-robot collision occurs, we return $C^{\prime}$. Otherwise, $\mathcal{O}_{D}(C, q)$ returns $\emptyset$. In this case, the new sample is ignored and another sample is drawn in the EXPAND phase (Algorithm 2).

The completeness proof of the dRRT (Theorem 1) for this specific implementation of $\mathcal{O}_{D}$, is straightforward. Notice that in order to extend $C=\left(c_{1}, \ldots, c_{m}\right)$ to $C^{\prime}=$
$\left(c_{1}^{\prime}, \ldots, c_{m}^{\prime}\right)$ the sample $q=\left(q_{1}, \ldots, q_{m}\right)$ must obey the following restriction: For every robot $r_{i}, q_{i}$ must lie in $\operatorname{Vor}\left(c_{i}\right) \cap \operatorname{Vor}^{\prime}\left(c_{i}, c_{i}^{\prime}\right)$ (where in the original proof we required that $q$ will lie in $\operatorname{Vor}(C) \cap \operatorname{Vor}^{\prime}\left(C, C^{\prime}\right)$ ). Also note that the points in $\mathcal{C}\left(r_{i}\right)$ are in general position, as required by Theorem 1 , since they were uniformly sampled by PRM.

### 4.2 Local Connector Implementation

Recall that in the general dRRT algorithm the local connector is used for connecting two given vertices of a graph. As our local connector we rely on a framework described by van den Berg et al. [7]. Given two vertices $\mathbb{V}=\left(v_{1}, \ldots, v_{m}\right), \mathbb{V}^{\prime}=$ $\left(v_{1}^{\prime}, \ldots, v_{m}^{\prime}\right)$ of $\mathbb{G}$ we find for each robot $i$ a path $\pi_{i}$ on $G_{i}$ from $v_{i}$ to $v_{i}^{\prime}$. The connector attempts to find an ordering of the robots such that robot $i$ does not leave its start position on $\pi_{i}$ until robots with higher priority reached their target positions on their respective path, and of course that it also avoids collisions. When these robots reach their destination robot $i$ moves along $\pi_{i}$ from $\pi_{i}(0)$ to $\pi_{i}(1)$. During the movement of this robot the other robots stay put.

The priorities are assigned according to the following rule: if moving robot $i$ along $\pi_{i}$ causes a collision with robot $j$ that is placed in $v_{j}$ then robot $i$ should move after robot $j$. Similarly, if $i$ collides with robot $j$ that is placed in $v_{j}^{\prime}$ then robot $i$ should move before robot $j$. This prioritization induces a directed graph $\mathcal{I}$. In case this graph is acyclic we generate a solution according to the prioritization of the robots. Otherwise, we report failure.

We decided to use this simple technique in our experiments due to its low cost, in terms of running time, regardless of whether it succeeds finding a solution or not. We wish to mention that we also experimented with $M^{*}$ with a bounded degree of coupling (to avoid considering exponentially many neighbors) as the local connector in our algorithm. However, the ordering algorithm of [7] turned out to be considerably more efficient.

### 4.3 Probabilistic Completeness of MRdRRT

In order for the motion-planning framework to be probabilistically complete, we still need to show that (i) as the number of samples used for each single-robot roadmap tends to infinity, the composite roadmap will contain a path (if such a path exists) and (ii) that the proof of Theorem 1 still holds when the size of the graph tends to infinity. Indeed, Švestka and Overmars [33] show that the composite roadmap approach is probabilistically complete when the graph-search algorithm is complete. However, in our setting, the graph-search algorithm is only probabilistically complete and the proof may need to be refined as the size of each Voronoi cell tends to zero.

We note that as the composite roadmap is finite, it is easy to modify the dRRT algorithm such that it will be complete. This may be done by keeping a list of
exposed nodes that still have unexposed edges. At the end of every iteration of the main loop of dRRT (Algorithm 1, line 2) one node is picked from the list and one of its unexposed edges is exposed (finding an unexposed edge is done in a brute force manner). Although the above modification ensures completeness of dRRT and hence probabilistic completeness of MRdRRT, we are currently looking for an alternative proof that does not require altering the dRRT algorithm.

## 5 Experimental Results

We implemented MRdRRT for the case of polyhedral robots translating and rotating among polyhedral obstacles (see Fig. 1). We compared the performance of MRdRRT with RRT and an improved (recursive) version of $\mathrm{M}^{*}$ that appears in [34]. To make the comparison as equitable as possible, as dRRT does not take into consideration the quality of the solution, we use the inflated version of $\mathrm{M}^{*}$ [34] with relaxed optimality guarantees.

Implementation details. The algorithms were implemented in $\mathrm{C}++$. The experiments were conducted on a laptop with an Intel i5-3230M 2.60 GHz processor with 16 GB of memory, running 64-bit Windows 7. We implemented a generic framework for multi-robot motion planning based on composite roadmaps. The implementation relies on PQP [1] for collision detection, and performs nearest-neighbor queries using the Fast Library for Approximate Nearest Neighbors (FLANN) [24]. Metrics, sampling and interpolation in the 3D environments followed the guidelines presented by Kuffner [20]. To eliminate the dependence of dRRT on parameters we assigned them according to the number of iterations the algorithm performed so far, i.e., the number of times that the main loop has been repeated. Specifically, in the $i$ 'th iteration each EXPAND (Algorithm 2) call performs $2^{i}$ iterations ( $N=2^{i}$ ), while CONNECT_TO_TARGET uses $K=i$ candidates that are connected with $t$.

Test scenarios. We report in Table 1 the running times of $M^{*}$ and dRRT for the scenarios. The first three scenarios are especially challenging as they consist of a large number of robots, and require a substantial amount of coordination between them. The fourth scenario ("Home") is more relaxed and consists of only five robots and requires little coordination.

We ran each of the three algorithms 10 times on each scenario. RRT proved incapable of solving any of the test scenarios, running for several tens of minutes until terminating due to exceeding the memory limits. We believe that RRT asis is not suitable for high-dimensional, coupled, multi-robot motion planning. $\mathrm{M}^{*}$ exhibited slightly better performance. For the first three scenarios, which involve multiple robots and require a substantial amount of coordination, it never exceeded a success rate of $40 \%$. In particular, it often ran out of memory or ran for a very long duration (we terminated it if its running time exceeded ten times the running time of MRdRRT). On the other hand, MRdRRT was stable in its results and managed to solve all the scenarios for each of the 10 attempts. When $\mathrm{M}^{*}$ did manage to solve
Table 1 Results for $\mathrm{M}^{*}$ and MRdRRT on the scenarios depicted in Fig. 1

| Scenario | PRM |  | M* |  |  | MRdRRT |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $n(\mathrm{k})$ | Time (s) | Visited vertices | Total time | Success rate (\%) | Visited vertices (k) | Connect time (s) | Expand time (s) | Total time (s) | Success rate (\%) |
| Twisty | 8 | 10 | DNF | DNF | 0 | 8 | 3.3 | 6.7 | 11 | 100 |
| Abstract | 10 | 24.8 | 300 k | 267 s | 30 | 34 | 30.4 | 25.5 | 55.9 | 100 |
| Cubicles | 10 | 16.2 | 27 k | 31 s | 40 | 12 | 16.3 | 36.8 | 53.1 | 100 |
| Home | 5 | 10.1 | 2k | 3.9 s | 100 | 8 | 1.5 | 2.9 | 4.4 | 100 |

We first report the number of vertices (reported in thousands) used in the construction of the single-robot PRM roadmaps and the elapsed time (all times reported are in seconds). Then we report the number of visited vertices, the total running time, and the success rate of $\mathrm{M}^{*}$. A similar report is given for dRRT, but we also specify the duration of the connection phase (using local connector) and the expansion phase. The running times and the amount of explored vertices are averaged over the number of successful attempts
one of the first three scenarios, it explored between 2.5 and 10 times the number of vertices that dRRT explored. For the fourth scenario the results of MRdRRT and M* were comparable and in general we found $\mathrm{M}^{*}$ more suitable for situations where only a small number of robots have to interact at any given time. We mention that MRdRRT was unable to solve scenarios that consist of a substantially larger number of robot than we used in our experiments. We believe that it would be beneficial to consider a stronger local connector in such cases.

## 6 Discussion

In this section we state the benefits of MRdRRT, which consists of an implicitly represented roadmaps for multi-robot motion planning combined with an efficient approach for pathfinding for such roadmaps.

Recall that the implicitly-represented composite roadmap $\mathbb{G}$ results from a tensor product of $m$ PRM roadmaps $G_{1}, \ldots, G_{m}$. The reliance on the precomputed individual roadmaps eliminates the need to perform additional collision checking between robots and obstacles while querying $\mathbb{G}$. This has a substantial impact on the performance of MRdRRT as it is often the case that checking whether $m$ robots collide with obstacles is much more costly than checking whether the $m$ robots collide between themselves. This is in contrast with more naive approaches, such as RRT which consider the group of robots as one large robot. In such cases, checking whether a configuration (or an edge) is collision free requires checking for the two types of collisions simultaneously.

The $\mathrm{M}^{*}$ algorithm, which also uses the underlying structure of $\mathbb{G}$, performs very well in situations where only a small subset of the robots need to coordinate. In these situations it can cope, almost effortlessly, with several tens of robots while outperforming our framework. However, in scenarios where a substantial amount of coordination is required between the robots $\mathrm{M}^{*}$ suffers from a disadvantage, since it is forced to consider exponentially many neighbors when performing the search on $\mathbb{G}$. In contrast, dRRT performs a "minimalistic" search and advances in small steps, little by little, regardless of the difficulty of the problem at hand. Moreover, dRRT strives to reach unknown regions in $\mathbb{G}$ while avoiding spending too much time in the exploration of regions that are in the vicinity of explored vertices. This is done via the Voronoi bias, as shown in the proof of Theorem 1. This is extremely beneficial when working on $\mathbb{G}$ since it contains vertices which represent essentially the same conformation of the robots, and thus considering many vertices within a small region would not lead to a better understanding of the problem at hand. To justify this claim, consider the following example. Suppose that for every robot $i, v_{i}$ is a vertex of $V_{i}$ that has $k$ neighbors in $G_{i}$ at distance at most $\varepsilon$. Then the vertex $\left(v_{1}, \ldots, v_{m}\right) \in \mathbb{V}$ might have as much as $k^{m}$ neighbors that are at distance at most $\varepsilon \sqrt{m}$ in $\mathbb{G}$.

## 7 Future Work

Towards optimality. Currently, our algorithmic framework is concerned with finding some solution. Our immediate future goal is to modify it to provide a solution with quality guarantees, possibly by taking an approach similar to the continuous RRT* algorithm [15], which is known to be asymptotically optimal. A fundamental difference between RRT* and the original formulation of RRT is in a rewiring step, where the structure of the tree is revised to improve previously examined paths. Specifically, when a new node is added to the tree, it is checked as to whether it will be more beneficial for some of the existing nodes to point to the new vertex instead of their current parent in the tree. This can be adapted, to some extent, to the discrete case, although it is not clear whether this indeed will lead to optimal paths.
dRRT in other settings of motion planning. In this paper we combined the dRRT algorithm with implicit composite roadmaps to provide an efficient algorithm for multi-robot motion planning. One of the benefits of our framework comes from the fact that it reuses some of the already computed information to avoid performing costly operations. In particular, it refrains from checking collisions between robots with obstacles by forcing the individual robots to move on precalculated individual roadmaps (i.e., $G_{i}$ ). We believe that a similar approach can be used in other settings of motion planning. In particular, we are currently working on a dRRT-based approach for motion planning of a multi-linked robot. The new approach generates an implicitly-represented roadmap, which encapsulates information on configurations and paths between configuration that do not induce self-intersections of the robot, while ignoring the existence of obstacles. Then, we overlay this roadmap on the workspace, an operation which invalidates some of the nodes and edges of the roadmap. Thus, we know only which configurations are self-collision free, but not obstacles collision-free. Then we use dRRT for pathfinding on the new roadmap, while avoiding self-collision tests and while exploring a small portion of the infinite roadmap.
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# Stochastic Extended LQR: Optimization-Based Motion Planning Under Uncertainty 

Wen Sun, Jur van den Berg and Ron Alterovitz


#### Abstract

We introduce a novel optimization-based motion planner, Stochastic Extended LQR (SELQR), which computes a trajectory and associated linear control policy with the objective of minimizing the expected value of a user-defined cost function. SELQR applies to robotic systems that have stochastic non-linear dynamics with motion uncertainty modeled by Gaussian distributions that can be stateand control-dependent. In each iteration, SELQR uses a combination of forward and backward value iteration to estimate the cost-to-come and the cost-to-go for each state along a trajectory. SELQR then locally optimizes each state along the trajectory at each iteration to minimize the expected total cost, which results in smoothed states that are used for dynamics linearization and cost function quadratization. SELQR progressively improves the approximation of the expected total cost, resulting in higher quality plans. For applications with imperfect sensing, we extend SELQR to plan in the robot's belief space. We show that our iterative approach achieves fast and reliable convergence to high-quality plans in multiple simulated scenarios involving a car-like robot, a quadrotor, and a medical steerable needle performing a liver biopsy procedure.


## 1 Introduction

When a robot performs a task, the robot's motion may be affected by uncertainty from a variety of sources, including unpredictable external forces or actuation errors. Uncertainty arises in a variety of robotics applications, including aerial robots moving in turbulent conditions, mobile robots maneuvering on unfamiliar terrain, and

[^71]robotic steerable needles being guided to clinical targets in soft tissue. A deliberative approach that accounts for uncertainty during motion planning before task execution can improve the quality of computed plans, increasing the chances that the robot will complete the desired motion safely and reliably.

We introduce an optimization-based motion planner that explicitly considers the impacts of motion uncertainty. Recent years have seen the introduction of multiple successful optimization-based planners, although most have focused on robots with deterministic dynamics (e.g., [1-3]). Compared to commonly used sampling-based planners [4], optimization-based planners produce plans that are smoother (without requiring a separate smoothing algorithm) and that are computed faster, albeit sometimes with a loss of completeness and global optimality. Prior optimization-based planners that consider deterministic dynamics can only minimize deterministic cost functions (e.g., minimizing path length while avoiding obstacles). In this paper we focus on robots with stochastic dynamics, and consequently minimize the a priori expected value of a cost function when a plan and corresponding controller are executed. The user-defined cost function can be based on path length, control effort, and obstacle collision avoidance.

We first introduce the Stochastic Extended LQR (SELQR) motion planner, a novel optimization-based motion planner with fast and reliable convergence for robotic systems with non-linear dynamics, any cost function with positive (semi) definite Hessians, and motion uncertainty modeled using Gaussian distributions that can be state- and control-dependent. Our approach builds on the linear quadratic regulator (LQR), a commonly used linear controller that does not explicitly consider obstacle avoidance. As an optimization-based approach, SELQR starts motion planning from a start state and returns a high-quality trajectory and an associated linear control policy that consider uncertainty and are optimized with respect to the given cost function.

To achieve fast performance, our approach in each iteration uses both the stochastic forward and inverse dynamics in a manner inspired by an iterated Kalman smoother [5]. In each iteration's backward pass, SELQR uses the stochastic dynamics to compute a control policy and estimate the cost-to-go of each state, which is the minimum expected future cost assuming the robot starts from each state. In each iteration's forward pass, SELQR estimates the cost-to-come to each state, which is the minimum cost to reach each state from the initial state. SELQR then approximates the expected total cost at each state by summing the cost-to-come and the cost-to-go. SELQR progressively improves the approximation of the cost-to-come and cost-togo and hence improves its estimate of the expected total cost. A key insight in SELQR is that we locally optimize each state along a trajectory at each iteration to minimize the expected total cost, which results in smoothed states that are cost-informative and used for dynamics linearization and cost function quadratization. These smoothed states enable the fast and reliable convergence of SELQR.

We next extend SELQR to consider uncertainty in both motion and sensing. Although the robot in such cases often cannot directly observe its current state, it can estimate a distribution over the set of possible states (i.e., its belief state) based on noisy and partial sensor measurements. We introduce B-SELQR, a variant of SELQR that plans in belief space rather than state space for robots with both motion and


Fig. 1 We show plans computed by SELQR for needle steering for a liver biopsy with motion uncertainty. The objective is to access the tumor (yellow) while avoiding the hepatic arteries (red), hepatic veins (blue), portal veins (pink), and bile ducts (green). The smooth trajectories explicitly consider uncertainty and minimize the a priori expected value of a cost function that considers obstacle avoidance and path length. a The needle trajectory computed by SELQR when inserted from the side. b The needle trajectory computed by SELQR when inserted from the front
sensing uncertainty, where belief states are modeled with Gaussian distributions. For such robots, the motion planning problem can be modeled as a Partially Observable Markov Decision Process (POMDP). Exact global optimal solutions to POMDPs are prohibitive for most applications since the belief space (over which a control policy is to be computed) is, in the most general formulation, the infinite-dimensional space of all possible probability distributions over the finite dimensional state space. B-SELQR quickly computes a trajectory and locally-valid controller from scratch in belief space.

We demonstrate the speed and effectiveness of SELQR in simulation for a carlike robot, quadrotor, and medical steerable needle (see Fig. 1). We also demonstrate B-SELQR for scenarios with imperfect sensing.

## 2 Related Work

Optimization-based motion planners have been studied for a variety of robotics applications and typically consider robot dynamics, trajectory smoothness, and obstacle avoidance. Optimization-based approaches have been developed that plan from scratch as well as that locally optimize a feasible plan created by another motion planner (such as a sampling-based motion planner), e.g. [1-3, 6-8]. These methods work well for robots with deterministic dynamics, whereas SELQR is intended for robots with stochastic dynamics.

Our approach builds on Extended LQR [9, 10], which extends the standard LQR to handle non-linear dynamics and non-quadratic cost functions. Extended LQR assumes deterministic dynamics, implicitly relying on the fact that the optimal LQR solution is independent of the variance of the motion uncertainty. In contrast to

Extended LQR, SELQR explicitly considers stochastic dynamics and incorporates the stochastic dynamics into backward value iteration when computing a control policy, enabling computation of higher quality plans. Approximate Inference Control [11] formulates the optimal control problem using Kullback-Leibler divergence minimization but focuses on cost functions that are quadratic in the control input. Our approach also builds on Iterative Linear Quadratic Gaussian (iLQG) [12], which uses a quadratic approximation to handle state- and control-dependent motion uncertainty but, in its original form, did not implement obstacle avoidance. To ensure that the dynamics linearization and cost function quadratization are locally valid, iLQG requires special measures such as a line search. Our method does not require a line search, enabling faster performance.

For problems with partial or noisy sensing, the planning and control problem can be modeled as a POMDP [13]. Solving a POMDP to global optimality has been shown to be PSPACE complete. Point-based algorithms (e.g., [14-16]) have been developed for problems with discrete state, action, or observation spaces. Another class of methods [17-19] utilize sampling-based planners to compute candidate trajectories in the state space, which can be evaluated based on metrics that consider stochastic dynamics. Optimization-based approaches have been developed for planning in belief space [20, 21] by approximating beliefs as Gaussian distributions and computing a value function valid only in local regions of the belief space. Platt et al. [21] achieve fast performance by defining deterministic belief system dynamics based on the maximum likelihood observation assumption. Van den Berg et al. [20] require a feasible plan for initialization and then use iLQG to optimize the plan in belief space. We will show that B-SELQR, which considers stochastic dynamics, converges faster and more reliably than using iLQG in belief space and can plan from scratch.

## 3 Problem Definition

Let $\mathbb{X} \subset \mathbb{R}^{n}$ be the $n$-dimensional state space of the robot and let $\mathbb{U} \subset \mathbb{R}^{m}$ be the $m$-dimensional control input space of the robot. We consider robotic systems with differentiable stochastic dynamics and state- and control-dependent uncertainty modeled using Gaussian distributions. Let $\tau \in \mathbb{R}^{+}$denote time, and let us be given a continuous-time stochastic dynamics:

$$
\begin{equation*}
d \mathbf{x}(\tau)=\mathbf{f}(\mathbf{x}(\tau), \mathbf{u}(\tau), \tau) d \tau+N(\mathbf{x}(\tau), \mathbf{u}(\tau), \tau) d \mathbf{w}(\tau) \tag{1}
\end{equation*}
$$

with $\mathbf{f}: \mathbb{X} \times \mathbb{U} \times \mathbb{R}^{+} \rightarrow \dot{\mathbb{X}}$ and $N: \mathbb{X} \times \mathbb{U} \times \mathbb{R}^{+} \rightarrow \mathbb{R}^{n \times n}$, where $\mathbf{x}(\tau) \in \mathbb{X}$, $\mathbf{u}(\tau) \in \mathbb{U}$, and $\mathbf{w}(\tau)$ is a Wiener process with $d \mathbf{w}(\tau) \sim \mathcal{N}(\mathbf{0}, d \tau I)$.

We assume time is discretized into intervals of duration $\Delta$, and the time step $t \in \mathbb{N}$ starts at time $\tau=t \Delta$. As we will see in Sect.4.5, by integrating the continuous time dynamics both backward and forward in time, we can construct the stochastic discrete dynamics and the deterministic inverse discrete dynamics:

$$
\begin{align*}
\mathbf{x}_{t+1} & =\mathbf{g}_{t}\left(\mathbf{x}_{t}, \mathbf{u}_{t}\right)+M_{t}\left(\mathbf{x}_{t}, \mathbf{u}_{t}\right) \boldsymbol{\xi}_{t}  \tag{2}\\
\mathbf{x}_{t} & =\overline{\mathbf{g}}_{t}\left(\mathbf{x}_{t+1}, \mathbf{u}_{t}\right) \tag{3}
\end{align*}
$$

where $\boldsymbol{\xi}_{t} \sim \mathcal{N}(\mathbf{0}, I)$, with $\mathbf{g}_{t}, \overline{\mathbf{g}}_{t} \in \mathbb{X} \times \mathbb{U} \rightarrow \mathbb{X}$ and $M_{t} \in \mathbb{X} \times \mathbb{U} \rightarrow \mathbb{R}^{n \times n}$ as derived in Sect. 4.5. Note that $\mathbf{g}_{t}\left(\overline{\mathbf{g}}_{t}\left(\mathbf{x}_{t+1}, \mathbf{u}_{t}\right), \mathbf{u}_{t}\right)=\mathbf{x}_{t+1}$ and $\overline{\mathbf{g}}_{t}\left(\mathbf{g}_{t}\left(\mathbf{x}_{t}, \mathbf{u}_{t}\right), \mathbf{u}_{t}\right)=\mathbf{x}_{t}$.

Let the control objective be defined by a cost function that can incorporate metrics such as path length, control effort, and obstacle avoidance:

$$
\begin{equation*}
\mathbb{E}_{\mathbf{x}}\left[c_{l}\left(\mathbf{x}_{l}\right)+\sum_{t=0}^{l-1} c_{t}\left(\mathbf{x}_{t}, \mathbf{u}_{t}\right)\right] \tag{4}
\end{equation*}
$$

where $l \in \mathbb{N}^{+}$is the given time horizon and $c_{l}: \mathbb{X} \rightarrow \mathbb{R}$ and $c_{t}: \mathbb{X} \times \mathbb{U} \rightarrow \mathbb{R}$ are user-defined local cost functions. The expectation is taken because the dynamics are stochastic. We assume the local cost functions are twice differentiable and have positive (semi)definite Hessians: $\frac{\partial^{2} c_{l}}{\partial \mathbf{x} \partial \mathbf{x}} \geq 0, \frac{\partial^{2} c_{t}}{\partial \mathbf{u} \partial \mathbf{u}}>0, \frac{\partial^{2} c_{t}}{\partial\left[\mathbf{u}_{\mathbf{u}}^{\mathbf{X}}\right] \partial\left[\begin{array}{l}\mathbf{X}\end{array}\right]} \geq 0$. The objective is to compute a control policy $\boldsymbol{\pi}$ (defined by $\boldsymbol{\pi}_{t}: \mathbb{X} \rightarrow \mathbb{U}$ for all $t \in[0, l)$ ) such that selecting the controls $\mathbf{u}_{t}=\pi_{t}\left(\mathbf{x}_{t}\right)$ minimizes Eq. (4) subject to the stochastic discrete-time dynamics. This problem is addressed in Sect. 4.

For robotic systems with imperfect (e.g., partial and noisy) sensing, it is often beneficial during planning to explicitly consider the sensing uncertainty. We assume sensors provide data according to a stochastic observation model:

$$
\begin{equation*}
\mathbf{z}_{t}=\mathbf{h}\left(\mathbf{x}_{t}\right)+\mathbf{n}_{t}, \quad \mathbf{n}_{t} \sim \mathcal{N}\left(\mathbf{0}, V\left(\mathbf{x}_{t}\right)\right) \tag{5}
\end{equation*}
$$

where $\mathbf{z}_{t}$ is the sensor measurement at step $t$ and the noise is state-dependent and drawn from a given Gaussian distribution. We formulate this motion planning problem as a POMDP by defining the belief state $\mathbf{b}_{t} \in \mathbb{B}$, which is the distribution of the state $\mathbf{x}_{t}$ given all past controls and sensor measurements. We approximate belief states using Gaussian distributions. In belief space we define the cost function as

$$
\begin{equation*}
\mathbb{E}_{\mathbf{z}}\left[c_{l}\left(\mathbf{b}_{l}\right)+\sum_{t=0}^{l-1} c_{t}\left(\mathbf{b}_{t}, \mathbf{u}_{t}\right)\right] \tag{6}
\end{equation*}
$$

where the local cost functions are defined analogously to Eq. (4). The objective for this problem is to compute a control policy $\pi$ (defined by $\boldsymbol{\pi}_{t}: \mathbb{B} \rightarrow \mathbb{U}$ for all $t \in[0, l)$ ) in order to minimize Eq. (6) subject to the stochastic discrete-time dynamics. This problem is addressed in Sect. 5.

## 4 Stochastic Extended LQR

SELQR explicitly considers a system's stochastic nature in the planning phase and computes a nominal trajectory and an associated linear control policy that consider the impact of uncertainty. With the control policy from SELQR, the robot then executes
the plan in a closed-loop fashion with sensor feedback. As in related methods such as iLQG [12], SELQR approximates the value functions quadratically by linearizing the dynamics and quadratizing the cost functions. But, as we will show, SELQR uses a novel approach to compute promising candidate trajectories around which to linearize the dynamics and quadratize the cost functions, enabling faster performance.

### 4.1 Method Overview

To consider non-linear dynamics and any cost function with positive (semi)definite Hessians, SELQR uses an iterative approach that linearizes the (stochastic) dynamics and locally quadratizes the cost functions in each iteration. As shown in Algorithm 1 and described below, each iteration includes both a forward pass and a backward pass, where each pass performs value iteration.

As in LQR, SELQR uses backward value iteration to compute a control policy $\pi$ and, for all $t$, the cost-to-go $v_{t}(\mathbf{x})$, which is the minimum expected future cost that will be accrued between time step $t$ (including the cost at time step $t$ ) and time step $l$ if the robot starts at $\mathbf{x}$ at time step $t$. The backward value iteration, as described in Sect.4.2, considers stochastic dynamics. SELQR also uses forward value iteration to compute the cost-to-come $\bar{v}_{t}(\mathbf{x})$, which computes the minimum past cost that was accrued from time step 0 to step $t$ (excluding the cost at time step $t$ ) assuming the robot's dynamics is deterministic, as described in Sect.4.3. The sum of $v_{t}(\mathbf{x})$ and $\bar{v}_{t}(\mathbf{x})$ provides an estimate of $\hat{v}_{t}(\mathbf{x})$, the minimum expected total cost for the entire task execution given that the robot passes through state $\mathbf{x}$ at step $t$. Selecting $\mathbf{x}$ to minimize $\hat{v}_{t}$ yields a sequence of smoothed states

$$
\begin{equation*}
\hat{\mathbf{x}}_{t}=\operatorname{argmin}_{\mathbf{x}} \hat{v}_{t}(\mathbf{x})=\operatorname{argmin}_{\mathbf{x}}\left(\bar{v}_{t}(\mathbf{x})+v_{t}(\mathbf{x})\right), \quad 0 \leq t \leq l . \tag{7}
\end{equation*}
$$

At each iteration, SELQR linearizes the (stochastic) dynamics and quadratizes the cost function around the smoothed states. With each iteration, SELQR progressively improves the estimate of the cost-to-come and cost-to-go at each state along a plan, and hence improves its estimate of the minimum expected total cost. With this improved estimate comes a better control policy. The algorithm terminates when the estimated total cost converges. The output of the motion planner is the control policy $\pi_{t}$ for all $t$, where each $\pi_{t}$ is computed during the backward value iteration, which considers the stochastic dynamics. During execution, a robot at state $\mathbf{x}$ executes control $\mathbf{u}_{t}=\boldsymbol{\pi}_{t}(\mathbf{x})$ at time step $t$.

SELQR accounts for non-linear dynamics and non-quadratic cost functions in a manner inspired in part by the iterated Kalman Smoother [5], which iteratively performs a forward pass (filtering) and a backward pass (smoothing) and at each iteration linearizes the non-linear system around the states from the smoothing pass. Likewise, SELQR consists of a backward pass (a backward value iteration) and a forward pass (a forward value iteration). The combination of these two passes at each iteration enables us to compute smoothed states around which we linearize the (stochastic) dynamics and quadratize the cost functions.

```
Algorithm 1: SELQR
    Input: stochastic continuous-time dynamics (Eq. 1); \(c_{t}\) : local cost functions for \(0 \leq t \leq l\);
            \(\Delta\) : time step duration; \(l\) : number of time steps
    Variables: \(\hat{\mathbf{x}}\) : smoothed states; \(\boldsymbol{\pi}\) : control policy; \(\overline{\boldsymbol{\pi}}\) : inverse control policy; \(v_{t}\) : cost-to-go
                function; \(\bar{v}_{t}\) : cost-to-come function
    \(\boldsymbol{\pi}_{t}=0, S_{t}=0, \mathbf{s}_{t}=\mathbf{0}, s_{t}=0\)
    repeat
        \(\bar{S}_{0}:=0, \overline{\mathbf{s}}_{0}:=0, \bar{s}_{0}:=0\)
        for \(t:=0 ; t<l ; t:=t+1\) do
            \(\hat{\mathbf{x}}_{t}=-\left(S_{t}+\bar{S}_{t}\right)^{-1}\left(\mathbf{s}_{t}+\overline{\mathbf{s}}_{t}\right) \quad\) (smoothed states)
            \(\hat{\mathbf{u}}_{t}=\pi_{t}\left(\hat{\mathbf{x}}_{t}\right), \quad \hat{\mathbf{x}}_{t+1}=\mathbf{g}\left(\hat{\mathbf{x}}_{t}, \hat{\mathbf{u}}_{t}\right)\)
            Linearize inverse discrete dynamics around ( \(\hat{\mathbf{x}}_{t+1}, \hat{\mathbf{u}}_{t}\) ) (Eq. (16))
            Quadratize \(c_{t}\) around ( \(\hat{\mathbf{x}}_{t}, \hat{\mathbf{u}}_{t}\) ) (Eq. (12))
            Compute \(\bar{S}_{t+1}, \overline{\mathbf{s}}_{t+1}, \bar{s}_{t+1}, \bar{v}_{t+1}, \overline{\boldsymbol{\pi}}_{t}\) (forward value iteration in Sec. 4.3)
        end
        Quadratize \(c_{l}\) around \(\hat{\mathbf{x}}_{l}\) in the form of Eq. (12) to compute \(Q_{l}, \mathbf{q}_{l}\), and \(q_{l}\)
        \(S_{l}:=Q_{l}, \mathbf{s}_{l}:=\mathbf{q}_{l}\), and \(s_{l}:=q_{l}\).
        for \(t:=l-1 ; t \geq 0 ; t:=t-1\) do
            \(\hat{\mathbf{x}}_{t+1}=-\left(S_{t+1}+\bar{S}_{t+1}\right)^{-1}\left(\mathbf{s}_{t+1}+\overline{\mathbf{s}}_{t+1}\right) \quad\) (smoothed states)
            \(\hat{\mathbf{u}}_{t}=\overline{\boldsymbol{\pi}}_{t}\left(\hat{\mathbf{x}}_{t+1}\right), \quad \hat{\mathbf{x}}_{t}=\overline{\mathbf{g}}\left(\hat{\mathbf{x}}_{t+1}, \hat{\mathbf{u}}_{t}\right)\)
            Linearize stochastic discrete dynamics around ( \(\hat{\mathbf{x}}_{t}, \hat{\mathbf{u}}_{t}\) ) (Eq. (11))
            Quadratize \(c_{t}\) around ( \(\hat{\mathbf{x}}_{t}, \hat{\mathbf{u}}_{t}\) ) (Eq. (12))
            Compute \(S_{t}, \mathbf{s}_{t}, s_{t}, v_{t}, \boldsymbol{\pi}_{t}\) (backward value iteration in Sec. 4.2)
        end
    until Converged (e.g., vo stops changing significantly);
    return \(\boldsymbol{\pi}_{t}\) for \(0 \leq t \leq l\)
```


### 4.2 Backward Pass

We assume the cost-to-come functions $\bar{v}_{t}(\mathbf{x})$, the inverse control policy $\overline{\boldsymbol{\pi}}_{t}$, and the smoothed state $\hat{\mathbf{x}}_{l}$ are available from the previous forward pass. The backward pass computes cost-to-go functions $v_{t}(\mathbf{x})$ and control policy $\boldsymbol{\pi}_{t}$, using the approach of backward value iteration [22] in a backward recursive manner:

$$
\begin{align*}
v_{\ell}(\mathbf{x})=c_{\ell}(\mathbf{x}), & v_{t}(\mathbf{x}) \tag{8}
\end{align*}=\min _{\mathbf{u}}\left(c_{t}(\mathbf{x}, \mathbf{u})+\mathbb{E}_{\boldsymbol{\xi}_{t}}\left[v_{t+1}\left(\mathbf{g}_{t}(\mathbf{x}, \mathbf{u})+M_{t}(\mathbf{x}, \mathbf{u}) \boldsymbol{\xi}_{t}\right)\right]\right),
$$

To make the backward value iteration tractable, SELQR linearizes the stochastic dynamics and quadratizes the local cost functions to maintain a quadratic form of the cost-to-go function $v_{t}(\mathbf{x}): v_{t}(\mathbf{x})=\frac{1}{2} \mathbf{x}^{T} S_{t} \mathbf{x}+\mathbf{x}^{T} \mathbf{s}_{t}+s_{t}$. The backward pass starts from step $l$ by quadratizing $c_{l}(\mathbf{x})$ around $\hat{\mathbf{x}}_{l}$ (line 11) as

$$
\begin{equation*}
c_{l}(\mathbf{x})=\frac{1}{2} \mathbf{x}^{T} Q_{l} \mathbf{x}+\mathbf{x}^{T} \mathbf{q}_{l}+q_{l}, \tag{9}
\end{equation*}
$$

and constructing quadratic $v_{l}(\mathbf{x})$ by setting $S_{l}=Q_{l}, \mathbf{s}_{l}=\mathbf{q}_{l}$, and $s_{l}=q_{l}$. Starting from $t=l-1, v_{t+1}(\mathbf{x})$ is available. To proceed to step $t$, SELQR first computes

$$
\begin{equation*}
\hat{v}_{t+1}(\mathbf{x})=\frac{1}{2} \mathbf{x}^{T}\left(S_{t+1}+\bar{S}_{t+1}\right) \mathbf{x}+\mathbf{x}^{T}\left(\mathbf{s}_{t+1}+\overline{\mathbf{s}}_{t+1}\right)+\left(s_{t+1}+\bar{s}_{t+1}\right) \tag{10}
\end{equation*}
$$

Minimizing the quadratic $\hat{v}_{t+1}(\mathbf{x})$ with respect to $\mathbf{x}$ gives the smoothed states $\hat{\mathbf{x}}_{t+1}$ (line 14). With the inverse control policy $\overline{\boldsymbol{\pi}}_{t}$ from the last forward pass, SELQR computes $\hat{\mathbf{u}}_{t}$ and $\hat{\mathbf{x}}_{t}$ (line 15), around which the stochastic discrete dynamics can be linearized as

$$
\begin{equation*}
\mathbf{g}_{t}(\mathbf{x}, \mathbf{u})=A_{t} \mathbf{x}+B_{t} \mathbf{u}+\mathbf{a}_{t}, \quad M_{t}^{(i)}(\mathbf{x}, \mathbf{u})=F_{t}^{i} \mathbf{x}+G_{t}^{i} \mathbf{u}+\mathbf{e}_{t}^{i}, \quad 1<i \leq n \tag{11}
\end{equation*}
$$

where $M_{t}^{(i)}$ denotes the $i$ 'th column of matrix $M_{t}$, and $A_{t}, B_{t}, F_{t}^{i}, G_{t}^{i}, \mathbf{a}_{t}$, and $\mathbf{e}_{t}^{i}$ are given matrices and vectors of the appropriate dimension, and the cost function $c_{t}$ can be quadratized as

$$
c_{t}(\mathbf{x}, \mathbf{u})=\frac{1}{2}\left[\begin{array}{l}
\mathbf{x}  \tag{12}\\
\mathbf{u}
\end{array}\right]^{T}\left[\begin{array}{cc}
Q_{t} & P_{t}^{T} \\
P_{t} & R_{t}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x} \\
\mathbf{u}
\end{array}\right]+\left[\begin{array}{l}
\mathbf{x} \\
\mathbf{u}
\end{array}\right]^{T}\left[\begin{array}{l}
\mathbf{q}_{t} \\
\mathbf{r}_{t}
\end{array}\right]+q_{t}
$$

By substituting the linear stochastic dynamics and quadratic local cost function into Eq. 8, expanding the expectation, and then collecting terms, we get a quadratic expression of the value function $v_{t}(\mathbf{x})$,

$$
v_{t}(\mathbf{x})=\min _{\mathbf{u}}\left(\frac{1}{2}\left[\begin{array}{l}
\mathbf{x}  \tag{13}\\
\mathbf{u}
\end{array}\right]^{T}\left[\begin{array}{ll}
C_{t} & E_{t}^{T} \\
E_{t} & D_{t}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x} \\
\mathbf{u}
\end{array}\right]+\left[\begin{array}{l}
\mathbf{x} \\
\mathbf{u}
\end{array}\right]^{T}\left[\begin{array}{l}
\mathbf{c}_{t} \\
\mathbf{d}_{t}
\end{array}\right]+e_{t}\right)
$$

where $C_{t}, D_{t}, E_{t}, \mathbf{c}_{t}, \mathbf{d}_{t}, e_{t}$ are parameterized by $S_{t+1}, \mathbf{s}_{t+1}, s_{t+1}, Q_{t}, \mathbf{q}_{t}, q_{t}, P_{t}, R_{t}$, $\mathbf{r}_{t}, A_{t}, B_{t}, \mathbf{a}_{t}, F_{t}^{i}, G_{t}^{i}$, and $e_{t}^{i}$ following the similar derivation in [12]. Minimizing Eq. (13) with respect to $\mathbf{u}$ gives the linear control policy:

$$
\begin{equation*}
\mathbf{u}=\boldsymbol{\pi}_{t}(\mathbf{x})=-D_{t}^{-1} E_{t} \mathbf{x}-D_{t}^{-1} \mathbf{d}_{t} \tag{14}
\end{equation*}
$$

Filling $\mathbf{u}$ back into Eq. (13) gives $v_{t}(\mathbf{x})$ as a quadratic function of $\mathbf{x}$ with $S_{t}=$ $C_{t}-E_{t}^{T} D_{t}^{-1} E_{t}, \mathbf{s}_{t}=\mathbf{c}_{t}-E_{t}^{T} D_{t}^{-1} \mathbf{d}_{t}$, and $s_{t}=e_{t}-\frac{1}{2} \mathbf{d}_{t}^{T} D_{t}^{-1} \mathbf{d}_{t}$ (line 18).

### 4.3 Forward Pass

The forward pass recursively computes the cost-to-come functions $\bar{v}_{t}(\mathbf{x})$ and the inverse control policy $\overline{\boldsymbol{\pi}}_{t}$ using forward value iteration [9]:

$$
\begin{align*}
\bar{v}_{0}(\mathbf{x})=0, \quad \bar{v}_{t+1}(\mathbf{x}) & =\min _{\mathbf{u}}\left(c_{t}\left(\overline{\mathbf{g}}_{t}(\mathbf{x}, \mathbf{u}), \mathbf{u}\right)+\bar{v}_{t}\left(\overline{\mathbf{g}}_{t}(\mathbf{x}, \mathbf{u})\right)\right),  \tag{15}\\
\overline{\boldsymbol{\pi}}_{t}(\mathbf{x}) & =\arg \min _{\mathbf{u}}\left(c_{t}\left(\overline{\mathbf{g}}_{t}(\mathbf{x}, \mathbf{u}), \mathbf{u}\right)+\bar{v}_{t}\left(\overline{\mathbf{g}}_{t}(\mathbf{x}, \mathbf{u})\right)\right) .
\end{align*}
$$

To make the forward value iteration tractable, we linearize the inverse dynamics and quadratize the local cost functions so that we can maintain a quadratic form of the cost-to-come function $\bar{v}_{t}(\mathbf{x}): \bar{v}_{t}(\mathbf{x})=\frac{1}{2} \mathbf{x}^{T} \bar{S}_{t} \mathbf{x}+\mathbf{x}^{T} \overline{\mathbf{S}}_{t}+\bar{s}_{t}$.

The forward pass starts from time step 0 (line 3) to construct the quadratic $\bar{v}_{0}(\mathbf{x})$ by setting $\bar{S}_{0}=0, \overline{\mathbf{s}}_{0}=\mathbf{0}$, and $\bar{s}_{0}=0$. At time step $t$, we assume $\bar{v}_{t}(\mathbf{x})$ and $v_{t}(\mathbf{x})$ are available. To proceed to step $t+1$, SELQR first computes the smoothed state $\hat{\mathbf{x}}_{t}$ by minimizing the sum of $v_{t}(\mathbf{x})$ and $\bar{v}_{t}(\mathbf{x})$ (line 5) which are quadratic. Since $\boldsymbol{\pi}_{t}$ is available, SELQR then computes the $\hat{\mathbf{u}}_{t}$ and $\hat{\mathbf{x}}_{t+1}$ as shown in line 7 . Then, the deterministic inverse discrete dynamics is linearized around ( $\hat{\mathbf{x}}_{t+1}, \hat{\mathbf{u}}_{t}$ ):

$$
\begin{equation*}
\overline{\mathbf{g}}_{t}(\mathbf{x}, \mathbf{u})=\bar{A}_{t} \mathbf{x}+\bar{B}_{t} \mathbf{u}+\overline{\mathbf{a}}_{t}, \tag{16}
\end{equation*}
$$

where $\bar{A}_{t}, \bar{B}_{t}$, and $\overline{\mathbf{a}}_{t}$ are given matrices and vectors of the appropriate dimension, and the local cost function $c_{t}$ is quadratized around $\left(\hat{\mathbf{x}}_{t}, \hat{\mathbf{u}}_{t}\right)$ to get the quadratic form as in Eq. (12).

Substituting the linearized inverse dynamics and quadratic local cost function into Eq. (15), expanding the expectation, and then collecting terms, we get a quadratic expression for $\bar{v}_{t+1}(\mathbf{x})$,

$$
\bar{v}_{t+1}(\mathbf{x})=\min _{\mathbf{u}}\left(\frac{1}{2}\left[\begin{array}{l}
\mathbf{x}  \tag{17}\\
\mathbf{u}
\end{array}\right]^{T}\left[\begin{array}{ll}
\bar{C}_{t} & \bar{E}_{t}^{T} \\
\bar{E}_{t} & \bar{D}_{t}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x} \\
\mathbf{u}
\end{array}\right]+\left[\begin{array}{l}
\mathbf{x} \\
\mathbf{u}
\end{array}\right]^{T}\left[\begin{array}{c}
\overline{\mathbf{c}}_{t} \\
\overline{\mathbf{d}}_{t}
\end{array}\right]+\bar{e}_{t}\right),
$$

where $\bar{C}_{t}, \bar{D}_{t}, \bar{E}_{t}, \overline{\mathbf{c}}_{t}, \overline{\mathbf{d}}_{t}, \bar{e}_{t}$ are computed from $\bar{S}_{t}, \overline{\mathbf{s}}_{t}, \bar{s}_{t}, \bar{A}_{t}, \bar{B}_{t}, \overline{\mathbf{a}}_{t}, Q_{t}, \mathbf{q}_{t}, q_{t}, P_{t}$, $R_{t}$, and $\mathbf{r}_{t}$ following the derivation in [9]. The corresponding linear inverse control policy that minimizes Eq. (17) has the form

$$
\begin{equation*}
\mathbf{u}_{t}=\overline{\boldsymbol{\pi}}_{t}\left(\mathbf{x}_{t+1}\right)=-\bar{D}_{t}^{-1} \bar{E}_{t} \mathbf{x}_{t+1}-\bar{D}_{t}^{-1} \overline{\mathbf{d}}_{t} . \tag{18}
\end{equation*}
$$

Plugging $\mathbf{u}_{t}$ into Eq. (17) gives $\bar{v}_{t+1}(\mathbf{x})$ as a quadratic function of $\mathbf{x}$ with $\bar{S}_{t+1}=$ $\bar{C}_{t}-\bar{E}_{t}^{T} \bar{D}_{t}^{-1} \bar{E}_{t}, \overline{\mathbf{s}}_{t+1}=\overline{\mathbf{c}}_{t}-\bar{E}_{t}^{T} \bar{D}_{t}^{-1} \overline{\mathbf{d}}_{t}$, and $\bar{s}_{t+1}=\bar{e}_{t}-\frac{1}{2} \overline{\mathbf{d}}_{t}^{T} \bar{D}_{t}^{-1} \overline{\mathbf{d}}_{t}$ (line 9).

### 4.4 Iterative Forward and Backward Value Iteration

Without any a priori knowledge, SELQR initializes the cost-to-go functions and the control policy to 0's (line 1). As shown in Algorithm 1, SELQR starts with a forward pass and then iteratively performs backward passes and forward passes until convergence (e.g., $v_{0}$ stops changing significantly). Similar to the iterated Kalman Smoother and to Extended LQR [9], SELQR performs Gauss-Newton like updates toward a local optimum.

Informed search methods often achieve speedups in practice by exploring from states that minimize a heuristic cost function. Analogously, in SELQR, the cost-togo provides the minimum expected future cost, and the cost-to-come estimates the minimum expected cost that has been already accrued. The forward value iteration uses a deterministic inverse dynamics due to the intractability of computing a stochastic discrete inverse dynamics. Hence, the function $\hat{v}_{t}(\mathbf{x})$ estimates the minimum
total cost assuming the robot passes through a given state $\mathbf{x}$ at time step $t$. Previous methods such as iLQG choose states for linearization and quadratization by blindly shooting the control policy from the last iteration without any information about the cost functions. These methods usually need measures such as line search to maintain stability. By computing smoothed states that are informed by cost for linearization and quadratization, we show, experimentally, that our method provides faster convergence.

### 4.5 Discrete-Time Dynamics Implementation

If $\mathbf{f}(\mathbf{x}, \mathbf{u}, \tau)$ in Eq. (1) is linear in $\mathbf{x}$ and $N$ is not dependent on $\mathbf{x}$, then the distribution of the state at any time $\tau$ is given by $\mathbf{x}(\tau) \sim \mathcal{N}(\hat{\mathbf{x}}(\tau), \Sigma(\tau))$, where $\hat{\mathbf{x}}(\tau)$ and $\Sigma(\tau)$ are defined by the following system of differential equations:

$$
\dot{\hat{\mathbf{x}}}=\mathbf{f}(\hat{\mathbf{x}}, \mathbf{u}, \tau), \quad \dot{\Sigma}=\frac{\partial \mathbf{f}}{\partial \mathbf{x}}(\hat{\mathbf{x}}, \mathbf{u}, \tau) \Sigma+\Sigma \frac{\partial \mathbf{f}}{\partial \mathbf{x}}(\hat{\mathbf{x}}, \mathbf{u}, \tau)^{T}+N(\hat{\mathbf{x}}, \mathbf{u}, \tau) N(\hat{\mathbf{x}}, \mathbf{u}, \tau)^{T} .
$$

For non-linear $\mathbf{f}$ and state- and control-dependent $N$, the equations provide firstorder approximations. Instead of using an Euler integration [12], we use the RungeKutta method (RK4) to integrate the differential equations for $\hat{\mathbf{x}}$ and $\Sigma$ forward in time simultaneously to compute $\mathbf{g}_{t}$ and $M_{t}$ in Eq. (2), and integrate the differential equation for $\hat{\mathbf{x}}$ to compute the $\overline{\mathbf{g}}_{t}$ in Eq. (3).

## 5 Stochastic Extended LQR in Belief Space

We introduce B-SELQR, a belief-state variant of SELQR for robotic systems with both motion and sensing uncertainty, where beliefs are modeled with Gaussian distributions. With an imperfect sensing model defined in the form of Eq. (5) and an objective function in the form of Eq. (6), the motion planning problem is a POMDP. B-SELQR needs a stochastic discrete forward belief dynamics and a deterministic discrete inverse belief dynamics. While the stochastic belief dynamics (Sect.5.1) can be modeled by an Extended Kalman Filter (EKF) [23] as shown in [20], the key challenge here is to develop the deterministic discrete inverse belief dynamics. We will show in Sect. 5.2 that the inverse belief dynamics can be derived by inverting the EKF.

### 5.1 Stochastic Discrete Belief Dynamics

Let us be given the belief of the robot's state at time step $t$ as $\mathbf{x}_{t} \sim \mathcal{N}\left(\hat{\mathbf{x}}_{t}, \Sigma_{t}\right)$ and a control input $\mathbf{u}_{t}$ that the robot will execute at time step $t$. The EKF is used to model
the stochastic forward belief dynamics [20] by

$$
\begin{align*}
& \hat{\mathbf{x}}_{t+1}=\mathbf{g}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}\right)+\mathbf{w}_{t}, \quad \mathbf{w}_{t} \sim \mathcal{N}\left(\mathbf{0}, K_{t} H_{t} \Gamma_{t+1}\right),  \tag{19}\\
& \Sigma_{t+1}=\Gamma_{t+1}-K_{t} H_{t} \Gamma_{t+1}
\end{align*}
$$

where

$$
\begin{array}{ll}
\Gamma_{t+1}=A_{t} \Sigma_{t} A_{t}^{T}+M_{t}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}\right) M_{t}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}\right)^{T}, & A_{t}=\frac{\partial \mathbf{g}}{\partial \mathbf{x}}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}\right), \\
K_{t}=\Gamma_{t+1} H_{t}^{T}\left(H_{t} \Gamma_{t+1} H_{t}^{T}+V\left(\hat{\mathbf{x}}_{t+1}^{\prime}\right)\right)^{-1}, & H_{t}=\frac{\partial \mathbf{h}}{\partial \mathbf{x}}\left(\mathbf{g}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}\right)\right) .
\end{array}
$$

We refer readers to [20] for details of the derivation. Defining the belief $\mathbf{b}_{t}=$ $\left[\hat{\mathbf{x}}_{t}^{T}, \operatorname{vec}\left[\sqrt{\Sigma_{t}}\right]^{T}\right]^{T}$, the stochastic belief dynamics is given by

$$
\begin{equation*}
\mathbf{b}_{t+1}=\Phi\left(\mathbf{b}_{t}, \mathbf{u}_{t}\right)+W\left(\mathbf{b}_{t}, \mathbf{u}_{t}\right) \xi_{t}, \quad \boldsymbol{\xi}_{t} \sim \mathcal{N}(0, I) \tag{20}
\end{equation*}
$$

where $W\left(\mathbf{b}_{t}, \mathbf{u}_{t}\right)=\left[{\sqrt{K_{t} H_{t} \Gamma_{t+1}}}^{T}, 0\right]^{T}$ and vec $[Z]$ returns a vector consisting of all the columns of matrix $Z$. The dynamics is stochastic since the observation is treated as a random variable.

### 5.2 Deterministic Inverse Discrete Belief Dynamics

To derive a deterministic inverse belief dynamics, we use the maximum likelihood observation assumption as introduced in [21].

Proposition 1 (Deterministic Inverse Discrete Belief Dynamics) We assume an EKF with the maximum likelihood observation assumption is used to propagate the beliefs forward in time. Given $\mathbf{b}_{t+1}=\left[\hat{\mathbf{x}}_{t+1}^{T}, \operatorname{vec}\left[\sqrt{\Sigma_{t+1}}\right]^{T}\right]^{T}$ and the control input $\mathbf{u}_{t}$ applied at time step $t$, there exists a belief $\mathbf{b}_{t}=\left[\hat{\mathbf{x}}_{t}^{T}, \operatorname{vec}\left[\sqrt{\Sigma_{t}}\right]^{T}\right]^{T}$ such that $\mathbf{b}_{t+1}=$ $\Phi\left(\mathbf{b}_{t}, \mathbf{u}_{t}\right)$ and $\mathbf{b}_{t}$ is represented by

$$
\begin{align*}
& \hat{\mathbf{x}}_{t}=\overline{\mathbf{g}}\left(\hat{\mathbf{x}}_{t+1}, \mathbf{u}_{t}\right)  \tag{21}\\
& \Sigma_{t}=\bar{A}_{t}^{-1}\left(\bar{\Gamma}_{t}-\bar{M}_{t} \bar{M}_{t}^{T}\right) \bar{A}_{t}^{-T} \tag{22}
\end{align*}
$$

where

$$
\begin{align*}
& \bar{M}_{t}=M_{t}\left(\overline{\mathbf{g}}\left(\hat{\mathbf{x}}_{t+1}, \mathbf{u}_{t}\right), \mathbf{u}_{t}\right), \quad \bar{A}_{t}=\frac{\partial \mathbf{g}}{\partial \mathbf{x}}\left(\overline{\mathbf{g}}\left(\hat{\mathbf{x}}_{t+1}, \mathbf{u}_{t}\right), \mathbf{u}_{t}\right), \\
& \bar{\Gamma}_{t}=\left(I-\Sigma_{t+1} \bar{H}_{t}^{T} \bar{V}_{t}^{-1} \bar{H}_{t}\right)^{-1} \Sigma_{t+1}, \quad \bar{H}_{t}=\frac{\partial \mathbf{h}}{\partial \mathbf{x}}\left(\hat{\mathbf{x}}_{t+1}\right), \quad \bar{V}_{t}=V\left(\hat{\mathbf{x}}_{t+1}\right) . \tag{23}
\end{align*}
$$

Proof Let us assume $\mathbf{x}_{t+1} \sim \mathcal{N}\left(\hat{\mathbf{x}}_{t+1}^{\prime}, \Sigma_{t+1}^{\prime}\right)$ is the prior belief obtained from the process update of the EKF by evolving the system dynamics from time step $t$ to $t+1$
before any observation is received. With the prior belief, let us assume an observation $\mathbf{z}_{t+1}$ is received, and then the EKF updates the belief as follows:

$$
\begin{equation*}
\hat{\mathbf{x}}_{t+1}=\hat{\mathbf{x}}_{t+1}^{\prime}+\bar{K}_{t}\left(\mathbf{z}_{t+1}-\mathbf{h}\left(\hat{\mathbf{x}}_{t+1}^{\prime}\right)\right), \quad \Sigma_{t+1}=\Sigma_{t+1}^{\prime}-\bar{K}_{t} \tilde{H}_{t} \Sigma_{t+1}^{\prime} \tag{24}
\end{equation*}
$$

where $\tilde{H}_{t}=\frac{\partial \mathbf{h}}{\partial \mathbf{x}}\left(\hat{\mathbf{x}}_{t+1}^{\prime}\right)$ and

$$
\begin{equation*}
\bar{K}_{t}=\Sigma_{t+1}^{\prime} \tilde{H}_{t}^{T}\left(\tilde{H}_{t} \Sigma_{t+1}^{\prime} \tilde{H}_{t}^{T}+V\left(\hat{\mathbf{x}}_{t+1}^{\prime}\right)\right)^{-1} \tag{25}
\end{equation*}
$$

The maximum likelihood observation assumption means $\mathbf{z}_{t+1}=\mathbf{h}\left(\hat{\mathbf{x}}_{t+1}^{\prime}\right)$. Hence we see $\hat{\mathbf{x}}_{t+1}=\hat{\mathbf{x}}_{t+1}^{\prime}$ from Eq. (24).Due to this equivalence we can see that $\bar{H}_{t}=\tilde{H}_{t}$ and $\bar{V}_{t}=V\left(\overline{\mathbf{x}}_{t+1}^{\prime}\right)\left(\bar{H}_{t}\right.$ and $\bar{V}_{t}$ are defined in Eqs. (23)). Hence, Eq. (25) can be re-written using $\bar{H}_{t}$ and $\bar{V}_{t}$ as

$$
\begin{equation*}
\bar{K}_{t}=\Sigma_{t+1}^{\prime} \bar{H}_{t}^{T}\left(\bar{H}_{t} \Sigma_{t+1}^{\prime} \bar{H}_{t}^{T}+\bar{V}_{t}\right)^{-1} \tag{26}
\end{equation*}
$$

By right multiplying $\left(\bar{H}_{t} \Sigma_{t+1}^{\prime} \bar{H}_{t}^{T}+\bar{V}_{t}\right)$ on both sides of the above equation and then subtracting the term $\bar{K}_{t} \bar{H}_{t} \Sigma_{t+1}^{\prime} \bar{H}_{t}^{T}$ on both sides, we get

$$
\begin{equation*}
\bar{K}_{t} \bar{V}_{t}=\left(\Sigma_{t+1}^{\prime}-\bar{K}_{t} \bar{H}_{t} \Sigma_{t+1}^{\prime}\right) \bar{H}_{t}^{T} \tag{27}
\end{equation*}
$$

By substituting $\Sigma_{t+1}$ from Eq. (24) into the above equation and then right multiplying $\bar{V}_{t}^{-1}$ on both sides, we get the expression for $\bar{K}_{t}$,

$$
\begin{equation*}
\bar{K}_{t}=\Sigma_{t+1} \bar{H}_{t}^{T} \bar{V}_{t}^{-1} \tag{28}
\end{equation*}
$$

Then, we substitute Eq. (28) back into Eq. (24) and then solve for $\Sigma_{t+1}^{\prime}$,

$$
\begin{equation*}
\Sigma_{t+1}^{\prime}=\left(I-\Sigma_{t+1} \bar{H}_{t}^{T} \bar{V}_{t}^{-1}\right)^{-1} \Sigma_{t+1} \tag{29}
\end{equation*}
$$

The process update of EKF can be modeled as

$$
\begin{equation*}
\hat{\mathbf{x}}_{t+1}^{\prime}=\mathbf{g}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}\right), \quad \Sigma_{t+1}^{\prime}=\frac{\partial \mathbf{g}}{\partial \mathbf{x}}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}\right) \Sigma_{t} \frac{\partial \mathbf{g}}{\partial \mathbf{x}}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}\right)^{T}+M_{t}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}\right) M_{t}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}\right)^{T} . \tag{30}
\end{equation*}
$$

Since $\hat{\mathbf{x}}_{t+1}^{\prime}=\mathbf{g}\left(\hat{\mathbf{x}}_{t}, \mathbf{u}_{t}\right)$ and $\hat{\mathbf{x}}_{t+1}^{\prime}=\hat{\mathbf{x}}_{t+1}$, we see $\hat{\mathbf{x}}_{t}=\overline{\mathbf{g}}\left(\hat{\mathbf{x}}_{t+1}^{\prime}, \mathbf{u}_{t}\right)=\overline{\mathbf{g}}\left(\hat{\mathbf{x}}_{t+1}, \mathbf{u}_{t}\right)$. Hence, we prove Eq. (21).

Substituting $\hat{\mathbf{x}}_{t}=\overline{\mathbf{g}}\left(\hat{\mathbf{x}}_{t+1}, \mathbf{u}_{t}\right)$ into Eq. (30), we get $\Sigma_{t+1}^{\prime}=\bar{A}_{t} \Sigma_{t} \bar{A}_{t}^{T}+\bar{M}_{t} \bar{M}_{t}^{T}$, where $\bar{A}_{t}$ and $\bar{M}_{t}$ are defined in Eqs. (23). We then solve for $\Sigma_{t}$ and get

$$
\begin{equation*}
\Sigma_{t}=\bar{A}_{t}^{-1}\left(\Sigma_{t+1}^{\prime}-\bar{M}_{t} \bar{M}_{t}^{T}\right) \bar{A}_{t}^{-T} \tag{31}
\end{equation*}
$$

By substituting Eq. (29) into Eq. (31), we prove Eq. (22).
Equations (21) and (22) model the deterministic discrete inverse belief dynamics, which we write as $\mathbf{b}_{t}=\bar{\Phi}\left(\mathbf{b}_{t+1}, \mathbf{u}_{t}\right)$. One can show that $\mathbf{b}_{t+1}=\Phi\left(\bar{\Phi}\left(\mathbf{b}_{t+1}, \mathbf{u}_{t}\right), \mathbf{u}_{t}\right)$. With the stochastic discrete forward belief dynamics and deterministic inverse belief dynamics, together with cost objective Eq. (6) defined over belief space, we can directly apply SELQR to planning in belief space.

## 6 Experiments

We demonstrate SELQR in simulation for a car-like robot, a quadrotor, and a medical steerable needle. Each robot must navigate in an environment with obstacles. We also apply B-SELQR to a car-like robot. We implemented the methods in C++ and ran scenarios on a PC with an Intel i3 2.4 GHz processor.

In our experiments, we used the local cost functions

$$
\begin{aligned}
c_{0}(\mathbf{x}, \mathbf{u}) & =\frac{1}{2}\left(\mathbf{x}-\mathbf{x}_{0}^{*}\right)^{T} Q_{0}\left(\mathbf{x}-\mathbf{x}_{0}^{*}\right)+\frac{1}{2}\left(\mathbf{u}-\mathbf{u}^{*}\right)^{T} R\left(\mathbf{u}-\mathbf{u}^{*}\right), \\
c_{t}(\mathbf{x}, \mathbf{u}) & =\frac{1}{2}\left(\mathbf{u}-\mathbf{u}^{*}\right)^{T} R\left(\mathbf{u}-\mathbf{u}^{*}\right)+f(\mathbf{x}), \quad c_{l}(\mathbf{x}, \mathbf{u})=\frac{1}{2}\left(\mathbf{x}-\mathbf{x}_{l}^{*}\right)^{T} Q_{l}\left(\mathbf{x}-\mathbf{x}_{l}^{*}\right) .
\end{aligned}
$$

where $Q_{0}, Q_{l}$, and $R$ are positive definite. We set $\mathbf{x}_{0}^{*}$ to be a given initial state and $\mathbf{x}_{l}^{*}$ to be a given goal state. Setting $Q_{0}$ and $Q_{l}$ infinitely large equates to fixing the initial state and goal state for planning. We set function $f(\mathbf{x})$ to enforce obstacle avoidance. For SELQR we used the same cost term as in [9]:

$$
\begin{equation*}
f(\mathbf{x})=q \sum_{i} \exp \left(-d_{i}(\mathbf{x})\right) \tag{32}
\end{equation*}
$$

where $q \in \mathbb{R}^{+}$and $d_{i}(\mathbf{x})$ is the signed distance between the robot at state $\mathbf{x}$ and the $i$ 'th obstacle. Since the Hessian of $f(\mathbf{x})$ is not always positive semidefinite, we regularize the Hessian by computing its eigendecomposition and setting the negative eigenvalues to zeros [9]. We assume each obstacle is convex. For non-convex obstacles, we apply convex decomposition. For B-SELQR, to approximately consider the probability of collision we set $f(\mathbf{b})=q \sum_{i} \exp \left(-d_{i}(\mathbf{b})\right)$, where $d_{i}(\mathbf{b})$ is the minimum number of standard deviations of the mean of the robot's belief distribution needed to move to the obstacle's surface [20].

### 6.1 Car-Like Robot in a 2-D Environment

We first apply SELQR to a non-holonomic car-like robot that navigates in a 2-D environment and can perfectly sense its state. The robot's state $\mathbf{x}=[x, y, \theta, v]$ consists of its position $(x, y)$, orientation $\theta$, and speed $v$. The control inputs $\mathbf{u}=[a, \phi]$ consist of acceleration $a$ and steering wheel angle $\phi$. The deterministic continuous dynamics is given by

$$
\begin{equation*}
\dot{x}=v \cos (\theta), \quad \dot{y}=v \sin (\theta), \quad \dot{\theta}=v \tan (\phi) / d, \quad \dot{v}=a \tag{33}
\end{equation*}
$$

where $d$ is the length of the car-like robot. We assume the dynamics is corrupted by noise from a Weiner process (Eq. 1) and define $N(\mathbf{x}(\tau), \mathbf{u}(\tau), \tau)=\alpha\|\mathbf{u}(\tau)\|$, $\alpha \in \mathbb{R}^{+}$. For the cost function we set $Q_{0}=Q_{l}=200 I, R=1.0 I$, and $q=0.2$.

Figure 2a shows the environment and the SELQR trajectory (illustrated by the path that results from following the control policy computed by SELQR assuming zero noise). Consideration of stochastic dynamics is important for good performance.


Fig. 2 a The SELQR trajectory for a car-like robot moving to a green goal while avoiding red obstacles. b Mean and standard deviations for the deviation from the goal over 1,000 simulations for SELQR and related methods with different noise levels

Figure 2 b shows the deviation from the goal for varying levels of noise $\alpha$. We compare with Extended LQR, which uses deterministic dynamics to compute the control policy, and with open-loop execution of SELQR's nominal trajectory, which performs poorly due to the motion uncertainty and need for feedback. The control policies from SELQR result in a smaller deviation from the goal since SELQR explicitly considers the control-dependent noise.

In Table 1, we show SELQR's fast convergence for different values of $\Delta$. The results are averages of 100 independent runs for random instances. In each instance, the initial state $\mathbf{x}_{0}^{*}$ was chosen by uniformly sampling in the workspace, and the corresponding goal state was $\mathbf{x}_{l}^{*}=-\mathbf{x}_{0}^{*}$ (where the origin is the center of the workspace). Compared to iLQG, our method achieved approximately equal costs but required substantially fewer iterations and less computation time.

Table 1 Quantitative Comparison of SELQR and iLQG

| Scenario | $\Delta$ (s) | SELQR |  |  | iLQG |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { Avg } \\ & \text { cost } \end{aligned}$ | $\begin{aligned} & \text { Avg } \\ & \text { time (s) } \end{aligned}$ | Avg \#Iters | $\begin{array}{\|l} \text { Avg } \\ \text { cost } \end{array}$ | $\begin{aligned} & \text { Avg } \\ & \text { time (s) } \end{aligned}$ | $\begin{aligned} & \text { Avg } \\ & \text { \#Iters } \end{aligned}$ |
| Car-like robot | 0.05 | 79.4 | 0.4 | 5.7 | 80.5 | 1.1 | 13.4 |
|  | 0.1 | 55.5 | 1.0 | 16.0 | 53.4 | 2.5 | 43.2 |
|  | 0.2 | 50.8 | 1.2 | 18.4 | 51.7 | 2.0 | 35.4 |
| Quadrotor | 0.025 | 552.1 | 30.3 | 7.7 | 798.0 | 52.7 | 23.4 |
|  | 0.05 | 272.7 | 50.1 | 14.4 | 292.1 | 113.7 | 51.6 |
|  | 0.1 | 191.1 | 66.3 | 20.0 | 197.1 | 163.9 | 76.4 |
| Steerable needle | 0.075 | 53.6 | 0.79 | 5.3 | 58.3 | 1.2 | 12.5 |
|  | 0.1 | 42.6 | 0.95 | 6.36 | 44.5 | 1.4 | 14.6 |
|  | 0.125 | 39.1 | 1.3 | 10.1 | 40.0 | 1.5 | 15.6 |



Fig. 3 SELQR trajectories for a quadrotor in an 8 cylindirical obstacle environment. a SELQR trajectory with $q=1.0$. b SELQR trajectory with $q=0.3$

### 6.2 Quadrotor in a 3-D Environment

To show that SELQR scales to higher dimensions, we apply it to a simulated quadrotor with a 12-D state space. Its state $\mathbf{x}=[\mathbf{p}, \mathbf{v}, \mathbf{r}, \mathbf{w}] \in \mathbb{R}^{12}$ consists of position $\mathbf{p}$, velocity $\mathbf{v}$, orientation $\mathbf{r}$ (angle-axis representation), and angular velocity $\mathbf{w}$. Its control input $\mathbf{u}=\left[u_{1}, u_{2}, u_{3}, u_{4}\right]$ consists of the forces exerted by each of the four rotors. We directly adopt the continuous dynamics $\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, \mathbf{u})$ with physical parameters of the quadrotor and the environment from [9]. We add noise defined by $N(\mathbf{x}(\tau), \mathbf{u}(\tau), \tau)=\alpha\|\mathbf{u}(\tau)\|$, where $\alpha \in \mathbb{R}^{+}$.

Figure 3 shows the SELQR trajectory for two different values of $q$, where we set $\alpha=2 \%, Q_{0}=Q_{l}=500 I$, and $R=20 I$. As expected, the trajectory with larger $q$ has larger clearance from obstacles. In Table 1, we show SELQR's fast convergence for the quadrotor scenario for different values of $\Delta$. We conducted randomized runs in a manner analagous to Sect. 6.1. For the quadrotor, compared to iLQG, our method achieved slightly better costs while requiring substantially fewer iterations and less computation time.

### 6.3 Medical Needle Steering for Liver Biopsy

We also demonstrate SELQR for steering a flexible bevel-tip needle through liver tissue while avoiding critical vasculature modeled by a trianglular mesh (Fig. 1). We use the stochastic needle model introduced in [24], where the kinematics are defined in $S E(3)$. We represent the state $\mathbf{x}$ by the tip's position $\mathbf{p}$ and orientation $\mathbf{r}$ (angleaxis). The control input is $\mathbf{u}=[v, w, \kappa]^{T}$, where $v$ is the insertion speed, $w$ is the axial rotation speed, and $\kappa$ is the curvature, which can vary from 0 to a maximum curvature of $\kappa_{0}$ using duty-cycling. For the cost function, we set $\mathbf{u}^{*}=\left[0,0,0.5 \kappa_{0}\right]^{T}$. Hence, we penalize large insertion speed, which given $l$ and $\Delta$ corresponds to penalizing


Fig. 4 a B-SELQR trajectory for a car-like robot navigating to a goal (green) in a 2-D light-dark domain (adapted from [21]). b B-SELQR trajectory for the environment with obstacles (red circles). The blue ellipsoids show 3 standard deviations of the belief distributions. B-SELQR converges faster than iLQG in belief space in both scenarios
path length. It also penalizes curvatures that are too large (close to the kinematic limits of the device) or too small (requiring high-rate duty cycling, which may cause tissue damage).

Figure 3 shows the SELQR trajectories for two insertion locations with $\Delta=0.1 \mathrm{~s}$, $l=30, Q_{0}=Q_{l}=100 I, R=I$, and $q=0.5$. Table 1 shows SELQR's fast convergence for the steerable needle for varying $\Delta$. The results are averages of 100 independent runs for random instances. In each instance, the goal state was held constant, and we set the initial state $\mathbf{x}_{0}^{*}$ such that the needle was inserted into the tissue from a uniformly-sampled point on the left (corresponding to the skin surface). Compared to iLQG, our method achieved approximately equal costs but required substantially fewer iterations and less computation time.

### 6.4 Belief Space Planning for a Car-Like Robot

We apply B-SELQR to the car-like robot in Sect. 6.1 but now with added uncertainty in sensing. We consider the light-dark domain scenario suggested in [21]. The robot localizes itself using noisy measurements from sensors in the environment. The reliability of the measurement varies as a function of the robot's position. The robot receives reliable measurements in the bright region and noisier measurements in the darker regions. Formally, the observation model is

$$
\begin{equation*}
\mathbf{z}_{t}=\mathbf{x}_{t}+\mathbf{n}_{t}, \quad \mathbf{n}_{t} \sim \mathcal{N}\left(\mathbf{0},\left(\left(x-x^{*}\right)^{2}+1\right) \beta I\right) \tag{34}
\end{equation*}
$$

where $\beta \in \mathbb{R}^{+}$is a given constant.
For belief space planning we use the cost functions

$$
\begin{aligned}
& c_{0}(\mathbf{b}, \mathbf{u})=\frac{1}{2}\left(\mathbf{b}-\mathbf{b}_{0}^{*}\right)^{T} Q_{0}\left(\mathbf{b}-\mathbf{b}_{0}^{*}\right)+\frac{1}{2}\left(\mathbf{u}-\mathbf{u}^{*}\right)^{T} R\left(\mathbf{u}-\mathbf{u}^{*}\right), \\
& c_{t}(\mathbf{b}, \mathbf{u})=\frac{1}{2} \operatorname{tr}\left[\sqrt{\Sigma} Q_{t} \sqrt{\Sigma}\right]+\frac{1}{2}\left(\mathbf{u}-\mathbf{u}^{*}\right)^{T} R\left(\mathbf{u}-\mathbf{u}^{*}\right)+f(\mathbf{b}), \\
& c_{l}(\mathbf{b}, \mathbf{u})=\frac{1}{2}\left(\hat{\mathbf{x}}-\mathbf{x}_{l}^{*}\right)^{T} Q_{l}\left(\hat{\mathbf{x}}-\mathbf{x}_{l}^{*}\right)+\operatorname{tr}\left[\sqrt{\Sigma} Q_{l} \sqrt{\Sigma}\right] .
\end{aligned}
$$

We set $Q_{0}=1000 I, R=2 I, Q_{t}=10 I, Q_{l}=500 I, q=0.1$, and $\beta=0.1$.

Figure 4 shows the B-SELQR trajectory and associated beliefs along the trajectory for a scenario with and without obstacles. The computed control policies steer the robot to the light region where the measurement noise is smallest in order to better localize the robot before proceeding to the goal. We also show the convergence of B-SELQR. We compare with iLQG executed for the same cost functions in belief space using the method in [20]. The statistics were computed by averaging the results of 100 random instances. (For each random instance, we randomly sampled the initial state $\mathbf{x}_{0}^{*}$.) On average, B-SELQR requires fewer iterations to reach a desired solution quality.

## 7 Conclusion

We presented Stochastic Extended LQR (SELQR), a novel optimization-based motion planner that computes a trajectory and associated linear control policy with the objective of minimizing the expected value of a user-defined cost function. SELQR applies to robotic systems that have stochastic non-linear dynamics and state- and control-dependent motion uncertainty. We also extended SELQR to applications with imperfect sensing, requiring motion planning in belief space. Our approach converges faster and more reliably than related methods in both the robot's state space and belief space for multiple simulated scenarios, ranging from a mobile robot to a steerable needle.

In future work, we hope to broaden the applicability of the approach. The approach currently assumes motion and sensing uncertainty are modeled using Gaussian distributions. While this assumption is often appropriate, it is not valid for some problems. Our approach also relies on first and second order information, so to improve stability we plan to investigate the use of automatic differentiation. We also plan to apply the methods to physical robots like steerable needles in order to efficiently account for motion and sensing uncertainty.
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# An Approximation Algorithm for Time Optimal Multi-Robot Routing 

Matthew Turpin, Nathan Michael and Vijay Kumar


#### Abstract

This paper presents a polynomial time approximation algorithm for Multi-Robot Routing. The Multi-Robot Routing problem seeks to plan paths for a team of robots to visit a large number of interchangeable goal locations as quickly as possible. As a result of providing a constant factor bound on the suboptimality of the total distance any robot travels, the total completion time, or makespan, for robots to visit every goal vertex using this plan is no more than 5 times the optimal completion time. This result is significant because it provides a rigorous guarantee on time optimality, important in applications in which teams of robots carry out timecritical missions. These applications include autonomous exploration, surveillance, first response, and search and rescue.


## 1 Introduction

The Multi-Robot Routing (MRR) problem seeks to safely and efficiently utilize a team of $N$ robots to visit $M$ goal locations with no preference of which robot visits a target or in what order the targets are visited. MRR is a common problem in autonomous exploration, surveillance, first response, and search and rescue. For example, consider a team of robots searching every room in a building for humans in need of assistance. Unfortunately, even for point robots, this problem reduces to the travelling salesman problem and as a result, generating optimal plans is NP-Hard.

This problem of allocating robots to visit spatially distributed tasks is common in the operations research and multi-robot planning communities. There are numerous exact and approximation algorithms with a wide range of assumptions made about

[^72]the solutions. A particularly relevant problem is the Vehicle Routing Problem (VRP) [8]. The VRP seeks to generates routes for a team of agents leaving a starting location refered to as the depot, visiting a number of goal locations, and returning back to the depot.

The VRP is especially well suited to shipping industries where trucks are physically leaving depots at the start of a shift and returning to the same depot at the end. In the robotics community where robots are not necessarily beginning at a common starting location, the Multiple Depot Vehicle Routing Problem (MDVRP) [15] is considered. In the MDVRP, agents are not required to start and finish at one central location, but can instead operate out of up to $N$ unique locations with each agent returning to its original depot. This makes the MDVRP more suitable than the basic VRP for teams of robots and allows the system to replan based on updated goal information without requiring robots to return to the depot.

Typically, solutions to the VRP seek to minimize the total distance traveled by all robots. With this cost function, it is possible that most robots travel a relatively short distance and a few agents must travel much further to ensure all locations are visited, unacceptable for time critical missions. Consider the simple example in Fig. 1 to demonstrate that minimizing the maximum cost for any robot reduces completion time. The minimize maximum distance formulation of the VRP is referred to as the Minimum Maximum Vehicle Routing Problem (MMVRP) [16].

The variation of the VRP that most closely resembles this work is the Minimum Maximum Multiple Depot Vehicle Routing Problem (MMMDVRP) [4]. While a suboptimality bound of 4 times the optimal has been previously provided [1] for the min-max $N$ path problem, it does not include planning for robots at multiple starting locations. To bridge this gap, this paper will choose an assignment of robots to sequences which minimizes the maximum cost and uses solutions to the bottleneck assignment problem [3]. While there exist approximation algorithms for the MDVRP [17], and the MMVRP [9], to the knowledge of the authors there are no computationally tractable approximation algorithms to the MMMDVRP.

## (a)


(b)

(c)


Fig. 1 Shown in a is a set of two robots and seven goals that need to be visited be either robot. b shows the typical minimum cost solution that requires one robot to travel 7 spaces. $\mathbf{c}$ displays the minimum maximum solution. The min-max solution has a total cost of 8 , but will complete after each robot travels 4 units. The minimum cost solution takes nearly twice as long to complete as the min-max cost solution

This paper presents a polynomial time approximation algorithm for assigning and ordering $N$ robots to visit $M$ goals and is particularly relevant to the case where $M \gg N$. The proposed algorithm produces solutions that have maximum completion time no more than 5 times the cost of the optimal solution. While the algorithm presented does not explicitly consider collision avoidance, some simple modifications ensure the solution incorporates collision avoidance. Handling collision in this way does not guarantee bounded time-optimal solutions, but does preserve the min-max distance property. Fortunately, due to its construction, the collision free approach tends to yield solutions with limited robot-robot interactions and will often preserve the time-optimal bound.

After preliminaries in Sect. 2, this paper states the Multi-Robot Routing problem definition in Sect. 3. Section 4 presents Algorithm 1 that is shown to be a complete, polynomial time approximation algorithm to the MRR problem. Some refinement strategies are presented in Sect. 5 that often improve the solution quality. Next, Sect. 6 details how to avoid collisions between robots. Section 7 presents simulation results and the paper concludes in Sect. 8.

## 2 Preliminaries

In this work, $N$ robots are tasked to visit $M$ goal states $\gamma=\left\{\mathbf{g}_{1}, \mathbf{g}_{2}, \ldots, \mathbf{g}_{M}\right\}$ where typically $M \gg N$. The initial state of robot $i$ is $\mathbf{x}_{i}$, where $\sigma=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}\right\}$.

An underlying graph $G_{V}=(V, E)$ is constructed to be used for planning robot actions to reach goal locations. This graph can be constructed in either a stochastic or deterministic manner, but $G_{V}$ is required to be undirected. The cost $C\left(v_{1}, v_{2}\right)$ is the cost, or travel time, of navigating from $v_{1}$ to $v_{2}$. Robots are assumed to move at constant velocity such that the cost is equivalent to the navigation distance between vertices and therefore the function $C$ respects the triangle inequality. Then, define $G_{\gamma}$ as the graph that contains all goal vertices $\gamma$ and up to $\binom{M}{2}$ edges have corresponding feasible or safe (ignoring robot-robot collisions) finite length paths connecting the goal states.

Sequence $S_{i}$ is the list of goal vertices in the order they will be visited by a robot $i$. Since all goal locations must be visited by a robot, the elements in each sequence form disjoint sets with union equal to the set of all goal locations:

$$
\begin{array}{r}
\left\{v \in S_{1}\right\} \cup\left\{v \in S_{2}\right\} \cup \ldots \cup\left\{v \in S_{N}\right\}=\gamma \\
\left\{v \in S_{i}\right\} \cap\left\{v \in S_{j}\right\}=\emptyset \quad \forall i \neq j
\end{array}
$$

With slight abuse of notation, define the cost of traversing all edges in an ordered list of vertices $S_{i}$ as $C\left(S_{i}\right)$. For example, if $S_{1}=\left\{v_{1}, v_{4}, v_{3}\right\}$, and the cost of sequence 1 is defined as $C\left(S_{i}\right)=C\left(v_{1}, v_{4}\right)+C\left(v_{4}, v_{3}\right)$. Each element in a sequence can be referenced by position in the sequence using superscripts such that in the previous example, $S_{1}^{(1)}=v_{1}$.

A Hamiltonian path is defined as a path that visits each vertex in a set and in this case will be represented by a sequence. Define $\hat{H}\left(v_{i}, v_{j}, \ldots\right)$ as an approximation to the minimum cost Hamiltonian path to visit a set of vertices. $\hat{H}$ can be computed by doubling the Minimum Spanning Tree (MST) of all points in the set to visit, shortcutting, and removing an edge. This can be alternatively be computed using Algorithm 3 for higher quality solutions. However, this methods adds a substantial computation cost.

## 3 Problem Statement

The cost of the optimal assignment of goals to robots and the sequencing of these goals is defined as:

$$
\begin{equation*}
J^{\star}=\operatorname{minimize}_{S_{1}, S_{2}, \ldots, S_{N}} \max _{i \in\{1,2, \ldots, N\}} C\left(s_{i}, S_{i}^{(1)}\right)+C\left(S_{i}\right) \tag{1}
\end{equation*}
$$

This optimal solution produces a result that has the minimum maximum cost solution to reach a sequence and navigate the sequence. Since the costs are assumed to be navigation time, this will produce a minimum time solution, also known as a minimum makespan solution.

The optimal assignment problem could be solved using brute force, however this would require an exponential number of operations. This is a result of the $N^{M}$ possible assignments of goals to robots and for each of those assignments, the minimum cost Hamiltonian path needs to be found which has up to $M$ ! permutations of the goals assigned. Instead of attempting to solve the NP-Hard routing problem, this paper provides a polynomial time heuristic approach in Algorithm 1 that generates a solution with the maximum travel time of any robot no more than 5 times the optimal completion time $J^{\star}$.

## 4 Approximation Algorithm

This section presents Algorithm 1, an approximation algorithm to the optimization in (1). Algorithm 1 provides an approximation ratio of 5, meaning that the solution produced will not have cost more than 5 times the optimal solution.

The basic flow of the method is as follows. For a given guess $\hat{J}$, Algorithm 2 attempts to return a solution with cost no more than $5 \hat{J}$. If Algorithm 2 cannot find a solution, it will be shown that no solution exists with cost smaller than $\hat{J}$. This implies that $\hat{J}<J^{\star}$ and $\hat{J}$ must be increased to find a solution. Line 4 in


Fig. 2 a displays a set of 9 goal locations as green stars and 4 start locations as red circles. The MSF is constructed in (b). It happens in this example, that the MSF is also the result of doubling the MSF, removing an edge and shortcutting. Then in (c), this Hamiltonian path is split into $N$ sequences. Finally in (d), the robots are each assigned to a sequences. Since this was successful, the next iteration in Algorithm 2 will have a smaller value of $\hat{J}$

Algorithm 1 performs a bisection search over $\hat{J}$ to find the smallest value of $\hat{J}$ that returns a solution. Lines $1-3$ in 1 can be moved into 2, however the current placement yields improved computational performance through caching. A summary graphic of Algorithm 2 for a given guess $\hat{J}$ is displayed in Fig. 2. Now, each step in these algorithms will be discussed in greater detail.

```
Algorithm 1 MultiRobotRouting
    Compute paths to every goal state from every start and goal state, cache costs
    Compute the Minimum Spanning Forest of \(G_{\gamma}\)
    \(F \leftarrow\) list of edges in \(\operatorname{MSF}\left(G_{\gamma}\right)\), sorted by cost
    Find the minimum value \(\hat{J}\) which returns a valid solution in Algorithm 2
    if A valid solution was found then
        return Valid solution with minimum value \(\hat{J}\)
    else
        return No valid solution exists
```

Line 1 computes and caches the cost of a robot navigating from every start location to every goal state as well as the cost of navigating from every goal to every other goal state. Since the graph is undirected, Dijkstra's algorithm [7] can be used to plan from a single goal to every other vertex in the graph with complexity of $\mathcal{O}(|E|+|V| \log |V|)[10]$. This step is repeated for each goal state.

Line 2 constructs a Minimum Spanning Forest (MSF) of $G_{\gamma}$ and line 3 sorts these edges into list $F$ by the cost of a robot navigating the edge. These two steps can be done in one step using Kruskal's algorithm [13] for constructing MSFs with complexity bound $\mathcal{O}\left(M^{2} \log M\right)$. Note that $F$ has at most $M-1$ edges.

Line 4 finds the minimum guess $\hat{J}$ that returns a solution to Algorithm 2. This can be performed using bisection search with upper and lower limits of 0 and the sum of all edge costs in the MSF plus the maximum distance each robot travels, respectively.

Algorithm 2 begins by initializing $U$, the empty set of unordered sequences in line 1 . Then, in lines $2-3$ remove all edges longer than $\hat{J}$ from $\operatorname{MSF}\left(G_{\gamma}\right)$ and construct the MSF of the remaining graph. This is equivalent to the MSF of the original graph $G_{\gamma}$ after removing all edges longer than $\hat{J}$. Computing the MSF has a total complexity of $\mathcal{O}(M \log (M))$ since there are fewer than $M$ edges in $F$.

Next, in lines 5-9, sequences to visit every vertex in the goal set are found, each of which has cost no larger than $4 \hat{J}$. Line 6 computes the approximate minimum cost Hamiltonian path visiting all vertices in the tree $T_{i}$ as outlined in Sect. 2 where an Eulerian path through the graph can be found in linear time using Hierholzer's algorithm [11]. Line 7 computes $k$, the number of sequences required to visit every vertex in tree $T_{i}$ such that each sequence has cost no more than $4 \hat{J}$. Note that if $C\left(\hat{H}_{i}\right)$ is zero, this means that only one vertex is in the tree. A robot is still required to visit the vertex and therefore $k=1$ in this case. The approximate Hamiltonian path is then split up into $k$ sequences, each of which has cost no more than $4 \hat{J}$ and then each of these sequences is added to the total list of sequences to visit $U$. Every input tree $T_{i}$ is already a MST and each vertex is present only in one tree. Therefore lines 5-9 have total complexity bound of $\Theta(M)$.

Line 11 checks to see if there are a feasible number of sequences to visit. If there are more sequences than robots, the algorithm returns $J^{\star}>\hat{J}$. If, however, there are sufficient robots to visit the goals, then the algorithm finds the optimal assignment of robots to sequences.

Line 12 adds empty sequences to $U$ to ensure it has $N$ elements. Line 13 computes the cost matrix for assignment of robots to goals. Empty sequences have a cost of 0 as the robot does not need to move to visit every vertex in the sequence. Since the cost of navigating every robot to every sequence must be compared, this step has complexity bound of $\Theta\left(N^{2}\right)$.

Next in line 14, the bottleneck optimization problem is soved for the assignment of robots to sequences. This has complexity bound of $\mathcal{O}\left(N^{3}\right)$, but this can be slightly reduced in practice by removing edges in $A$ larger than $\hat{J}$ and using the methods in [2].

Line 15 compares the maximum cost of reaching any sequence to the guess $\hat{J}$. If the maximum cost is greater than $\hat{J}$, then the algorithm returns $J^{\star}>\hat{J}$. Otherwise, the algorithm returns the ordered list of sequences $S$, by rearranging the sequences in $U$ according to the optimal bottleneck assignment. Finally, the algorithm returns this list of assigned sequences.

### 4.1 Optimality Bound

By construction, any path returned has cost no more than $5 \hat{J}$. This is a result of the fact that each sequence added to $U$ has cost no more than 4 times $\hat{J}$ and the assignment ensures getting to the first vertex in a solution has cost no greater than $\hat{J}$.

Lemma 1 Algorithm 2 never returns FAILURE unless $J^{\star}>\hat{J}$.

```
Algorithm 2 MinMax Cost Assigned Sequences \((\hat{J})\)
    \(U \leftarrow \emptyset\)
    Define graph \(G_{\hat{J}}\) as all goal vertices and edges in the \(\operatorname{MSF}\left(G_{\gamma}\right)\) with cost less than \(\hat{J}\)
    Compute \(\operatorname{MSF}\left(G_{\hat{J}}\right)\)
    for Tree \(T_{i}\) in \(\operatorname{MSF}\left(G_{\hat{J}}\right)\) do
    Compute approximate minimum cost Hamiltonian path \(\hat{H}_{i} \leftarrow \hat{H}\left(v \in T_{i}\right)\)
    \(k_{i} \equiv \max \left(\left\lceil\frac{C\left(\hat{H}_{i}\right)}{4 \hat{J}}\right\rceil, 1\right)\)
    Split \(\hat{H}_{i}\) into \(k\) sequences, each of which has cost no larger than \(4 \hat{J}\)
    Add these \(k_{i}\) sequences to set \(U\)
    if \(|U| \leq N\) then
        Add \((N-|U|)\) empty sequences to \(U\)
        \(A_{i j} \leftarrow C\left(s_{i}, U_{j}^{(1)}\right)\), cost to navigate robot \(i\) to the first vertex in sequence \(j\)
        Find bottleneck assignment of \(A\)
        if max cost of assignment \(\leq \hat{J}\) then
        Reorder \(U\) into \(S\) using optimal assignment of robots to sequences
        return \(S\)
    return FAILURE (this implies \(J^{\star}>\hat{J}\) )
```

Proof There are two conditions which would result in the algorithm returning FAILURE. Case 1 occurs when there are more sequences in $U$ than there are robots to visit sequences. Case 2 arises when the cost of assigning any robot to a sequence is greater than $\hat{J}$. In each of these cases, it will be shown that the algorithm will never return FAILURE unless $J^{\star}>\hat{J}$.

Case $1|U|>N$. This proof of correctness is a direct result of Lemma 17 presented in [1], but will be outlined here. Assume the opposite that $|U|>N$ and $J^{\star} \leq \hat{J}$. By construction, each tree in the MSF is separated from every other tree by a distance of at least $\hat{J}$ since any larger value is removed from the MSF. In this case, $J^{\star} \leq \hat{J}$ and therefore, each tree can be considered individually since any edges connecting trees will by definition be larger than $\hat{J}$ and therefore larger than $J^{\star}$.

The optimal solution for tree $i$ has connected $k_{i}^{\star}$ paths. These optimal paths for tree $i$ can be connected into a spanning tree with edges each having cost no more than $\hat{J}$. The total cost of the connecting edges is no greater than $\left(k_{i}-1\right) \hat{J}$ and by extension has cost less than $k_{i} J^{\star}$. Therefore this spanning tree has cost no greater than $2 k_{i} J^{\star}$. Each edge of this tree can be doubled and every vertex can be visited with cost no greater than $4 k_{i} J^{\star}$. Since this is the maximum cost of any path by construction, there is no possible way that $|U|>N$ while simultaneously $J^{\star} \leq \hat{J}$, leading to a contradiction. Therefore, the algorithm will never incorrectly return FAILURE due to $|U|>N$.

Case $2 \max _{i} C\left(s_{i}, S_{i}^{(1)}\right)>\hat{J}$
It is not possible for the algorithm find $\max _{i} C\left(s_{i}, S_{i}^{(1)}\right)>\hat{J}$ when in truth $J^{\star} \leq \hat{J}$. Each vertex must be visited in the optimal solution and it is clear that every
vertex in $\gamma$ can be visited by some robot with cost no greater than $\hat{J}$. The bottleneck assignment used explicitly minimizes the maximum cost of this assignment.

Theorem 1 Algorithm 1 either correctly returns that there is no solution to the robot routing problem or a solution that has cost of no more than $5 J^{\star}$.

Proof For any sequences returned, $C\left(S_{i}\right) \leq 4 \hat{J}$ is clear from construction. Similarly, the cost of navigating robot $i$ to sequence $S_{i}$ returned by Algorithm 2 is less than $\hat{J}$.

By performing binary search over $\hat{J}$ and utilizing the correctness property in Lemma 1, any returned solution from Algorithm 1 has the property that $\hat{J} \leq J^{\star}$. Therefore, if a solution is returned, the maximum cost of any robot reaching the assigned sequence plus the maximum sequence cost is no more than $5 J^{\star}$ since the maximum cost to reach any sequence is no more than $J^{\star}$ and the maximum cost of any sequence is $4 J^{\star}$. Therefore this algorithm has an approximation ratio of 5 .

### 4.2 Completeness

Assuming the underlying graph $G_{V}$ is dense enough, Algorithm 1 will find a solution if a solution exists. This is due to the fact that $\hat{J}$ will continue to increase until reaching the sum of all edges in the graph plus the maximum cost to reach any vertex. At that point, the minimum spanning forest connects all goal vertices that can be visited by one robot. If each tree is able to be visited, regardless of cost, it will have a successful assignment.

### 4.3 Computational Complexity

This section will analyze the computational complexity for the approximation algorithm in Algorithm 1.

Lines $1-3$ in Algorithm 1 have complexity $\mathcal{O}\left(M(|E|+|V| \log |V|)+M^{2}\right.$ $\log M)$ as discussed previously.

The search to find the minimum feasible value of $\hat{J}$ can be reformulated to be strongly polynomial by replacing the bisection search with binary search over all possible breaking points for $\hat{J}$. Finding minimum maximum sequences constitute $\binom{M}{2}$ possible breaking points (see [1] for further detail) and the costs to navigate every robot to each goal introduce an additional $N M$ breaking points. Therefore, Line 4 in Algorithm 1 calls Algorithm 2 a maximum of $\mathcal{O}(\log M)$ times.

Algorithm 2 is dominated by computing the $\mathcal{O}\left(N^{3}\right)$ bottleneck assignment [2] and computing the MSF with fewer than $M$ edges. The overall complexity of Algorithm 2 is $\mathcal{O}\left(N^{3}+M \log M\right)$.

To conclude, the overall complexity of Algorithm 1 is: $\mathcal{O}(M(|E|+|V| \log |V|)+$ $\left.\left(N^{3}+M^{2}\right) \log M\right)$.

## 5 Refinement

This section discusses a number of modifications that typically result in higher quality solutions. However, these do not reduce the optimality bound and may add additional computational cost.

The first improvement will be discussed in detail in Sect.5.1. After final assignment of robot to goal set, it is advantageous to replan $\hat{H}$ using Algorithm 3 to incorporate the initial conditions into the planning.

A second improvement can be made when performing the bottleneck assignment. It is reasonable to not only search over the minimum maximum value of the cost of assignment, but rather the minimum maximum value of cost of assignment plus the cost of the segment. The success condition must also be changed such that the total cost of a robot getting to and visiting all goals in the assigned sequence is less then $5 \hat{J}$. This does not not change the proof for correctness in Theorem 1.

Finally, in line 13 of Algorithm 2, the cost can be chosen as the minimum cost to navigate to either the first or last vertex. If the last vertex is closer to a robot, the sequence ordering can be reversed due to the undirected graph assumption.

### 5.1 Sequence Refinement

With slight abuse of notation, let $H^{\star}\left(s_{i}, S_{i}\right)$ be the minimum cost sequence beginning at $s_{i}$ and visiting every vertex in $S_{i}$. While finding minimum cost Hamiltonian paths is known to be NP-Hard, Algorithm 3 finds a suboptimal sequence $\hat{H}\left(s_{i}, S_{i}\right)$ and is based on the Christofides Algorithm [5], which finds a bounded suboptimal solution to the TSP that has cost no more than $3 / 2$ times the optimal cost of the TSP. Lemma 2 proves that the suboptimality of this algorithm is bounded by a constant factor of $3 / 2$ and this reordering of vertices will tend to improve performance over doubling each edge in the MST. For ease of reference, the subscripts for $s_{i}$ and $S_{i}$ are omitted in the algorithm and for the remainder of this section.

Algorithm 3 begins in line 1 by generating the graph $G_{S}$ where vertices in $G_{S}$ are those in $S$. Since one robot has been assigned to every goal in the sequence $S$, the graph is connected. Adding the fact that the original graph is undirected, this graph must be complete.

The graph $G^{O}$ is constructed of all vertices in the MST with odd connectivity in line 2. It can be shown that the number of vertices in $G^{O}$ is even (see [5]). The starting location $s$ is then added to the graph $G^{O}$ with edge costs equal to the cost of visiting each of vertex in the graph. Dummy vertex $d$ is added in lines $4-5$, preserving an even number of vertices in $G^{O}$. The dummy vertex is selected to have infinite cost to the start vertex and zero cost to every other vertex. This ensures the starting robot will be matched to exactly one non-dummy vertex.

A minimum cost perfect matching [6] is found for the vertices in $G^{O}$ in line 6. The dummy vertex will each be matched with a vertex other than the start vertex.

The Eulerian path $\hat{H}$ is constructed in line 7 such that each edge in both the MST and in the perfect matching are visited once. The dummy vertex and duplicate vertices are removed in line 8 . The computational cost of this algorithm is dominated by the cost for finding the minimum perfect matching, which has bounded complexity of $\mathcal{O}\left(|S|^{3}\right)$ for complete graphs [14].

```
Algorithm 3 SequenceRefinement \(\hat{H}(s, S)\)
    Generate complete graph \(G_{S}\) from the set of all vertices in \(S\)
    \(G_{O} \leftarrow\) the set of goal vertices with odd connectivity in \(\operatorname{MST}\left(G_{S}\right)\)
    Add robot start \(s\) to \(G_{O}\)
    \(d \leftarrow\) dummy vertex with zero cost to goal vertices, infinite cost to \(s\)
    Add \(d\) to \(G_{O}\)
    \(M^{\star} \leftarrow\) minimum perfect matching for \(G^{O}\)
    \(\hat{H} \leftarrow\) Eulerian path that begins at \(s\), then traverses every edge in \(\operatorname{MST}\left(G_{S}\right) \cup M^{\star}\)
    Remove \(d\) and duplicate vertices from \(\hat{H}\)
    return \(\hat{H}\)
```

Lemma 2 Algorithm 3 has approximation ratio 3/2: $C(\hat{H}(s, S)) \leq \frac{3}{2} C\left(H^{\star}(s, S)\right)$ Proof This proof follows directly from [5] but adds a dummy vertex and only connects to the start vertex once.

It is clear that the sum of the cost of the edges in the minimum spanning tree is not greater than the optimal path $C\left(\operatorname{MST}\left(G_{S}\right)\right) \leq C\left(H^{\star}\right)$. Additionally, $C\left(M^{\star}\right) \leq \frac{1}{2} H^{\star}$ using the same logic as in [5]. After removing dummy vertices, but before removing duplicate vertices, the heuristic path $\hat{H}$ traverses each edge in $M^{\star}$ and $\operatorname{MST}\left(G_{S}\right)$ once resulting in $C(\hat{H})=C\left(\operatorname{MST}\left(G_{S}\right)\right)+C\left(M^{\star}\right) \leq \frac{3}{2} C\left(H^{\star}\right)$. Since the graph respects the triangle equality, removing duplicate vertices will only reduce the cost of $C(\hat{H})$.

## 6 Collision Avoidance

This section presents a method to ensure collision avoidance between robots for a orthogonally connected regular grid with grid size greater than robot diameter $2 R$. Additionally, assume each robot moves one grid cell per unit time. It should be noted that the results in this section do not have time-optimal solutions, but do preserve the minimum-maximum distance optimality bound. In sufficiently open spaces, the minimum-maximum distance solution will tend to be close to the timeoptimal solution.

First, predict the desired motion of each robot for one time step in the future. Between the current time step and the prediction, determine if two robots are attempting to swap goal states. In the event of such a crossing, robot exchange their sets of remaining goals. This strategy will decrease the distance traveled by either robot by at least 1 grid cell length.

Next, in the prediction step, check for multiple robots occupying the same cell. In this case, examine each robots' list of remaining goals to visit. If there is a robot occupying the cell at the current time, it exchanges sequences with the robot that has the highest remaining cost sequence. If there is a robot currently in the cell, it is guaranteed to move out of the cell. The robot attempting to enter the cell with highest remaining cost is allowed to enter and all other robots remain stationary. Using this rule, the maximum distance traveled by any robot does not increase.

These simple rules ensure the maximum distance traveled by a robot will not increase and collisions will be avoided. Additionally, these rules ensure progress is always being made by at least one robot and the system will eventually complete successfully.

## 7 Simulation Results

This section presents some simulation results using Algorithm 1. Figure 3 shows some basic results for small scale randomly generated problems (Fig.4).

Figure 5 presents the computation time trends as a function of $M$ for a large number of trials with 10 robots. This figure nicely demonstrates the trends in computational time match the predictions from Sect.4.3. In both the figure and prediction, computing the MSF has the largest growth with respect to increasing $M$. One deviation from expectation is the fact that refinement is expected to grow cubically in $M$. However, the simulations use Blossom 5 [12], a state of the art minimum weight perfect matching solver and this cubic growth is only evident when thousands of goals are used. Note that simulations for 10 robots visiting 200 goals reliably takes less than 5 s total computation time.

Figure 6 demonstrates that the collision avoidance modification is sufficient to ensure collision avoidance for all robots.


Fig. 3 Simulated trials with randomly generated consistent goal positions and varying N. Red circles are robot start locations and green stars are goal locations. The listed $\hat{J}$ value is the smallest value of $\hat{J}$ to return a solution for the problem. Notice how different the solutions are with different numbers of robots. This is a result of the refinement in Sect. 5


Fig. 4100 simulation trials for each value of $M$ with $N=10$ to demonstrate computational growth. Note that both the planning (red) and refinement (pink) grow roughly linearly in the number of robots. The binary search of Algorithm 1 grows superlinear in $M$, but sub-quadratic as expected. Computing the MSF has expected complexity $\mathcal{O}\left(M^{2} \log M\right)$ and begins to dominate computation time above $M=200$


Fig. 5100 simulation trials for each value of $N$ with $M=100$ to demonstrate computational growth. In this example, all steps have about constant computation time with respect to $N$. The $\mathcal{O}\left(N^{3}\right)$ expected growth for the binary search is not visible at such small values of $N$


Fig. 6 a shows an a set of initial conditions to visit. Despite the high degree of interaction, it can be seen in (b) that no two robots ever have negative clearance and therefore avoid collisions

## 8 Conclusion

This paper presents a centralized method for generating sequences of goals to visit such that all goal locations are visited by point robots in no more time than a constant factor times the optimal. The computational complexity is shown to be polynomial in the number of robots and the number of goals. Then, a collision avoidance scheme was designed to ensure all robots safely reach their goal location for a simplified robot. Finally, a set of simulation results are presented to demonstrate the efficiency of the method.

An interesting avenue for future research would be the investigation of additional refinement steps. For example, the segments currently are divided using a simple process of attempting to minimize the largest segment. It may be possible to incorporate the locations of robots and the assignment of robot to goals when dividing segments. This would provide a better solution in practice, however would still not improve the bound on suboptimality.
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# Decidability of Robot Manipulation Planning: Three Disks in the Plane 

Marilena Vendittelli, Jean-Paul Laumond and Bud Mishra


#### Abstract

This paper considers the problem of planning collision-free motion of three disks in the plane. One of the three disks, the robot, can autonomously translate in the plane, the other two move only when in contact with the robot. This represents the abstract formulation of a manipulation planning problem. Despite the simplicity of the formulation, the decidability of the problem had remained unproven so far. We prove that the problem is decidable, i.e., there exists an exact algorithm that decides whether a solution exists in finite time.


## 1 Introduction

The problem of planning collision free motion for a free-flying single-body robot in environments populated by static obstacles has been widely studied in the past decades and can be considered today well understood. In this paper we consider a generalization of this basic problem by allowing the presence of movable obstacles, i.e., objects in the environment that the robot can move by "grasping" them, while avoiding collisions with all the obstacles and objects.

The problem of motion planning in the presence of movable obstacles was first introduced in [1], the corresponding journal version appearing in [2], where the decidability is proven for the case of discrete grasps. This problem was further generalized in [3] to the so-called manipulation planning problem where the movable

[^73][^74]obstacles are considered as objects to be moved to reach a goal position. In that paper the authors present an algorithm for the case of discrete placements and grasps. This is the formulation briefly described in Chap. 11 of Latombe's book [4]. Decidability of the problem in the case of continuous grasps and placements was shown in [5] considering one movable object.

While [6] provides an efficient probabilistically complete algorithm in the case of several movable obstacles, the decidability problem, i.e., the existence of an exact algorithm that decides wether a solution exists in finite time, remained open even in the case of two movable objects as also mentioned in [7].

In this paper we prove that the manipulation planning problem for a robot that can freely translate in the plane and two objects that can move only if they are in contact with the robot is decidable. The proof is based on a cell decomposition of the collision-free contact configuration space and on a property (reduction property) establishing the equivalence of paths continuously satisfying the contact constraint to manipulation paths along which the objects either translate rigidly with the robot as a single object (transfer paths) or remain in a fixed position while the robot moves freely (transit path). To prove that the reduction property holds for the considered manipulation model we make use of the controllability result in [8] beside providing a constructive proof in the appendix.

Although somewhat theoretical, the presented result is expected to lay the basis for answering important questions such as characterizing under which conditions motion in contact can be reduced to a manipulation path and how to efficiently construct manipulation graphs related to many different problems (climbing, walking, multicontact planning), how to determine the rate of convergence of probabilistic planners for the manipulation of multiple objects.

The paper is organized as follows. In the next section we formalize the problem after defining the configuration space and its connectivity through manipulation paths. In Sect. 3 we establish the conditions under which motion in contact can be reduced to a manipulation path. Section 4 illustrates the main steps for the construction of the manipulation graph and Sect. 5 concludes the paper. Finally, in the Appendix we propose a constructive geometric proof of the reduction property when the robot is in contact with both obstacles.

## 2 Problem Formulation

Consider the scene in Fig. 1: $O_{1}$ and $O_{2}$ are movable objects while $R$ can translate autonomously in a polygonal (or semi algebraic) environment with obstacles. The objects $O_{1}$ and $O_{2}$ can move only if in contact with $R$; otherwise, they are considered as fixed obstacles.


Fig. 1 Scenario of the considered manipulation planning problem

### 2.1 Configuration Space

The configuration spaces of the robot and the objects are defined as:

- $\mathcal{C}_{R}=\boldsymbol{R}^{2}$, the configuration space of the robot;
- $\mathcal{C}_{O_{1}}=\boldsymbol{R}^{2}$, the configuration space of $O_{1}$;
- $\mathcal{C}_{O_{2}}=\boldsymbol{R}^{2}$, the configuration space of $O_{2}$.

The combined configuration space is obtained as $\mathcal{C}=\mathcal{C}_{R} \times \mathcal{C}_{O_{1}} \times \mathcal{C}_{O_{2}}=\boldsymbol{R}^{6}$. A configuration $\boldsymbol{q} \in \mathcal{C}$ is given by the triplet $\boldsymbol{q}=\left(\boldsymbol{q}_{R}, \boldsymbol{q}_{O_{1}}, \boldsymbol{q}_{O_{2}}\right)$, where $\boldsymbol{q}_{R} \in \mathcal{C}_{R}$, $\boldsymbol{q}_{O_{1}} \in \mathcal{C}_{O_{1}}, \boldsymbol{q}_{O_{2}} \in \mathcal{C}_{O_{2}}$.

The collision-free configuration space $\mathcal{C}_{\text {free }}$ is obtained by removing from $\mathcal{C}$ the set of configurations:

- $\boldsymbol{q}_{R}$ such that the robot is in contact with static obstacles or overlaps with either static or movable obstacles;
- $\boldsymbol{q}_{O_{1}}$ such that $O_{1}$ overlaps with the static obstacles, the robot or with $O_{2}$ (contact between objects and obstacles is allowed);
- $\boldsymbol{q}_{O_{2}}$ such that $O_{2}$ overlaps with the static obstacles, the robot or with $O_{1}$ (contact between objects and obstacles is allowed).


### 2.2 Configuration Space Paths and Manipulation Paths

Configuration space paths may or may not include contacts. To move the objects, however, the robot must be in contact with the objects. Paths of interest in $\mathcal{C}$ can be categorized according to the three motion modalities:

- robot free motion: this is a path in $\mathcal{C}$ characterized by the absence of contact between the robot and the objects;
- single-contact motion: this is a path in $\mathcal{C}$ constrained by the condition of contact between the robot and either one of the objects; along the path in contact both the position of the robot and the position of the object relative to the robot can change;
- double-contact motion: this is a path in $\mathcal{C}$ constrained by the condition that the robot is in contact with both objects; along the path the robot position and the positions of the objects relative to the robot can change.

The above described paths might or might not be feasible for a manipulation system depending on its characteristics. In this work we consider only manipulation by stable grasp. This means that sliding, rolling, pushing are not included in our analysis. Therefore, not all the configuration space paths are feasible in our setting. Feasible motions correspond to paths of two types:

- transfer paths along which either the robot grasps one of the two objects and moves rigidly with it (while the other remains in a fixed position) or it grasps both the objects and moves rigidly with them; along these paths the relative configurations between robot and objects in contact do not change;
- transit paths along which the robot moves alone and the objects remain in fixed positions.

A sequence of transit and transfer paths is called a manipulation path.

### 2.3 C-Space Connectivity through Manipulation Paths

In this section we illustrate the structure of $\mathcal{C}$ in terms of the submanifolds defined by the contact constraints and their interconnection through transit and transfer paths. Figure 2 shows the representative configurations in each manifold.

The embedding configuration space $\mathcal{C}$ has dimension 6 and foliates with the position of the movable objects. In particular, leaves of dimension 2 correspond to fixed positions of the two objects. Transit paths belong to one of these leaves. Manipulation paths across the leaves (the objects change position) require leaving the manifold. A representative configuration in this manifold is shown at the top of Fig. 2.

Configurations on the second row (from top) of Fig. 2 represent the single-contact manifold which has dimension 5, foliates with the absolute position of one object and the relative position of the other with respect to the robot. The leaves of interest for the considered problem have dimension 3 and correspond to fixed positions of the object which is not in contact with the robot. Manipulation paths across the leaves require leaving the manifold.

The double-contact manifold, represented by the configurations on the third row of Fig. 2, has dimension 4 and foliates with the relative position of the contact points. The leaves of interest have dimension 3 and 2 and correspond respectively to one or both the points of contact being fixed. Manipulation paths across the leaves require leaving the manifold.


Fig. 2 Structure of the configuration space $\mathcal{C}$ induced by the contact constraints and interconnection of the contact submanifolds through transit and transfer paths

Finally, the triple-contact manifold has dimension 3, foliates with the position of the contact points and the leaves have dimension 2. Manipulation paths across the leaves require leaving the manifold.

As will be illustrated in Sect. 3.2, the "manipulability" properties associated with these manifolds are actually transversal to this geometric structure and depend on the controllability of the underlying manipulation system.

### 2.4 The Manipulation Planning Problem

Relying on the definitions and analysis of the previous sections, we can formulate the following problem.
Manipulation Planning Problem. Given an initial configuration $\boldsymbol{q}_{s} \in \mathcal{C}_{\text {free }}$ and a goal configuration $\boldsymbol{q}_{g} \in \mathcal{C}_{\text {free }}$, find a sequence of transit and transfer paths joining $\boldsymbol{q}_{s}$ to $\boldsymbol{q}_{g}$, if it exists.

To prove that this problem is decidable we adopt the same approach as [5]. First we study the problem of reducing the configuration space paths belonging to the contact manifolds represented in Fig. 2 to manipulation paths. Then, we determine
a cell decomposition of the contact space. Finally, we complete the proof with the construction of the manipulation graph whose connected components characterize the existence of solutions to the above defined manipulation problem.

The first part of our approach consists, in fact, of answering the following question: is it possible to reduce any collision-free configuration space path describing motion with contact between the robot and one or both objects to a (finite) sequence of transit and transfer paths? Answering this question requires studying the local controllability of the manipulation system that is possible to associate with the manipulation model adopted in this paper. The analysis is described in the following section and is based on the result by Goodwine and Burdick [8] providing condition for controllability of kinematic control systems on stratified configuration spaces.

## 3 Controllability of the Manipulation System

To answer the first part of the manipulation planning problem we define here the simple kinematics describing the manipulation system underlying the considered planning problem. This system has a stratified configuration space and we use the result in [8] to establish its local controllability.

### 3.1 Controllability on Stratified Configuration Spaces

We briefly recall here the main definitions and properties of stratified configuration spaces and the stratified controllability property that we prove to hold in our case.
Stratified configuration manifold (Definition 2.2 in [8]): Let $M$ be a manifold (possibly with boundary), and $n$ functions $\Phi_{i}: M \mapsto \mathbb{R}, i=1, \ldots, n$ be such that the level sets $S_{i}=\Phi_{i}^{-1}(0) \subset M$ are regular submanifolds of $M$, for each $i$, and the intersection of any number of the level sets, $S_{i_{1} i_{2} \ldots i_{m}}=\Phi_{i_{1}}^{-1}(0) \cap \Phi_{i_{2}}^{-1}(0) \cap \ldots \Phi_{i_{m}}^{-1}(0)$, $m \leq n$, is also a regular submanifold of $M$. Then $M$ and the functions $\Phi_{i}$, define a stratified configuration space.

The driftless systems defined on stratified configuration manifolds are described on each stratum, or on strata intersections, by equations of motion characterized by smooth vector fields and the only discontinuities present in the equations of motion are due to transitions on and off of the strata or their intersections.
Stratified controllability (Proposition 4.4 in [8]): if there exists a nested sequence of submanifolds at the configuration $x_{0}$

$$
x_{0} \in S_{p} \subset S_{p-1} \subset \cdots \subset S_{1} \subset S_{0}=M
$$

where the subscript is the codimension of the submanifold, such that the associated involutive distributions satisfy

$$
\left.\sum_{j=0}^{p} \bar{\Delta}_{S_{j}}\right|_{x_{0}}=T_{x_{0}} M
$$

and each $\bar{\Delta}_{S_{j}}$ has constant rank for some neighborhood $V_{j} \subset S_{j}$, of $x_{0}$, then the system is stratified controllable from $x_{0}$ in $M$.

Stated differently, if the involutive closures of the distributions associated to each submanifold in the nested sequence intersect transversely then the system can flow in any direction in $M$.

### 3.2 Stratified Controllability of the Manipulation System

For the stated manipulation problem, the ambient manifold M is given by the combined configuration space $\mathcal{C}$ and has dimension 6 . The submanifolds are defined by the contact conditions as described in Sect.2.3. The lowest stratum is the double contact manifold and has codimension equal to 2 . There are two submanifolds of codimension 1 (contact with only one of the two objects) and the sequence will include only one of them.
Denote by $\boldsymbol{x}=\left(x_{R}, y_{R}, x_{O_{1}}, y_{O_{1}}, x_{O_{2}}, y_{O_{2}}\right)^{T}$ a configuration of the manipulation system, the equations of motion on each stratum are as follows. Recalling that, in the considered setting, $R$ can only translate in the plane and the objects can be moved when in contact with $R$ with a stable grasp, the equation of motion on each substratum has the form

$$
\dot{\boldsymbol{x}}=g_{1}^{S_{i}} u_{1}+g_{2}^{S_{i}} u_{2}
$$

where $u_{1}, u_{2}$ are the inputs for the manipulation system and $g_{1}^{S_{i}}, g_{2}^{S_{i}}$ are the input vector fields that have a different expression on each substratum. In particular, in $S_{0}=\mathcal{C}$ we have

$$
g_{1}^{\mathcal{C}}=(1,0,0,0,0,0)^{T}, \quad g_{2}^{\mathcal{C}}=(0,1,0,0,0,0)^{T}
$$

These vector fields describe the free motion of the robot alone on a leaf of $\mathcal{C}$ that depends on the position of the objects.

On the single-contact manifold $\mathcal{C}_{c_{1}}$ they have the expressions

$$
g_{1}^{\mathcal{C}_{c_{1}}}=(1,0,1,0,0,0)^{T}, \quad g_{2}^{\mathcal{C}_{c_{1}}}=(0,1,0,1,0,0)^{T}
$$

and on $\mathcal{C}_{c_{2}}$

$$
g_{1}^{\mathcal{C}_{c_{2}}}=(1,0,0,0,1,0)^{T}, \quad g_{g^{\mathcal{C}_{c_{2}}}}=(0,1,0,0,0,1)^{T} .
$$



Fig. 3 Stratification of the configuration space induced by the contact constraints

Flowing along these vector fields amounts to moving the object in contact while staying on a leaf that depends on the position of the object that is not touched by the robot. Since both the single-contact manifolds have codimension $1, S_{1}$ will be equal to either one of them in the sequence of nested submanifolds. This will however implicitly assume that the position of one of the two objects will remain constant, i.e., the system is flowing on a leaf of the single contact manifold.

Finally on the double-contact manifold $S_{2}=\mathcal{C}_{c_{1}, c_{2}}$ it is

$$
g_{1}^{\mathcal{C}_{c_{1}, c_{2}}}=(1,0,1,0,1,0)^{T}, \quad g_{2}^{\mathcal{C}_{c_{1}, c_{2}}}=(0,1,0,1,0,1)^{T}
$$

On this stratum the objects move with the robot without changing the points of contact.

It is easy to verify that the stratified controllability proposition holds by choosing as involutive distributions

$$
\begin{gathered}
\bar{\Delta} S_{2}=\operatorname{span}\left(\begin{array}{ll}
g_{1}^{\mathcal{C}_{1}, c_{2}} & \left.g_{2}^{\mathcal{C}_{c_{1}, c_{2}}}\right) \\
\bar{\Delta} S_{1}=\operatorname{span}\left(g_{1}^{\mathcal{C}_{c_{1}}}\right. & \left.g_{2}^{\mathcal{C}_{c_{1}}}\right) \text { or } \bar{\Delta} S_{1}=\operatorname{span}\left(g_{1}^{\mathcal{C}_{c_{2}}}\right.
\end{array} g_{2}^{\mathcal{C}_{c_{2}}}\right) \\
\bar{\Delta} S_{0}=\operatorname{span}\left(\begin{array}{ll}
g_{1}^{\mathcal{C}} & g_{2}^{\mathcal{C}}
\end{array}\right)
\end{gathered}
$$

Figure 3 illustrates the stratification of the configuration space induced by the contact constraints. By virtue of the controllability property described above, any continuous path in contact with the robot in $S_{2}$ and in each leaf of $S_{1}$ can be approximated by a manipulation path. This is referred to as reduction property.

## 4 Building the Manipulation Graph

The reduction property established in the previous section leads to the conclusion that any collision-free path in contact contained in a connected component of either $S_{2}$ or a leaf of $S_{1}$ is equivalent to a manipulation path. The key issue that remains is to build a geometric data structure that accounts for the decidability of the manipulation problem.

We propose here an extension of the manipulation graph as it has been introduced in [5] for the case of a single disk to move. In that case a single class GRASP representing the admissible (i.e., not in collision with static obstacle nor overlapping the object to move) contact configurations between the robot and the object was defined. The nodes of the manipulation graph were then given by the connected components of GRASP. The adjacency relation was given by the existence of transit paths between two nodes. ${ }^{1}$

In the case of two movable objects it is necessary to introduce two classes GRASP ${ }_{1}$ and $G R A S P_{2}$ and to build the manipulation graph over the connected components of $G R A S P_{1}$ and GRASP ${ }_{2}$.

The class $G R A S P_{1}$ (resp. $G R A S P_{2}$ ) represents all the configurations in $\mathcal{C}_{\text {free }}$ such that the robot is in contact with the object $O_{1}$ (resp. $O_{2}$ ). This approach implies that the position of the object which is not in contact with the robot can change within the class. As a consequence, the reduction property shown in the previous section does not apply on the connected components of $G R A S P_{1}$ and $G R A S P_{2}$, i.e., any path in $G R A S P_{1}$ and $G R A S P_{2}$ cannot be necessarily approximated by a sequence of transit and transfer paths. This is the main difference compared to the case of a single object.

The reduction property holds however inside each leaf of the foliation of GRASP ${ }_{1}$ (resp. GRASP 2 ) that keeps constant the position of $O_{2}$ (resp. $O_{1}$ ): any path inside these leaves can be approximated by a sequence of transit and transfer paths. These are the leaves of dimension 3 in the manifolds defined by the contact constraints schematically represented in Fig. 2.

The key questions are then: $(i)$ how to determine the connected components of $G R A S P_{1}$ and $G R A S P_{2}$, and (ii) how to build a manipulation graph that will account for the existence of a manipulation path.

[^75]

Fig. 4 Schematic illustration of the decomposition induced by projecting a cell onto another

The answer to the first question is easy. $G R A S P_{1}$ and $G R A S P_{2}$ are components of the 5 -dimensional contact submanifold of $\mathcal{C}_{\text {free }}$. If there exists a cell decomposition of the 6 -dimensional space $\mathcal{C}_{\text {free }}$, then this cell decomposition induces by retraction on its boundary a cell decomposition of the 5-dimensional contact space (up to some potential singularities we do not consider in this paper). Then, such a cell decomposition leads to a straightforward characterization of the connected components of $G R A S P_{1}$ and $G R A S P_{2}$. The first question is then reduced to the existence of an algorithm that provides a cell decomposition for the case of three disks moving freely on a plane. It just so happens that Schwartz and Sharir [10] propose a general algorithm for many disks as an extension of their algorithm for two disks. ${ }^{2}$

Notice that applying the retraction of the cell decompositions iteratively provides a cell decomposition of the various contact submanifolds, and ultimately a cell decomposition of GRASP $_{O_{1}, O_{2}}=G R A S P_{1} \cap G R A S P_{2}$.

Building the manipulation graph is the second issue to be addressed. To this end, we refine the cell decompositions of the various connected components of $G R A S P_{1}$ and GRASP $P_{2}$ by considering their projections along the three directions of the foliations generated by: (i) transit paths (the robot moves alone), (ii) transfer paths of type 1 ( $O_{2}$ does not move), (iii) transfer paths of type 2 ( $O_{1}$ does not move). As a result, the projection of a given cell $C_{1}$ onto a cell $C_{2}$ induces a decomposition of $C_{2}$ into several cells $C_{2_{i}}$ (see Fig.4). Henceforth, we denote by the letter $c$ all the cells issued from these refinement process.

Consider two points $p_{1}$ and $p_{2}$ in two cells $c_{1}$ and $c_{2}$ of GRASP $P_{1}$ and GRASP 2 respectively. $c_{1}$ and $c_{2}$ are 5-dimensional. $p_{1}$ and $p_{2}$ belong respectively to two 3-dimensional leaves $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$.

We consider two cases. Let us first consider the existence of a manipulation path remaining in the contact space. A necessary and sufficient condition for the existence of such a contact path between $p_{1}$ and $p_{2}$ is that $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$ intersect same connected component of $\operatorname{GRASP}_{O_{1}, O_{2}}$. The existence of the path can be decided by computing a refinement of the cell decomposition of GRASP $P_{1}$ and $G R A S P_{2}$ as follows: consider the merging of the projections of both $G R A S P_{1}$ and $G R A S P_{2}$ cell decomposition along the direction of the respective foliations onto $G R A S P_{O_{1}, O_{2}}$. It gives rise to a decomposition of $\operatorname{GRASP} P_{O_{1}, O_{2}}$ into many cells. Then refine the initial

[^76]cell decomposition of $G R A S P_{1}$ and $G R A S P_{2}$ by "lifting" all cells in $G R A S P_{O_{1}, O_{2}}$ along the foliations. Each elementary cell of $G R A S P_{O_{1}, O_{2}}$ appears as the basis of two cylinders that contain cells of $G R A S P_{1}$ and $G R A S P_{2}$ respectively. The resulting cells of GRASP $P_{1}$ and $G R A S P_{2}$ constitute the nodes of the manipulation graph.

We then introduce the following adjacency relation: two cells in GRASP ${ }_{1}$ (resp. $G R A S P_{2}$ ) are adjacent if and only if they have a common frontier and they belong to same cylinder. After the general method proposed in [11] it is known that the computation of such a cylindrical decomposition is possible, though non-trivial.

For the second case, we consider the existence of a manipulation path between $p_{1}$ and $p_{2}$ that goes through the free-space. The main idea is the same as for the previous case. It is simpler because we have to consider only the foliation induced by transit paths. The leaves of the foliation are 2-dimensional. We consider the cell decomposition of $G R A S P_{1}$ and $G R A S P_{2}$ after addressing the first case above. We add an edge between two cells $c_{1}$ and $c_{2}$ belonging respectively to $G R A S P_{1}$ and GRASP ${ }_{2}$ if and only if the projection of $c_{1}$ onto $c_{2}$ along the foliation by transit path is not empty.
We have then the following
Theorem: There exists a manipulation path between two configurations in the free space if and only if these configurations retract on two cells belonging to the same connected component of the manipulation graph.

The proof follows the same principle as the proof in [5, 9].
Wrapping up, the manipulation graph nodes are either cells of $S_{2}$ or the refined cells in $S_{1}$; adjacency in the contact space is provided by transfer paths between the refined cells; adjacency in the free space is provided by transit paths between the refined cells.

## 5 Conclusion

We have shown in this paper that for the manipulation planning problem for three disks (one robot and two movable objects) in the plane it is possible to construct an exact representation of the admissible (i.e., collision-free and satisfying the contact constraints) configuration space in the form of a manipulation graph to be searched for a solution.

To prove the result, we have preliminarily generalized the so called reduction property to the case of double contact. Then, using the cell decomposition proposed by Schwartz and Sharir [10] and a specific analysis of the structure of the configuration space, we have illustrated the fundamental steps for the construction of the manipulation graph the connectivity of which accounts for the existence of a manipulation path.

Future work includes studying the case of an arbitrary number of movable objects and the adaptation of the result to more realistic manipulation systems. Different manipulation models, possibly including pushing and sliding are also a potential interesting evolution of this work.

## Appendix

In this section we propose a constructive geometric proof of the reduction property for paths in configuration space constrained by contact between the robot and both objects. Preliminary to this proof is the conceptual illustration of the contact manifolds.

## Single-Contact Manifold

Paths corresponding to motion in contact with only one object lie in a 5-dimensional manifold immersed in $\mathcal{C}_{\text {free }}$ that foliates with the position of the obstacle that is not in contact. On each leaf the reduction property in [5] can be applied to transform any path in contact into a sequence of transfer and transit paths. In principle, there exist two identical spaces of this kind, one for each object, and they are transversal to each other. We call these spaces $\mathcal{C}_{c_{1}}$ and $\mathcal{C}_{c_{2}}$. Figure 5 provides a conceptual illustration of $\mathcal{C}_{C_{1}}$ and the paths in $\mathcal{C}_{c_{1}}$ and $\mathcal{C}_{c_{1}} \cap \mathcal{C}_{c_{2}}$ represented in $\mathcal{C}_{c_{1}}$.


Fig. 5 Illustration of $\mathcal{C}_{c_{1}}$ and the paths in contact: $\operatorname{dim}\left(\mathcal{C}_{c_{1}}\right)=5$ while the dimension of its leaves is 3. Each leaf is a replication of the configuration space of $R$ in contact with $O_{1}$, the only difference between leaves being the position of $O_{2}$. A path in contact with both $O_{1}$ and $O_{2}$ is transversal to the leaves spanning $\mathcal{C}_{c_{1}}$. The manifold of contact configurations between $R$ and $O_{2}$ has the same structure but is transversal to the space illustrated in the figure

## Double-Contact Manifold

Paths of the robot in contact with both objects belong to the 4-dimensional manifold $\mathcal{C}_{c_{1}, c_{2}}=\mathcal{C}_{c_{1}} \cap \mathcal{C}_{c_{2}}$ at the intersection between $\mathcal{C}_{c_{1}}$ and $\mathcal{C}_{c_{2}}$. A path in contact with both objects is represented by the green dashed path in Fig. 6 as a path "across" the foliation of one of the single-contact manifolds.

We start with the following claim: Because of the foliations of $\mathcal{C}_{c_{1}}$ and $\mathcal{C}_{c_{2}}$, any path in this manifold should be equivalent to a sequence of transfer paths with two contacts and paths in either $\mathcal{C}_{c_{1}}$ or $\mathcal{C}_{c_{2}}$. Figure 6 shows an example of such a decomposition: the green dashed path in contact with both objects can be reduced to the sequence composed by the black dotted path and the blue continuous path. Along the black dotted path both objects are in contact and the contact points do not change along the path. The path terminates where one of the object has reached the desired position. The blue path is a single-contact path lying on a leaf of one of the single contact manifolds. We know that the reduction property applies to paths in contact lying on either of these two manifolds, therefore, we only need to show that the green dashed path is equivalent to the sequence of black and blue paths. Figure 7 illustrates the property through an example: given the initial and the final configurations, respectively $\boldsymbol{q}_{s}$ and $\boldsymbol{q}_{g}$, any path in the double-contact manifold is admissible. Figure 8 shows how to reduce it to a sequence of transfer and transit paths. A formal proof to this Generalized Reduction Property follows.


Fig. 6 Illustration of the "reduction property" to be proven: is the dashed green path equivalent to the sequence of dotted and blue (continous) path?


Fig. 7 Any path in the double-contact manifold is admissible to go from $\boldsymbol{q}_{s}$ to $\boldsymbol{q}_{g}$ but not any path is a manipulation path


Fig. 8 Can any path in the double-contact manifold be "reduced" to a sequence of transfer and transit paths as in the figure?

## Generalized Reduction Property

Generalized Reduction Property: Any two configurations belonging to the same connected component of the double-contact manifold can be connected by a manipulation path.

Proof It is a direct generalization of the reduction property proof in [5]. Let $\boldsymbol{q}_{a}$ and $\boldsymbol{q}_{b}$ be two configurations in the double-contact manifold connected by a collision-
free path in $\mathcal{C}_{c_{1}, c_{2}}$. Note that, since the robot is not allowed to move in contact with static obstacles, this path is actually contained in the subset $\tilde{\mathcal{C}}_{c_{1}, c_{2}}$ of $\mathcal{C}_{c_{1}, c_{2}}$ of all configurations such that the robot is not in contact with any static obstacle. This is an open set in $\mathcal{C}_{R}$ but might not be in $\mathcal{C}$.

Denoted the collision-free path as $\boldsymbol{p}:[0,1] \rightarrow \tilde{\mathcal{C}}_{c_{1}, c_{2}}$, with $\boldsymbol{p}(0)=\boldsymbol{q}_{a}$ and $\boldsymbol{p}(1)=\boldsymbol{q}_{b}$, some preliminary definitions are in order:
$\boldsymbol{p}_{R}:$ projection of $\boldsymbol{p}$ on $\mathcal{C}_{R}$;
$\boldsymbol{p}_{O_{1}}:$ projection of $\boldsymbol{p}$ on $\mathcal{C}_{O_{1}}$;
$\boldsymbol{p}_{\mathrm{O}_{2}}:$ projection of $\boldsymbol{p}$ on $\mathcal{C}_{\mathrm{O}_{2}}$;
$\boldsymbol{p}_{R-O_{1}}$ : contact configuration relative to object $O_{1}$ on $\boldsymbol{p}$;
$\boldsymbol{p}_{R-O_{2}}$ : contact configuration relative to object $O_{2}$ on $\boldsymbol{p}$.
Assume that the objects can neither be in contact with obstacles nor in contact between themselves (quite unrealistic, to be removed later) and let $\boldsymbol{q}=\boldsymbol{p}(s)$, $s \in[0,1]$, be a configuration on the path. Due to the non-contact hypothesis, it is always possible to define an open ball $B_{1}$ in the collision-free single-contact configuration space $\mathcal{C}_{c_{1} \text {, fre }}$, centered on the contact configuration $\boldsymbol{p}_{R-O_{1}}(s)^{3}$ and without considering $O_{2}$. Its projection $D_{\epsilon_{1}}$ in $\mathcal{C}_{R}$ is homeomorphic to a disk of radius $\epsilon_{1}>0$. The object $O_{1}$ will not collide with obstacles as long as it is in contact with $R \in D_{\epsilon_{1}}$. In the same way there exists a ball $B_{2}$ in the collision-free single-contact configuration space $\mathcal{C}_{c_{2}, \text { free }}$, centered on the contact configuration $\boldsymbol{p}_{R-O_{2}}(s)$. Its projection $D_{\epsilon_{2}}$ in $\mathcal{C}_{R}$ is a disk of radius $\epsilon_{2}>0$.

Denote by $\epsilon=\min \left\{\epsilon_{1}, \epsilon_{2}\right\}$. Due to the continuity of $\boldsymbol{p}$, there exists an $\eta_{R}>0$ such that

$$
\forall \tau \in] s-\eta_{R}, s+\eta_{R}\left[, \boldsymbol{p}_{R}(\tau) \in D_{\epsilon / 2},\right.
$$

an $\eta_{1}>0$ such that

$$
\forall \tau \epsilon] s-\eta_{1}, s+\eta_{1}\left[,\left\|\left(\boldsymbol{p}_{R}(\tau)-\boldsymbol{p}_{O_{1}}(\tau)\right)-\left(\boldsymbol{p}_{R}(s)-\boldsymbol{p}_{O_{1}}(s)\right)\right\|<\epsilon / 4,\right.
$$

and an $\eta_{2}>0$ such that

$$
\forall \tau \in] s-\eta_{2}, s+\eta_{2}\left[,\left\|\left(\boldsymbol{p}_{R}(\tau)-\boldsymbol{p}_{O_{2}}(\tau)\right)-\left(\boldsymbol{p}_{R}(s)-\boldsymbol{p}_{O_{2}}(s)\right)\right\|<\epsilon / 4 .\right.
$$

Denote by $\eta_{3}=\min \left\{\eta_{1}, \eta_{2}\right\}$, and conclude that

$$
\forall \tau \in] s-\eta_{3}, s+\eta_{3}\left[,\left\|\left(\boldsymbol{p}_{O_{2}}(\tau)-\boldsymbol{p}_{O_{1}}(\tau)\right)-\left(\boldsymbol{p}_{O_{2}}(s)-\boldsymbol{p}_{O_{1}}(s)\right)\right\|<\epsilon / 2 .\right.
$$

Consider now $\eta=\min \left\{\eta_{R}, \eta_{3}\right\}$ and two configurations along the path: $\boldsymbol{q}_{1}=\boldsymbol{p}\left(\tau_{1}\right)$ and $\boldsymbol{q}_{2}=\boldsymbol{p}\left(\tau_{2}\right)$, with $\tau_{1}<\tau_{2}$ and both in the interval $] s-\eta, s+\eta$ [.

The path $\boldsymbol{p}(\tau)=\left(\boldsymbol{p}_{R}(\tau), \boldsymbol{p}_{O_{1}}(\tau), \boldsymbol{p}_{O_{2}}(\tau)\right), \tau \in\left[\tau_{1}, \tau_{2}\right]$ that transfers of $O_{1}$ in double-contact can be written as

[^77]\[

$$
\begin{aligned}
\boldsymbol{p}_{R}(\tau) & =\boldsymbol{p}_{O_{1}}(\tau)+\left(\boldsymbol{p}_{R}\left(\tau_{1}\right)-\boldsymbol{p}_{O_{1}}\left(\tau_{1}\right)\right) \\
\boldsymbol{p}_{O_{1}}(\tau) & =\boldsymbol{p}_{O_{1}}(\tau) \\
\boldsymbol{p}_{O_{2}}(\tau) & =\boldsymbol{p}_{O_{1}}(\tau)+\left(\boldsymbol{p}_{O_{2}}\left(\tau_{1}\right)-\boldsymbol{p}_{O_{1}}\left(\tau_{1}\right)\right)
\end{aligned}
$$
\]

and the transfer path $\boldsymbol{p}(\tau)=\left(\boldsymbol{p}_{R}(\tau), \boldsymbol{p}_{O_{1}}(\tau), \boldsymbol{p}_{O_{2}}(\tau)\right), \tau \in\left[\tau_{1}, \tau_{2}\right]$ of $O_{2}$ in singlecontact to its goal position

$$
\begin{aligned}
\boldsymbol{p}_{R}(\tau) & =\boldsymbol{p}_{O_{1}}\left(\tau_{2}\right)+\left(\boldsymbol{p}_{O_{2}}(\tau)-\boldsymbol{p}_{O_{1}}(\tau)\right)+\left(\boldsymbol{p}_{R}\left(\tau_{1}\right)-\boldsymbol{p}_{O_{2}}\left(\tau_{1}\right)\right) \\
\boldsymbol{p}_{O_{1}}(\tau) & =\boldsymbol{p}_{O_{1}}\left(\tau_{2}\right) \\
\boldsymbol{p}_{O_{2}}(\tau) & =\boldsymbol{p}_{O_{1}}\left(\tau_{2}\right)+\left(\boldsymbol{p}_{O_{2}}(\tau)-\boldsymbol{p}_{O_{1}}(\tau)\right)
\end{aligned}
$$

Finally, transit path $\boldsymbol{p}(\tau)=\left(\boldsymbol{p}_{R}(\tau), \boldsymbol{p}_{O_{1}}(\tau), \boldsymbol{p}_{O_{2}}(\tau)\right), \tau \in\left[\tau_{1}, \tau_{2}\right]$ of $R$ to its goal:

$$
\begin{aligned}
\boldsymbol{p}_{R}(\tau) & =\boldsymbol{p}_{O_{2}}\left(\tau_{2}\right)+\left(\boldsymbol{p}_{R}(\tau)-\boldsymbol{p}_{O_{2}}(\tau)\right) \\
\boldsymbol{p}_{O_{1}}(\tau) & =\boldsymbol{p}_{O_{1}}\left(\tau_{2}\right) \\
\boldsymbol{p}_{O_{2}}(\tau) & =\boldsymbol{p}_{O_{2}}\left(\tau_{2}\right)
\end{aligned}
$$

As a result of the choice of $\eta$ these paths should all be feasible, i.e., collision-free. A symmetric argument can be provided if $O_{2}$ is transferred first to its goal position. $\diamond$

This proof could be completed by considering the case of objects-obstacles and object-objects contacts, but omitted due to lack of space. The critical point in this case is that double-contact motion could not be allowed because it would not be possible to define an open disk in either of the two one-contact manifolds. It is then necessary to prove that a motion in double contact can be reduced to a sequence of motions in single contact. To achieve this reduction it is sufficient to break both contacts and move back to one of the two single-contact manifolds where the reduction property holds. It is, in fact, possible to show that there always exists a set of "escape" directions allowing the robot to un-grasp both obstacles.
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# A Topological Perspective on Cycling Robots for Full Tree Coverage 

Han Wang, Cheng Chen and Yuliy Baryshnikov


#### Abstract

We study the topology of the space of coverings for a metric tree with disks embedded in the tree. Focusing on the coverings with excess one disk, we prove that its topological structure is that of a Cayley graph of the permutation group $S_{n}$. What follows is a centralized algorithm for stabilizing periodic swarm coverings based upon feedback control with the designed vector field on a maximal subset of the space, removing discontinuity loci.


Keywords Swarm control • Space of coverings • Metric tree • Hybrid vector field • Cayley graph

## 1 Introduction

Robotic coverage by multi-agent systems is an important area (see an early survey [7]) with many facets and research threads. Here we consider a quite natural scenario: a finite number of mobile agents, equipped with sensors (for simplicity, we restrict ourselves here with constant sensing radii) need to cover a terrain of interest at all times. This is the full coverage condition that is to be maintained by the multi-agent system. As the condition is collective, depending on the positions of all agents, it
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Fig. 1 Mobile robots move in a nontrivial "cloud" space of coverings with each point in this space corresponding to a full coverage of the target terrain in green; the target terrain is then simplified to a metric tree covered by flat disks of different colors. The arrow on the right figure shows the possible movement of a flat disk of radius $r$ on the tree
is natural to consider the corresponding object, the space of coverings defined as follows:

Definition 1 In a compact metric space $X \subset \mathbb{R}^{d}$, denote by $B(x, r) \subset X$ the metric ball (or disk) of radius $r$ centered at $x \in X$. The space of (labelled) coverings (SoC) is defined as:

$$
\begin{equation*}
\operatorname{Cov}_{n}(r, X)=\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right): \bigcup_{i \in[n]} B\left(x_{i}, r\right) \supseteq X\right\} \tag{1}
\end{equation*}
$$

Note that the space is a subset of Cartesian power of $X$ :

$$
\operatorname{Cov}_{n}(r, X) \subset X^{n}
$$

In this sense it can be viewed as a configuration space points of which represent configurations of the multi-agent system: this usage is common in topology (and topological robotics, compare [10]), but can perhaps evoke some misleading allusions to mechanics. We use the term here exclusively in topological sense.

Many fundamental questions related to covering configurations can be rendered in terms of understanding the structure of $\operatorname{Cov}_{n}(r, X)$. Here, we study a particular question of finding a feedback control stabilizing on a periodic trajectory in the covering space $\operatorname{Cov}_{n}(r, X)$.

This problem is highly nontrivial as the topology of the space of coverings is highly nontrivial even in the simplest situations, and depends on the metric and topological properties of the covered terrain $X$. This paper deals with one of the simplest terrains $X$, a metric tree. The metric trees can be treated in practice either as some approximations of the target terrain (eg., [4] ${ }^{1}$ ), or subregion coverage we want to reinforce with absolute coverage. Figure 1 illustrates the imaginative scenario for our motivation.

[^79]Even for such simple (1-dimensional, simply connected) spaces $X$, the corresponding SoCs have rich topological properties, due to a fascinating interplay of topological and combinatorial properties.

We will be working exclusively with the excess 1 SoCs. By excess we understand the difference of $n$, the number of mobile agents, with the minimal number of agents required to cover $X$ at given sensing radius (i.e. smallest $l$ such that $\operatorname{Cov}_{l}(r, X) \neq \emptyset$ ).

The topology of the SoC is important from the viewpoint of feedback stabilization: continuity of the feedback control cannot be possible if the topology (more precisely, the homotopy type) of the SoC does not match that of the limiting cycle [21]. This, of course, necessitates introduction of discontinuities (e.g. switched systems [16]). In the situation of the coverage problem of a metric tree we will see that the topology of the SoC differs from that of the limiting cycle, precluding the existence of a continuous vector field for the feedback stabilization.

## 2 Relation to Previous Work

Topology is the key ingredient here. The idea of using (algebraic) topology in motion planning has a long tradition. One particular inspiration for us was the work [12] where the authors designed a vector field on the topological configuration space for a two-cooperative-robot system operated on a Y-shaped graph to conduct a periodic motion. As a recent example, [3] studies the topology of the configuration space of a legged locomotion. The authors built there a two-step feedback control to stabilize the centipede to a desired motion. In the same spirit, we use the topology of the SoC. More generally, the topological robotics evolved into a thriving area, with several recent developments reported in [10].

As the main task constraining the multi-agent system we consider here is the coverage of a domain, it is worth reviewing a few of the relevant references here. We emphasize that most of the literatures deal with the static coverage thus [8, 9, 19, 24] deal with the problem of finding a covering configuration by the agents (which can be interpreted as the problem of finding a control with $\operatorname{Cov}_{n}(r, X)$ being an attractor), perhaps with some quality guarantees, so that a configuration optimal in some sense is sought (with either centralized or decentralized controls).

Many versions of the coverage problem have tangential resemblance with our setup: thus one might request that all points of the terrain has been sensed by the agents, or that some targets (mobile or not, always or intermittently visible etc.) are sensed. Such problems are addressed by papers on sweep coverage [6, 13] and lawnmower type coverage [15], search [20, 23] and exploration [4], ergodic dynamics for uniform coverage [17] etc.

What we consider is the dynamic coverage type problem, where maintaining the coverage is strictly enforced, which has not been considered yet in previous literatures. Rigorous consideration of the topology of the resulting configuration spaces and their implications for the feedback are novel, and has not been considered elsewhere.

The remaining part of the paper is arranged as follows. In Sect. 3, we introduce relevant topological background and the mathematical setting with respect to the coverage problem on metric trees. We also present a theorem connecting the topology of the space of coverings with Cayley graphs. In Sect. 4, comparisons of the topology of the spaces of coverings for two prototypical types of trees are presented. In Sect. 5, we provide an elegant proof of our theorem using induction. In Sect. 6, a design of patrol pattern on the space of coverings is demonstrated with a 'minimal' cut as we remove discontinuous loci for the vector field. In Sect. 7, a numerical example of this design is shown to stabilize the multi-agent system on a Y-shaped graph, and our stability result is presented in the simulation.

## 3 Settings

We present in this section our special setting for studying the spaces of coverings, together with necessary notions from graphs, topology and group theory.

### 3.1 Metric Tree

A metric tree $\Gamma=(V, E, \omega)$ is a tree with vertex set $V$ and edge set $E$ that all edges in $E$ are closed line segments in $\mathbb{R}$ that are homeomorphic to $[0,1]$, and the weight $\operatorname{map} \omega: E \rightarrow \mathbb{R}^{+}$suggests the length $\omega(e)$ of $e . \omega$ induces a metric $d$ on $\Gamma$, where $d(x, y)$ is the length of the shortest path connecting the points $x$ and $y$ on the graph.

A flat disk $B(x, r)$ centered at $x$ with radius $r$ consists of all points on $\Gamma$ at distance at most $r$ from $x$. The right figure in Fig. 1 shows flat disks (of possible different sizes) covering a metric tree.

### 3.2 Spaces of the Coverings

According to (1), the number of degrees of freedom of the system (dimension for $\left.\operatorname{Cov}_{n}(r, X)\right)$ increases as $n$ increases with a fixed $r$. In general we are interested with the topology of $\operatorname{Cov}_{n}(r, X)$ with different values of $r$ and $n$. The topology of the covered terrain $X$ also determines $\operatorname{Cov}_{n}(r, X)$.

Suppose we have $n$ coverings and $k$ is the least number we need to cover $X$, the excess number is defined to be $n-k$.

Studying the topology of $\operatorname{Cov}_{n}(r, \Gamma)$ in general is highly nontrivial, simplification of $\operatorname{Cov}_{n}(r, \Gamma)$ partly depends on the excess number of the coverings. The smallest dimension of the subspace which $\operatorname{Cov}_{n}(r, \Gamma)$ can be reduced into without changing the topological invariant relies on the excess number. In this paper we will concentrate on the case of excess number being 1, as this case yields the first nontrivial topology of the space of coverings.

Let $\Gamma_{n}$ be a metric graph with $n$ edges and the weight map $\omega$ being the constant 1 . We consider the space of coverings for $\Gamma_{n}$ with excess one covering disk as follows:

$$
\operatorname{Cov}_{n+1}\left(\Gamma_{n}\right):=\operatorname{Cov}_{n+1}\left(1 / 2, \Gamma_{n}\right)
$$

### 3.3 Topological Invariant

Given two topological spaces $X$ and $Y$, suppose we have two continuous maps $f$ and $g$ from $X$ to $Y$. A homotopy $H$ between $f$ and $g$ is a continuous map from $X \times[0,1] \rightarrow Y$ satisfying $H(x, 0)=f(x)$ and $H(x, 1)=g(x)$. If such map exists, $f$ is homotopic to $g$.

Two spaces $X$ and $Y$ are homotopy equivalent if there exists continuous functions $f: X \rightarrow Y$ and $g: Y \rightarrow X$ such that $f \circ g$ is homotopic to identity map id ${ }_{Y}$ on $Y$, and $g \circ f$ is homotopic to identity map id $X_{X}$ on $X$. Roughly speaking, two spaces are homotopy equivalent if one can be deformed continuously into the other. If two spaces are homotopy equivalent, we say they are of the same topological type, for they share many topological invariants. Interested readers can consult [1] or [14] for more details.

One topological invariant, namely, Euler Characteristic, classically defined on the surfaces of polytopes as the alternating sum of the number of facets, edges and vertices $(\chi=V-E+F)$ is also invariant for two homotopy equivalent cell complexes consisting of cells in different dimensions (see e.g., [14]). In such setting, Euler characteristic can be defined as

$$
\chi=\sum_{i}(-1)^{i} n_{i},
$$

where $n_{i}$ is the number of $i$-dimensional cells. Many topological spaces can be studied as cell complexes. An undirected graph, for example, can be seen as a 1-dimensional cell complex. One can also consult [18] for a basic topology introduction in the setting of robot motion planning.

### 3.4 Cayley Graph of the Permutation Group $S_{n}$

Given a group $G$ and a subset $R$ of $G$, the Cayley graph of $G$ with a generating set $R$ is the directed graph $C(G, R)$ with vertex set identified with $G$, and an edge $(g, g r)$ for each $g \in G$, and $r \in R$. In particular, if $R=R^{-1}$ (for any $r \in R, r^{-1} \in R$ ), then $C(G, R)$ is an undirected graph.

The permutation group $S_{n}$ is the set of permutations of [ $n$ ], i.e., the set of bijections from $[n]$ to $[n]$. We follow the common convention of denoting a permutation as an ordered $n$-tuple $\sigma=\left(\pi_{1} \pi_{2} \ldots \pi_{n}\right)$ with $\pi_{k} \in[n]$, for $k=1, \ldots, n$. Applying


Fig. 2 Covering $L_{3}$ with 4 disks is shown on the left, $\operatorname{Cov}_{4}\left(L_{3}\right)$ deform retracts to the 1-dimensional object: the 1 -skeleton of the permutahedron $P_{4}$, a truncated octahedron (in the middle), the same topological type. The 1 -skeleton again can be represented as the Cayley graph of $S_{4}$ with generating set $\{(1,2),(2,3),(3,4)\}$ on the right
one permutation after another can be seen as the product of two permutations, which is also a permutation; this is why $S_{n}$ is a group. A transposition, denoted as $(i, j)$, where $i, j \in[n]$ and $i \neq j$, indicates that the $i$ th position is swapped with the $j$ th position for some permutation. We are interested with the generating set $R$ consisting of only transpositions. For example, the Cayley graph of $S_{4}$ with generating set $\{(1,2),(2,3),(3,4)\}$ is shown in Fig. 2 on the right.

To any set $R$ of transpositions of $S_{n}$, we can associate a primitive graph, with vertex set [ $n$ ], and edges representing all transpositions in $R$.

With all the needed preparations, we can now present our main topological result.

## Theorem 1

$$
\operatorname{Cov}_{n+1}\left(\Gamma_{n}\right) \simeq_{h} C\left(S_{n+1}, R\right),
$$

where $R$ is the generating set of transpositions whose primitive graph is $\Gamma_{n}$, and $\simeq_{h}$ stands for "homotopy equivalent".

The proof of Theorem 1 is shown in Sect. 5.

## Theorem 2

$$
\operatorname{Cov}_{n}(r, I) \simeq_{h} \operatorname{Skel}_{k}\left(P_{n}\right),
$$

where $I$ is the unit interval and $k=n-\left\lceil\frac{1}{2 r}\right\rceil, S k e l_{k}$ stands for the $k$-th skeleton, which is the union of all the $k$-dimensional faces of a polytope. $P_{n}$ stands for the polytope of a permutahedron, which is the convex hull of all vectors that are obtained by permuting the coordinates of the vector $(1,2, \ldots, n)$.

The permutahedron is an interesting polytope whose vertices can be identified with the permutations of $S_{n}$ as described in [25]. Its 1 -skeleton can be identified with some Cayley graph. The proof of this result is presented in [2] and is related to the topology of certain diagonal subspace arrangements, see [5]. In the following section, we present the special case with $n=4$ and excess 1 in Theorem 2 for one's convenience together with some topological intuitions.

## 4 Example: Chain Versus Dandelion

An $n$-chain is a metric tree $L_{n}$ with $n$ edges of unit length and 2 leaves. An $n$-dandelion is a metric tree $X_{n}$ with $n$ edges of unit length and $n$ leaves.

Consider the generating sets

$$
\begin{aligned}
& R_{n+1}^{1}=\{(1,2),(2,3), \ldots,(n, n+1)\}, \\
& R_{n+1}^{2}=\{(1,2),(1,3), \ldots,(1, n+1)\}
\end{aligned}
$$

Note that $R_{n+1}^{i}=\left(R_{n+1}^{i}\right)^{-1}$ for $i=1,2$, so $C\left(S_{n+1}, R_{n+1}^{i}\right)$ are both undirected graphs.

It is clear immediately that the primitive graph of $R_{n+1}^{1}$ is $L_{n}$; the primitive graph of $R_{n+1}^{2}$ is $X_{n}$.

### 4.1 Covering L3 with Excess One

According to Theorem 2, $\operatorname{Cov}_{4}\left(L_{3}\right)$ has the homotopy type of 1-skeleton of $P_{4}$, the permutahedron with 4 ! vertices. Edges are formed by adjacent transpositions of the coordinates of vertices. Therefore the 1 -skeleton of $P_{4}$ is the Cayley graph of $S_{4}$ with generating set $R_{4}^{1}$. To understand the theorem, one can imagine three covering disks situated on each edge with one excess. On a single edge which is covered by two disks, we have some freedom of moving them. In such a case, we can first order them on the edge, if their order does not change (no switch), the configuration space for the two points is just homotopy equivalent to a point; if they do change the order, we can see this as switch of jobs: the one with lower order takes charge of covering the whole edge, and the other with higher order becomes a freely roaming disk on the graph. The roaming one can switch others out too, the minimal rotational switch among three covering disks is achieved on two neighboring edges. Hence, the SoC of $L_{3}$ restricted on any two neighboring edges with three disks $B\left(x_{i}, 1 / 2\right)$ can be retracted to, geometrically, a hexagon. In other words, a hexagon is formed when three disks are switched with one another. Different hexagons are glued together at places where they share common configurations. Figure 2 presents the SoC first as the gluing of hexagons (middle), which finally turns into the 1 -skeleton of $P_{4}$. More details are given in [22].

### 4.2 Covering Y Graph $\left(X_{3}\right)$ with Excess One

This example highlights our gluing technique and shows interesting topological structures compared with $\operatorname{Cov}_{4}\left(L_{3}\right)$. If one fixes a specific covering disk on one branch,
the other two branches with three covering disks will yield a hexagon in the SoC by a rotational switch among the disks on the two edges. The total number of hexagons in $\operatorname{Cov}_{4}(Y)$ depends on the choice of the neighboring two edges on $Y$ and that of the fixed covering disk as well. There are 4 options of the fixed disk and 3 options of the edge for the disk to cover, thus there are $4 \times 3=12$ hexagons in $\operatorname{Cov}_{4}(Y)$. We construct $\operatorname{Cov}_{4}(Y)$ by gluing the 12 hexagons. To realize the gluing pattern we can create imaginary mid-points on the edges of the original 12 hexagons, representing the roaming disk's position at the central vertex while moving on the edge. Figure 3 illustrates how to visualize the gluing for three neighboring hexagons.

Alternatively, consider any permutation (an ordered 4-tuple) $s \in S_{4}$ representing a covering configuration that the $i+1$ st element in $s$ covers the $i$ th branch of $Y$ by resting at the mid-point of that branch, and the first element in $s$ lies at the central vertex. A little reflection shall convince us that each edge of the above mentioned 12 hexagons can be labelled by some $s \in S_{4}$. We can make each hexagon into the dual one with each vertex labelled by $s \in S_{4}$ and each edge labelled by an ordered 3 -partition of the set $\{1,2,3,4\}$. Since the hexagons share a vertex if and only if the labelings are the same, the degree of any vertex is 3 , and an edge is shared by 2 hexagons. Therefore, we have 12 hexagons, 24 vertices and 36 edges to form $\mathrm{Cov}_{4}(Y)$ as a 1-complex. The graph is known as the Nauru graph, which is toroidal and thus can be realized on a torus. Moreover, the Nauru graph is the Cayley graph of $S_{4}$ with generating set $R_{4}^{2}$.

Comparing the above results for $L_{3}$ and $Y$ is quite interesting. $\operatorname{Cov}_{4}\left(L_{3}\right)$ can be embedded on a sphere while $\operatorname{Cov}_{4}(Y)$ can be embedded on a torus. Yet a straightforward counting tells us they have the same Euler characteristic invariant. The two Cayley graphs of $S_{n+1}$, on the other hand, have different expansion properties. $C\left(S_{n+1}, R_{n+1}^{2}\right)$ is a better expander than $C\left(S_{n+1}, R_{n+1}^{1}\right)$, as known facts pointed out in [11].


Fig. 3 Covering $Y$ with 4 disks is shown on the left (note that the central disk has partial coverage of all the branches), after the gluing in the middle, $\operatorname{Cov}_{4}(Y)$ becomes a Cayley graph of $S_{4}$ with generating set $\{(1,2),(1,3),(1,4)\}$ on the right, known as the Nauru graph, which is able to be embedded on a torus

## 5 Proof of Theorem 1

To prove Theorem 1, we denote the vertex set of the tree as $V=\left\{v_{1}, \ldots, v_{n+1}\right\}$. For $\sigma=\left(\pi_{1} \ldots \pi_{n+1}\right) \in S_{n+1}$, consider $\widetilde{\operatorname{Cov}_{\sigma}}$ as the subset of $\operatorname{Cov}_{n+1}\left(\Gamma_{n}\right)$ with the constraints that $v_{i} \in B\left(x_{\pi_{i}}, 1 / 2\right), \forall i \in[n]$. It follows

$$
\operatorname{Cov}_{n+1}\left(\Gamma_{n}\right)=\bigcup_{\sigma \in S_{n+1}} \widetilde{\operatorname{Cov}_{\sigma}}
$$

Lemma $1 \widetilde{\mathrm{Cov}_{\sigma}}$ is homotopy equivalent to a point.
Proof Consider disks $B\left(x_{\pi_{i}}, 1 / 2\right)$ covering leaves of $\Gamma_{n}$, we can move them to the mid-point of the edge that leads to leaf $v_{i}$; delete the edge connecting the leaves as well as the covering disks on that edge, treat the rest as a subtree of $\Gamma_{n}$ and repeat the above procedure. When we are left with two disks, fix their centers at the mid-point of the last edge with all the other disks each fixed at the mid-point of some edge. The procedure yields deformation retracts from $\widetilde{\operatorname{Cov}_{\sigma}}$ to the ending configuration point.

Lemma $2 \widetilde{\operatorname{Cov}_{\sigma_{1}}}$ and $\widetilde{\operatorname{Cov}_{\sigma_{2}}}$ can deformation retract to the same point if and only if $\sigma_{1}$ and $\sigma_{2}$ differ by a transposition $(i, j)$, and $e=\left(v_{i}, v_{j}\right)$ is an edge of $\Gamma_{n}$.

Proof $\widetilde{\operatorname{Cov}_{\sigma_{1}}}$ and $\widetilde{\operatorname{Cov}_{\sigma_{2}}}$ can only intersect at the configuration with ( $v_{i}, v_{j}$ ) covered by two disks centering at the mid-point of the edge.

Now we can prove Theorem 1:
Proof We proceed by induction. When $n=2$, the tree is an unit interval, it is clear that $\operatorname{Cov}_{2}\left(\Gamma_{1}\right)$ is homotopy equivalent to $C\left(S_{2},(1,2)\right)$, which is an edge. The vertices in $C\left(S_{2},(1,2)\right)$ are (12) and (21), representing covering conditions that $v_{i}$ is covered by $B\left(x_{i}, 1 / 2\right)$, or by $B\left(x_{3-i}, 1 / 2\right)$, for $i=1,2$.

Suppose $\operatorname{Cov}_{n}\left(\Gamma_{n-1}\right) \simeq_{h} C\left(S_{n}, R\right)$. The vertices in $C\left(S_{n}, R\right)$ are $n$-tuples $\left(\pi_{1} \pi_{2} \ldots \pi_{n}\right)$ representing the covering condition that $v_{i} \in B\left(x_{\pi_{i}}, 1 / 2\right)$. If we connect one more vertex (leaf) $v_{n+1}$ to some node $v_{p}$ in $\Gamma_{n-1}$, we get $\Gamma_{n}$. We also add another disk $B\left(x_{n+1}, 1 / 2\right)$.

Consider a subset of $\operatorname{Cov}_{n+1}\left(\Gamma_{n}\right)$ as follows:

$$
\left\{\left(x_{1}, \ldots, x_{n+1}\right):\left(x_{1}, \ldots, \hat{x}_{k}, \ldots, x_{n+1}\right) \in \operatorname{Cov}_{n}\left(\Gamma_{n-1}\right), B\left(x_{k}, 1 / 2\right) \ni v_{n+1}\right\},
$$

where $k=1, \ldots, n+1$, and the 'hat' symbol over $x_{k}$ indicates that $B\left(x_{k}, 1 / 2\right)$ is not considered in $\operatorname{Cov}_{n}\left(\Gamma_{n-1}\right)$. It is easy to see that the subset is homotopy equivalent to $\operatorname{Cov}_{n}\left(\Gamma_{n-1}\right)$, the symmetry implies that we have $n+1$ copies of $\operatorname{Cov}_{n}\left(\Gamma_{n-1}\right)$ in $\operatorname{Cov}_{n+1}\left(\Gamma_{n}\right)$ by allowing one among all $n+1$ disks to cover $v_{n+1}$. By assumption,
$\operatorname{Cov}_{n}\left(\Gamma_{n-1}\right) \simeq C\left(S_{n}, R\right), \operatorname{so~}_{\operatorname{Cov}_{n+1}}\left(\Gamma_{n}\right)$ has $(n+1) n!=(n+1)!$ vertices, each represented by a permutation of $[n] \cup\{n+1\}$. For two permutations $\sigma_{1}=\left(\pi_{1} \ldots \pi_{n} n+1\right)$ and $\sigma_{2}, \widehat{\operatorname{Cov}_{\sigma_{1}}}$ is connected directly with $\widehat{\operatorname{Cov}_{\sigma_{2}}}$ by an edge if $\sigma_{1}$ and $\sigma_{2}$ differ by the $n+1$ st position in $\sigma_{1}$ and the $p$ th position (of the first $n$ positions) in $\sigma_{2}$. Note that $(p, n+1) \cup R$ generates $S_{n+1}$, so $\operatorname{Cov}_{n+1}\left(\Gamma_{n}\right) \simeq C\left(S_{n}, R^{\prime}\right)$, where $R^{\prime}=(p, n+1) \cup R$.

## 6 Feedback Stabilization

We want to implement patrol, i.e., a periodic cycle of the multi-robot system in the SoC. Assuming a station for the robots is placed somewhere on the metric tree, and one wants to periodically drive each robot to the station for recharging or making shift. Such patrol corresponds to a trajectory $\gamma$ in $\operatorname{Cov}_{n+1}\left(\Gamma_{n}\right)$.

Suppose we have a vector field $v$ defined on $\gamma$. A feedback stabilization for $\gamma$ is a dynamical system

$$
\dot{x}=f(x, u)
$$

with $u$ being the continuous feedback control and $f(x, u)$ coincides with $v$ on $\gamma$, this system has $\gamma$ as the attractor, so $\gamma$ is also called the limiting cycle.

The topology of the SoC forbids a closed-loop feedback stabilization in the SoC. To address this issue, we follow [3] to construct hybrid vector fields in accordance with the topological properties of the configuration space. Define an admissible basin for $\gamma$ as an open subset Bs where a continuous vector field can be designed to stabilize the system. Then a cut is a complement set of Bs in $\operatorname{Cov}_{n+1}\left(\Gamma_{n}\right)$.

The cut set should correspond to discontinuous loci of the hybrid vector field. A natural question follows as to how small the cut can be. According to Theorem 1, a simple enumeration yields the Euler characteristic $\chi=\#(v)-\#(e)=(n+1)!-$ $(n+1)!n / 2=-(n+1)!(n-2) / 2$, therefore $\operatorname{Cov}_{n+1}\left(\Gamma_{n}\right)$ is homotopy equivalent to a wedge sum of circles, which is also known as a bouquet, i.e., the circles are touched at a point. By making cuts on some of the circles of the bouquet, we turn the remaining parts into one topological circle $\gamma$. Therefore, the 'minimal' cut in a set-theoretic sense according to [3] is a set of $(n+1)!(n-2) / 2$ isolated points.

We propose a hybrid vector field $v$ defined on Bs as follows:

$$
\dot{x}=f_{p}(x, u), p \in S_{n+1}
$$

where $u$ is the feedback control and $p$ is the switching signal expressed by one of the elements in $S_{n+1}$. This system is said to stabilizing on $\gamma$ if $\gamma$ is attractive within Bs.

### 6.1 Vector Field Design for Patrols

Generally, we define patrol in the SoC in the following sense:
Definition 2 A patrol for coverage on a terrain $X$ with the base set $B \subset X$ is a periodic trajectory in the $\operatorname{SoC}_{\operatorname{Cov}_{n}}(r, X)$, i.e. a mapping $\gamma: S^{1} \rightarrow \operatorname{Cov}_{n}(r, X)$ such that each of the $n$ agents visits $B$.

In the paper we focus on a particular form of patrol, i.e., a repeated coverage on a metric tree $\Gamma_{n}$ as a periodic trajectory in the SoC such that each of the disks visits every edge (in a prescribed order). ${ }^{2}$ In the sequel of the paper we simply call our scheme a patrol, even though more general scenarios shall be explored for future work.

We define $\gamma_{i}$ recursively as a patrol on a sub-tree with $i$ edges in $\Gamma_{i+1}$, i.e., by removing one edge that leads to a leaf in $\Gamma_{i+1}$, for $i=1, \ldots, n-1$.

Based on the definition of $\gamma_{i}$, we have a natural order for all the edges of $\Gamma_{n}$ according to their removal order (first removed edge comes first). Assume we also have vector fields $v_{i}$ which are defined in the SoC and attracted to $\gamma_{i}$, for $i=1, \ldots, n$. The design of such vector fields for our patrol pattern consists of two stages:

1. Rearrange the covering disks so that every edge is covered by exactly one disk except for one covered by two disks, decide the free roaming disk from the two.
2. On each level of patrol $\gamma_{i}, i=1, \ldots, n, v_{i}$ is implemented according to some instruction cycle described by ordered generating subset from $R$.

The first stage is implemented following the idea of proof for Lemma 1 in order to decide the excess disk for roaming. For the second stage to reach $\gamma_{n}$, we arrange all the elements in our generating set $R$ at the level of $\gamma_{l}$ to an instruction cycle $\left\{q_{i}\right\}_{i=1}^{l}$ according to the order of the edges. Each $q_{i}$ is an indicator of the specific edge that is covered by two disks, and a switch of job (one disk is fixed and the other is free to roam) is done on the edge, via the instruction of $q_{i}$. In order to implement Theorem 1, we also define the following:

Definition 3 A cycle realization of a patrol $\gamma_{l}, l=2,3, \ldots, n$ is a mapping $\hat{\gamma}_{l}$ : $S^{1} \rightarrow C\left(S_{l+1},\left\{q_{i}\right\}_{i=1}^{l}\right)$ which captures the patrol pattern of $\gamma_{l}$. The set of vertices of $C\left(S_{l+1},\left\{q_{i}\right\}_{i=1}^{l}\right)$ is called the permutation set for $\hat{\gamma}_{l}$.

Then with an initial state (permutation in $S_{l+1}$ ), the trajectory of $\hat{\gamma}_{l}$ can be described using path on the Cayley graph on $S_{l+1}$ generated by $\left\{q_{i}\right\}$; the vertices of the graph play the role of 'landmarks'. We denote $\left\{V^{c}\right\}$ as the vertices of the Cayley graph on $S_{l+1}$.

For example, when $l=2$, suppose we have $q_{1}=(2,3), q_{2}=(1,2)$, with initial configuration labelled as $V_{1}^{c}=(123)$ in $C\left(S_{3},\left\{q_{i}\right\}_{i=1}^{2}\right)$. Then the trajectory for $\hat{\gamma_{2}}$ is expressed as follows:

[^80]\[

$$
\begin{aligned}
& V_{1}^{c}=(123) \rightarrow V_{2}^{c}=(132) \rightarrow V_{3}^{c}=(312) \rightarrow V_{4}^{c}=(321) \\
& \rightarrow V_{5}^{c}=(231) \rightarrow V_{6}^{c}=(213) \rightarrow V_{1}^{c}=(123) .
\end{aligned}
$$
\]

By induction, we immediately have
Proposition 1 The trajectory of $\hat{\gamma}_{l}$ can be obtained by repeating the instruction cycle $\left\{q_{i}\right\}_{i=1}^{l} l+1$ times, for different level $l=1, \ldots, n$.

Note that $\hat{\gamma_{l}}$ and $\gamma_{l+1}$ have vertices as their common landmarks, since by construction of $\hat{\gamma_{l}}$ we can always extend vertices of the Cayley graph on $S_{l+1}$ to those of the Cayley graph on $S_{l+2}$ by extending instruction $\left\{q_{i}\right\}_{i=1}^{l}$ with $q_{l+1}$. Therefore, any initial state on $\operatorname{Cov}_{n+1}\left(\Gamma_{n}\right)$ can be matched and attracted to a permutation on $\hat{\gamma}_{l}$, for some $l=2, \ldots, n$. Then, the state can be driven from $\hat{\gamma_{l}}$ to $\hat{\gamma_{l+1}}$ through common vertices between these trajectories. Finally, the state will be able to arrive at $\hat{\gamma_{n}}$ and periodically move along it. This leads to our finding of the minimal cut.

### 6.2 Minimal Cut

A hybrid vector field can be built corresponding to the pattern we have shown, and the minimal cut on $\operatorname{Cov}_{n+1}\left(\Gamma_{n}\right)$ is able to be derived to implement the hybrid vector field.

Proposition 2 In order to drive any initial state to the limiting cycle $\gamma_{n}$ continuously, a cut set should consist of cuts made on $(n+1)!(n-2) / 2$ edges of $C\left(S_{n+1}, R\right)$.

Proof We consider the $k$-th level SoC denoted as $\mathcal{C}_{k+1}$, which is a subspace of $\operatorname{Cov}_{n+1}\left(\Gamma_{n}\right)$ formed by permutating $k+1$ disks while fixing $n-k$ disks on the first $n-k$ edges. To calculate the number of cuts, we point out the following facts:

- We have $\Pi_{i=k+2}^{n+1} i$ choices of $\mathcal{C}_{k+1}$, each of which contains $(k+1)$ ! vertices.
- Every vertex in $\mathcal{C}_{k+1}$ is connected to a vertex in a neighboring $\mathcal{C}_{k+1}$ by an edge, which can be denoted by $q_{n-k}$. And there are one cut in each of these edges except for the entrance and exit edges of some $\hat{\gamma_{k}}$ in $\mathcal{C}_{k+1}$ to $\hat{\gamma_{k+1}}$.
- There is an extra cut within each $\hat{\gamma_{k}}$ in $\mathcal{C}_{k+1}$.

According to these facts, the number of cuts on the edges between each $\mathcal{C}_{k+1}$ and its neighbors is $((k+1)!-2)$, and these cuts are simultaneously shared by two $\mathcal{C}_{k+1}$. Thus, including the one inside, one $\mathcal{C}_{k+1}$ should produce $[((k+1)!-2) / 2+1]=$ $(k+1)!/ 2$ cuts. We have $\Pi_{i=k+2}^{n+1} i$ choices of $\mathcal{C}_{k+1}$ and $k$ can be any element in $\{2,3, \ldots, n\}$, which leads the total number of cuts to $\left(\Pi_{i=k+2}^{n+1} i\right)(k+1)!(n-2) / 2=$ $(n+1)!(n-2) / 2$. This result matches the minimal cut we require from the topological perspective of the SoC.

## 7 Numerical Implementation of Patrol on $Y$ Graph

In this section, we will construct a hybrid feedback stabilization on the SoC of the $Y$ graph for $\gamma_{3}$ we desire. A topological visualization of the configuration space of $Y$ with labeled vertices and the diagram of our desired patrol in the SoC is shown in Fig. 4.

Recall $\operatorname{Cov}_{4}(Y) \simeq_{h} C\left(S_{4}, R\right)$, where $R=\{(1,2),(1,3),(1,4)\}$. We label the center vertex of $Y$ as position 1 in the elements of $R$, and the other three vertices are labeled clockwise as position 2,3 and 4 , respectively. Each of the four disks occupies one of the four positions at each time. The disk in position 1 is the roaming disk while the other three disks cover three edges respectively.

On the other hand, as is indicated in Fig.4, we use the vertices in the SoC as landmarks to imply the patrol pattern, denoted as $V_{i}^{c}, i=1,2, \ldots, 24$. Each of these vertices are labeled by one of the permutations in $S_{4}$, and an edge between two neighboring vertices represents a transposition in $R$.

The hybrid vector field on $\operatorname{Cov}_{4}(Y)$ consists of two parts: one is a continuous vector field $v_{3}$ attracted to $\gamma_{3}$, the other consists of 4 vector fields $v_{2}$ attracted to $\gamma_{2}$ 's. As what we have pointed out, the realization of $\gamma_{3}$ requires repeating transpositions


Fig. 4 The cycle realization of the patrol on Y graph is shown in red, which contains 12 vertices in $S_{4}^{(1)}$ and the blue curves illustrate the system configuration driven from the remaining vertices in $S_{4}^{(2)}$ to $\hat{\gamma}_{3}$, following a hybrid vector field. The green loci represent the cuts
in the generating set four times, leading to $3 \times 4=12$ transpositions, which are marked by 12 vertices in the SoC. Hence, $S_{4}$ is divided into two subsets $S_{4}^{(1)}=$ $\left\{V_{1}^{c}, V_{2}^{c}, \ldots, V_{12}^{c}\right\}$ and $S_{4}^{(2)}=\left\{V_{13}^{c}, V_{14}^{c}, \ldots, V_{24}^{c}\right\}$, representing the vertices on $v_{3}$ and the vertices on $v_{2}$ respectively. The following vertices in $S_{4}^{(1)}$ form $\hat{\gamma}_{3}$ as its landmarks:

$$
\begin{aligned}
& V_{1}^{c}=(1234), V_{2}^{c}=(2134), V_{3}^{c}=(3124), V_{4}^{c}=(4123), V_{5}^{c}=(1423), V_{6}^{c}=(2413), \\
& V_{7}^{c}=(3412), V_{8}^{c}=(4312), V_{9}^{c}=(1342), V_{10}^{c}=(2341), V_{11}^{c}=(3241), V_{12}^{c}=(4231) .
\end{aligned}
$$

The vector field $v_{3}$ can be constructed by combining 12 atomic vector fields, each of which achieves a transposition in $R$. So $v_{3}$ can be expressed as:

$$
\dot{x}=f_{p}(x), p \in S_{4}^{(1)}
$$

where the state is represented as a vector $x=|x| \hat{e}_{i}$ for $i=1,2$, 3, where $\hat{e}_{i}$ is a unit vector denoting the direction of each corresponding edge $e_{i}$ in the primitive graph. Regarding the center vertex as the origin and outward direction as positive, we obtain $|x| \in[0,1]$ with 0 at the center point. Each atomic vector field realizes two steps:

- Step I: The disk which was replaced in the last transposition becomes a roaming disk and moves to the center vertex;
- Step II: After reaching the center, the roaming disk continues to move along a different edge until transposing the disk on that edge.
The vector field in one of the transpositions can be built as:

$$
\begin{aligned}
& \dot{x}_{p(1)}= \begin{cases}k\left(-x_{p(1)}\right)-\epsilon \frac{\partial U}{\partial x_{p(1)}} \hat{e}_{\text {dep }}, & \text { if } x_{p(1)}=\left|x_{p(1)}\right| \hat{e}_{\text {dep }} \\
k\left(x_{\text {dest }}-x_{p(1)}\right)-\epsilon \frac{\partial U}{\partial x_{p(1)}} \hat{e}_{\text {dest }}, & \text { if } x_{p(1)}=\left|x_{p(1)}\right| \hat{e}_{\text {dest }} \text { or }\left|x_{p(1)}\right|=0\end{cases} \\
& \dot{x}_{p(2)}=k\left(0.5 \hat{e}_{1}-x_{p(2)}\right)-\epsilon \frac{\partial U}{\partial x_{p(2)}} \hat{e}_{1} \\
& \dot{x}_{p(3)}=k\left(0.5 \hat{e}_{2}-x_{p(3)}\right)-\epsilon \frac{\partial U}{\partial x_{p(3)}} \hat{e}_{2} \\
& \dot{x}_{p(4)}=k\left(0.5 \hat{e}_{3}-x_{p(4)}\right)-\epsilon \frac{\partial U}{\partial x_{p(4)}} \hat{e}_{3}
\end{aligned}
$$

ptwhere $p$ is the switching signal denoted by a permutation in $S_{4}^{(1)}$, and $p(i)$ is the $i$-th digit of this permutation. $p$ switches from the current value $V_{j}^{c}$ to the next value $V_{j+1}^{c}$ when the roaming disk reaches its destination. $k$ is the control gain, $\epsilon$ is a small positive real number, $\hat{e}_{d e p}$ and $\hat{e}_{\text {dest }}$ represent unit vectors on the edges of departure and destination of the roaming disk respectively, $x_{\text {dest }}$ denotes the disk to be transposed with the roaming one. $U$ is a barrier function to establish the boundaries of the SoC. It generates a huge repelling force when the system is getting close to the boundary between the SoC and the forbidden configurations. In this way, a transposition can be obtained by driving the roaming disk firstly to the center and then to the desired edge while stabilizing the other three disks to the middle points of the corresponding edges.

After building the atomic vector fields to achieve the transpositions, we need to combine them to obtain a continuous vector field $v_{3}$. What we do here is to use logic functions as coefficients multiplied to each atomic vector field of $v_{3}$ and add them together. A logic function is a continuous mathematical approximation whose value is 1 or 0 , representing "true" or "false", respectively. For example, we use $c_{1}=e^{\alpha\left(x_{j}-x_{i}\right)} /\left(1+e^{\alpha\left(x_{j}-x_{i}\right)}\right)$ with $\alpha$ a large positive number to represent the statement " $x_{j}$ is larger than $x_{i}$ ". $c_{1} \approx 1$ when this statement is true, and $c_{1} \approx 0$ when the statement is false. Similarly, we use $c_{2}=e^{\alpha \frac{x_{i} \hat{e}_{j}}{\left|x_{i}\right|}} /\left(1+e^{\alpha \frac{x_{i} \hat{e}_{j}}{\left|x_{i}\right|}}\right)$ as a logic function to judge the statement " $x_{i}=\left|x_{i}\right| \hat{e}_{j}$ ". Then, by adding up all the atomic vector fields multiplied by their corresponding logic functions, one can obtain a continuous vector field $v_{3}$.

The other part of the hybrid vector field on $\operatorname{Cov}_{4}(Y)$ is made up of $v_{2}$, which drives the system to $v_{3}$ when the initial state is on the other 12 vertices in $S_{4}^{(2)}$ outside $\hat{\gamma}_{3}$. Logic functions are also applied to $v_{2}$ by exciting one part of the whole vector field at one time. Figure 5 shows a simulation of the trajectories of the agents based on the hybrid vector field designed above.

Finally, since the hybrid vector field yields a periodic trajectory, we applied Poincaré map to numerically check the stability of it. A linear approximation of Poincaré map is:

$$
P\left(x_{0}\right) \approx A x_{0}+B,
$$

where $x_{0}$ and $P\left(x_{0}\right)$ are the state variables at the same $3 \times 2$ dimensional projection space before and after mapping respectively, $A$ is a $3 \times 3$ matrix, $B$ is a $3 \times 2$ matrix. The vector field is stable if the spectral radius $\rho(A)=\max (|\lambda(A)|)<1$.

Together with the sensitivity test, we compute $\rho(A)$ corresponding to various control gains $k$ and show the result in Table 1 and Fig. 6.



Fig. 5 Simulation result of trajectories of the covering disks on $Y$. The periodic trajectory in terms of the norm position of each disk is plotted as a function of time in (a), and their trajectories on $Y$ embedded in $\mathbb{R}^{2}$ is shown as a function of time in (b). In the simulation, control gain $k=15$, $\epsilon=10^{-6}$ and $\alpha=100$

Table 1 The spectral radius $\rho(A)$ for different control gains $k$ in Poincaré map

| $k$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\rho(A) \times 10^{4}$ | 9.11 | 8.92 | 15.1 | 1.41 | 1.18 | 7.27 | 2.92 | 1.45 | 1.60 | 2.07 |
| $k$ | 15 | 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | 100 |
| $\rho(A) \times 10^{4}$ | 6.26 | 3.43 | 1.38 | 22.3 | 2.98 | 9.55 | 0.57 | 5.69 | 0.43 | 4.50 |




Fig. 6 Simulation result of the application of Poincaré map in showing the stability of the desired vector field on $Y$ when the control gain $k=15$. Here the perturbed initial state $x_{0}$ are chosen on a sphere (the blue dots) with the center (black dot) on the periodic trajectory and radius $r=0.1$. The green curves represent the trajectories of the perturbed initial conditions and the red dots represent the positions after Poincaré mapping

## 8 Conclusion and Future Work

In this paper, we have launched a topological study for the SoCs, which yields a systematic approach to the multi-robot coverage problem with patrol. As the topological equivalence of the SoC, Cayley graph has been introduced to characterize our space of interest and essentially benefit our design of feedback control.

The novelty of our design of hybrid feedback control basically lies in the choice of vertices from the Cayley graph as switching signals, with a clear description of the cut set. In the future we will consider the design of a distributed control law with possible hierarchical structures in the robot swarm, where the properties of the Cayley graph such as its expansion could play a role. Other curious cases include the excess more than one for covering metric trees. Swarm motion planning on the corresponding high dimensional SoCs would be considered. We believe our study has potential applications in sustainable aerial full coverage; as part of future work, the consideration of collision requires that either the UAVs operate at different altitude, otherwise non-collision condition should be imposed for the SoCs. Practical issues such as obstruction of the view and mobile communication also need to be considered in the future.
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# Towards Arranging and Tightening Knots and Unknots with Fixtures 

Weifu Wang, Matthew P. Bell and Devin Balkcom


#### Abstract

This paper presents a controlled tying approach for knots using fixtures and simple pulling motions applied to the ends of string. Each fixture is specific to a particular knot; the paper gives a design process that allows a suitable fixture to be designed for an input knot. Knot tying is separated into two phases. In the first phase, a fixture is used to loosely arrange the string around a set of rods, with the required topology of the given knot. In the second phase, the string is pulled taut and slid along the rods (the tightening fixture) in a direction such that the cross-sections of the rods get closer together, allowing controlled tightening. Successful tying is shown for two interesting cases: a "double coin" knot design, and the top of a shoelace knot.


## 1 Introduction

Knots are used for practical binding tasks (shoelaces, climbing knots, surgical suturing) and decoration (ties and bow ties, gift wraps, pendants). This paper shows an approach ${ }^{1}$ to tying a variety of knots automatically using simple control (pulling the open ends of string) without sensing. We do not focus on a particular application of knot tying, but rather on the underlying manipulation problem.

In the presented approach, a fixture first constrains the string so that simple actuation can be used to loosely arrange the string into a shape with the desired topology around a set of parallel rods. This outer arrangement fixture is then disassembled to expose the string and the rods. These parallel rods form one end of a tightening fixture that passively leads the string (in a controlled fashion) to a desired tightened configuration when the ends of the string are pulled. Figure 1a shows the arrangement

[^81]

Fig. 1 Assembled and disassembled arrangement and tightening fixtures for the shoelace unknot. The orange tube in subfigure (b) shows the shape of the string after arrangement but before tightening. a Assembled fixture. b Disassembled fixture
fixture assembled around the tightening fixture. Figure 1 b shows how the six pieces of the arrangement fixture (transparent yellow) may be disassembled to expose the string and the tightening fixture (gray rods).

The basic idea of the arrangement fixture (without any capability for tightening) was presented first in the thesis of coauthor Bell [10], and is explored experimentally in an upcoming paper [11]. The primary contribution of the current paper is the significant extension of this work to show a complete system for tightening as well as arrangement, and proof-of-concept application to knots that are more complicated than those previously explored.

The fixture-based approach admits reliable knot tying, and the paper will make some arguments as to why the approach can be applied to a broad family of knots. In fact, the approach can even be applied to "unknots" such as the top of a shoelace knot, for which pulling on the ends of un-fixtured string would actually untie the (un)knot. The paper will present a design process that allows a fixture to be designed for a given knot, and will show examples of fixtures for both the double-coin decorative knot, and a shoelace unknot.

In manipulation, we sometimes have the luxury of designing a mechanical process so that simple models are sufficient to describe the behavior we care about. This principle drives the fixture design. We avoid modeling the string as a general (and unpredictable) continuous 3D curve by first ensuring that the configuration of the string achieves the desired topology using the arrangement fixture. Then the string is pulled tight around the tightening fixture, and takes on an essentially polygonal shape; this polygon may be computed by considering the shortest curve for the string in a homotopy class enforced by the rods.

Undesired friction between strings might cause premature friction lock-high friction at certain contacts that prevents further tightening of the knot. Our strategy to avoid the necessity of modeling unpredictable string-string friction contacts is to tighten knots in a controlled fashion using the fixture, so that string-string contacts are delayed until they become necessary (and desired) in the tied configuration.

Section 2 will show the overall approach using the example of a shoelace unknot. Section 3 briefly examines mathematical models of knots and unknots; these models are the basis for discussion of both arrangement and tightening fixture designs.

Because the goal knot configuration constrains the fixture design, the next three sections work backwards through the tying process, starting with the goal knot configuration. Section 4 describes the design of tightening fixtures. Section 5 discusses separable arrangement fixtures. Although the knots studied in this paper are more complex, the arrangement process is essentially the same as that presented in our previous work on knot arrangement, which will appear in [11]. For this reason, our description of knot arrangement with fixtures in Sect. 5 is brief. Rather, we focus on showing how arrangement fixtures may be designed to embed the tightening fixture as well as the string. The complete fixture system and the unified design process are presented in Sect. 6 using a double coin knot as an example.

The physical implementation of fixtures is still not perfect; friction with the rods can sometimes cause temporary jamming so that some sections of the string are not under tension during tightening. Although this occasionally loose string has so far not prevented successful tying for the example knots and unknots, it does violate our model and assumptions. Section 7 shoes how the capstan equations may be used to study friction between string and disc objects (cross sections of rods in the tightening fixture). A focus of future work is further improving the tightening fixture to ensure more controlled tightening as the string slides along the fixture. More exhaustive experimental work is also a goal for future work; our first fixtures serve only as a proof of concept.

### 1.1 Related Work

To our knowledge, this is the first work on unified principles that allow the design of fixtures for tying and tightening a broad family of knots. However, the work builds strongly on work on knot-tying from a broad set of background areas. This section provides only a brief survey; studies related to string manipulation and knot tying are discussed in more detail in [11].

A brief introduction to mathematical knot theory may be found in [1, 2, 32, 40]. In particular, one central aspect of mathematical knot theory is the study of knot invariants: properties that hold across a set of geometric curves that we might consider to all represent the same knot. This study is particularly relevant to the design of knot fixtures: controlling the geometric configuration of the string exactly is hard, but achieving the correct knot topology may not be so difficult.

Work in the knot theory community also studies how to untie unknots [24-27] such as the top of a shoelace knot. (Unknots will be discussed in more detail below.) If we would like to achieve a particular geometric configuration of an unknot, we must specifically prevent untying motions during reconfiguration of the string.

The study of tightness of a knot is also a very interesting area of applied mathematics and physics [9, 33, 37]. Recently, a rope length parameter has been used to study the tightness of a knot in rope of a given thickness [6].

Engineers have designed many different machines to tie [16, 17, 42] and tighten [41] different knots, but designs are typically complex, and are specific to particular knots.

Properties of elastic rods are an area of traditional mechanics [31], and more recently have been studied from the perspective of robot motion planning [35]. Flexible needles have been applied to manipulate string [3, 4]. Multi-robot arm collaboration has also been applied to string manipulation [29, 30].

The configuration of string wrapped around rods in our tightening fixtures may be modeled as the shortest curve among point obstacles; algorithms to find such curves have been studied in the computational geometry community [13, 18, 22, 23, 28]. In previous work, we optimized the lay out of the string in arrangement fixtures using graph drawing algorithms [20, 43]. To find the tension along the string after wrapping around frictional rods, the capstan equation [7,21] may be of some use.

Although we are only beginning to understand approaches to tying knots with fixtures, our approach to this problem draws inspiration from problems previously studied in the context of manipulation and motion planning. Both the arrangement fixture and the tightening fixture are used to cage [15, 38] the string (although in different ways), since exact control may not be possible. One could study the frictional contact modes [8, 12, 34] between the string and the rods, or between string and string. Or perhaps avoiding friction altogether would be wiser; adding low-friction ball-bearings to areas inside the arrangement fixture and at locations along the tightening fixtures might simplify tightening, using ideas like those explored by Furst and Goldberg [19]. Restricting paths to certain homotopy classes becomes critical in the fixture design, since precise control may not be possible; recent work by Bhattacharya et al. [14] explores algorithms for generating such paths in the context of motion planning. The focus on tight string recalls work on using minimum energy configurations of flexible bodies for the purpose of motion planning [36, 39].

## 2 Example: Tightening the Shoelace Unknot

Figure 2c shows the result of arranging and tightening the top of a shoelace knot (which we will call a shoelace unknot) using a fixture designed for the purpose.

The tightening is accomplished in four stages. First, the fixture is assembled; pressurized air pushes the string through the fixture to obtain the desired topology. The configuration of the string around the rods is bounded by the (orange) tube shown in Fig. 1b. The second step is to separate the arrangement fixture (yellow transparent pieces in Fig. 1b) to expose the string around the rods in a loose configuration. The third step is to push the string upwards along the parallel rods until it reaches the base of the slanted section of the rods (Fig. 2b), using a horizontal plate with holes


Fig. 2 The automation system for tightening, and the starting point for shoelace knot. a The fixture system along with motors and arm grippers. b The starting configuration of the knot around the tightening system. $\mathbf{c}$ The final configuration of the knot tightened using the system
(the complement of the projection of the rods on $x-y$ plane). The fourth step is to pull the string as the string slides along the rods towards the top until tightened (Fig. 2c).

The basic geometry of the fixture was found using the design process which will be described in Sect. 6; further work by a human engineer using Solidworks thickened the various tubes and rods to create the complete 3D model of the fixture. The fixture shown in Fig. 1a was then printed using an OBJET Eden 3D prototyping machine.

We used two Dynamixel MX-28 servo motors to pull the ends of the string. Figure 2a shows the placement of motors. During tightening, the tightening fixture translates vertically, while the string remains in roughly the same plane as the motors. The translation was achieved by using an Adept Cobra Robot Arm, though a simpler system that provides one translation degree of freedom could replace the arm.

Small straight sections on the ends of two of the rods catch the two loops of the shoelace unknot once they have reached the desired size. The string escapes from the other, shorter, rods so the "center" of the shoelace unknot can be fully tightened. We repeated the procedure ten times, and all trials successfully tightened a shoelace unknot.

## 3 Mathematical Knots and Knot Diagrams

What is a knot? What types of knots can be arranged or tightened by fixtures? Our general approach to designing fixtures is based on the idea of "knot diagrams", representations of knots developed in the mathematical knot theory community. Conveniently, knot diagrams are planar, and show knots in loose, rather than tight, configurations. We therefore use knot diagrams with the desired geometry as a starting point to design arrangement fixtures and place rods in the tightening fixtures. This section describes mathematical models of knots, and the relationship to knot diagrams and our fixtures.

A mathematical knot is an embedding of a circle in $\mathbb{R}^{3}$ with no open ends. A mathematical knot cannot be untied (the topology of the string cannot be changed) without cutting the circle.

If we glue together the open ends of the shoelace tied in the previous section, we get what is referred to as an unknot. Technically, an unknot is a circle or any of its


Fig. 3 Knot diagrams of unknots. a Shoelace unknot. b Culprit unknot, redrawn from [27]
ambient isotopies in $\mathbb{R}^{3}$; informally, some moves can be applied to the unknot that "untie" the unknot without causing self-intersection of the string and without cutting the string.

A knot diagram is the regular projection of a knot (or unknot) to a plane with broken lines indicating where one part of the knot under-crosses the other part. We refer the points indicated by the broken lines as crossings. Figure 3 shows knot diagrams for the simple shoelace unknot, and for a more complicated unknot, the culprit unknot studied by [27].

Although knot diagrams for a particular knot are not unique, Reidemeister moves [5], corresponding to specific manipulations of string near the crossings, can be used to transform between any pair of knot diagrams for a given knot type. For an unknot, there always exists a sequence of Reidemeister moves that transforms the knot diagram into a simple loop.

In contrast to mathematical knots, physical knots have open ends, but by immobilizing the ends of string (in this paper, using the motors that tighten the string), a given topology consistent with that of a mathematical knot can be maintained. (To be precise, the graspers should be connected by some physical structure that forms the remainder of the loop.) Arrangement fixtures, by arranging the string into a geometric configuration with a desired sequence of crossings given by a knot diagram, therefore provide a good starting point for forming a tightened knot.

The situation with unknots is more complicated. When you pull to untie your shoelaces (Fig. 3a), two Reidemeister moves are in some sense physically performed to remove some crossings. However, if you hold the two loops ("ears") of the shoelace knot in place with your fingers (thus preventing Reidemeister moves from happening) while pulling the open ends, you will prevent the shoelace from being untied, and in fact, perhaps further tighten the central part of the knot. The embedded rods serve the purpose of preventing Reidemeister moves for unknots; the rods allow a particular desired topology of the string (around the rods) to be guaranteed even for unknots.

## 4 Controlled Tightening Using Rod Fixtures

We usually consider a knot "physically tied" only when the knot has been tightened to the point that application of certain (perhaps bounded magnitude or constrained

Fig. 4 Double coin knot. a Input to the design process, the desired geometry of a double coin knot. b Rod placement in cells

direction) forces does not further change the location of any string-string contacts, as measured along the string. Typically, we expect some friction lock to appear at the end of the tightening process; such friction lock prevents further motion of the contacts. The main idea we make use of is to build tightening fixtures that delay string-string contact during tightening until the knot is "tight enough" to achieve the desired friction lock by simply pulling on the endpoints.

Our tightening fixture includes a set of carefully arranged rods. Let us define a cell of a knot diagram as an open bounded connected region of $\mathbb{R}^{2}$ enclosed by the knot diagram; it is a subset of the complement of the knot diagram. For simplicity, we place one rod in every cell; this is sufficient to prevent Reidemeister moves and thus preserve the intended crossings, even for unknots.

The straight sections of the rods embedded in the arrangement fixture ensure desired crossings. The tilted sections of rods allows controlled tightening, for the subset of knots for which the desired final configuration is close to planar. We give no formal definition of "close to planar", but as an example, Fig. 4a shows a decorative double coin knot that is nearly planar.

How should these tilted rods be designed? Let the final configuration of the knot lie (approximately) in an $x-y$ plane. Imagine also that the initial, looser configuration of the string lies in the same $x-y$ plane. Now let us consider how the string would need to move for tightening within this single plane.

Between the initial and the final time, choose a continuous (w.r.t. time) family of configurations of the string in the $x-y$ plane. For our purposes, we choose the initial configuration to be a linearly-scaled version of the final configuration, and choose intermediate configurations based on linear interpolation. Place small discshaped obstacles around the string so as to constrain the shape of the string to a polygon with approximately the correct shape (we will discuss this detail in Sect.4.1). Figure 5b shows such an initial configuration, and Fig. 5c shows a final configuration, both constrained by disc obstacles. If we move the discs between initial and final configuration while tightening the string, the string will be constrained to move to the final configuration as well.

The motion of the string can now be described as a surface in $(x, y, t)$ space-time; the $t=0$ and $t=1$ slices of this surface correspond to initial and final configurations of the string. Based on our previous assumption, each later slice can be achieved by moving obstacles inwards (using the same linear transformation applied to the string)


Fig. 5 String tightening around set of rods. a Loose string around disc obstacles. b Tight around disc obstacles. c Reconfiguration of discs. d Fixture to tie star shape
while pulling on the ends of the string to tighten, assuming no friction between string and obstacles.

In space-time, the motion of the disc obstacles generates a set of tilted rods ("spacetime obstacles"), and we can build a physical model of these rods, by substituting the $z$ dimension for the time dimension. We can use the rods to tighten knots by wrapping the string around the base of the rods (physically $z=0$, corresponding to $t=0$ in space-time), and pull on the ends while moving the rods in the $z$ direction. Figure 5d shows an example of such fixture to tighten the star shape.

### 4.1 Shortest Curves Around Point Obstacles

How should the rods be placed to guarantee the intended polygonal shape of the string, with sufficient clearance between rods and string so that the arrangement fixture can be assembled around both?

A simplified version of finding how string wraps around obstacles in the plane has been studied in computational geometry-finding the shortest curve within a homotopy class described by a set of point obstacles [13, 18, 22, 23, 28], given the coordinates of the point obstacles and the polygonal curve that describes the initial "loose" configuration of the curve in certain homotopy class. This section uses shortest curves in a homotopy class to model the shape of the string as the string is pulled around the tightening fixture.

Cross sections of rods are discs rather than point obstacles, and the radii of the rods matters as the string approaches its tightest configuration. Therefore, we used a set of point obstacles on a circle to approximate the shape of the disc cross-section to compute how we expect string to wrap around the tightening fixture, and to inform the design of the tightening fixture.

To compute shortest paths in a homotopy class around points, we used the algorithm presented in [13]; because this algorithm was unfamiliar to us, and may be unfamiliar to others in the robotics community, we outline it briefly below.

(b)

(c)

(d) 4


Fig. 6 The illustration of the search for shortest homotopy curve. a Polygonal input of a curve, obstacles and $x$-monotone paths. b The case of $p$ not updated. $\mathbf{c}$ Case of $p$ gets updated. d Shortest homotopy curve of example in (a)

The input to the algorithm is a (presumably loose) polygonal path around the point obstacles. First, divide the polygonal curve into a set of $x$ monotone paths where each path has either non-decreasing $x$ coordinates or non-increasing $x$ coordinates, such as segments $a p_{1}, p_{1} p_{2}, p_{2} p_{3}, p_{3} b$ in Fig. 6a.

The first significant task of the algorithm is to find a canonical representation of each $x$ monotone path, describing the relationship of each path to the point obstacles. The canonical representation of the curve described in Fig. 6a is $1^{-}, 2^{-}, 3^{-}, 4^{-}, 5^{-}, 6^{-}, 6^{+}, 5^{+}, 4^{+}, 3^{+}, 2^{+}, 2^{-}, 3^{-}, 3^{+}$after some simplification, where each point obstacles is labeled with $k \in\{1,2, \ldots, n\}$, with a ${ }^{+}$sign if it is above (otherwise ${ }^{-}$) the corresponding monotone path.

For each monotone path $\pi$ starting at $p$, we want to find the shortest admissible curve from $p$ to the end of $\pi$ between $U$ and $L$ (let $B_{U}$ denote the points above $\pi$, and $B_{L}$ the points under $\pi$; let $U$ be the lower envelope of $B_{U}$ and $L$ be the upper envelope of $B_{L}$ ) such that the shortest curve is within the same homotopy class as $\pi$.

The basic idea is based on visibility, and we refer the area with apex at $p$ and between $U$ and $L$ as a funnel. If there exists a straight line between $p$ and $u_{i+1}$ (or $\left.l_{j+1}\right)$ in the funnel, then the shortest curve up to $u_{i+1}\left(l_{j+1}\right)$ will be a straight line, as in Fig. 6b.

If $p l_{j+1}$ (or $p u_{i+1}$ ) intersects with $U$ or $L$, consider the funnel apex at $p$ shown in Fig. 6c. Find $q_{1} \in U$ and $q_{2} \in L$ such that all $u_{k}, k \leq i$ are above or on $p q_{1}$ and all $l_{k}, k \leq j$ are below or on $p q_{2}$, as the example shown in Fig. 6c. If $p l_{j+1}$ is above $p q_{2}$, then $q_{1}\left(q_{2}\right.$ if $p u_{i+1}$ is below $\left.p q_{1}\right)$ becomes the new apex $p$, and the shortest curve up to $q_{1}\left(q_{2}\right)$ is recorded. Repeat until the end of $\pi$, and apply the previous procedure to all monotone paths. We have then found the shortest curve in the given homotopy class.

## 5 Knot Arrangements with Fixtures

This section describes the approach to designing fixtures that arrange string into the desired knot topology.

### 5.1 Arranging Knots: Separable Four-Piece Fixtures

Bell's thesis [10] proved that any knot can be arranged in such a way that a fixture can be designed so that fixture may be disassembled in a very simple way to extract the knot:

Theorem 1 Given any (mathematical) knot consisting of one or more strands of string, and described by a Gauss code, a fixture can be constructed that loosely arranges string into a (physical) knot with the same Gauss code, provided that the endpoints of the string are connected together outside of the fixture. Furthermore, this fixture can be cut into four pieces in such a way that all four pieces can be removed by pure translation without colliding with the string.

Figure 7 shows an example of a constructed fixture. Although we omit the proof of the theorem, we summarize the approach, since we will need it to describe how to build easily disassemble-able arrangement fixtures around rods. We assume that the string has some non-zero thickness. First, make a cut in the knot diagram between each pair of crossings, dividing the curve into sections that each contain a single crossing, either "over" or "under". Call the set of sections with over crossings the top layer, and call the collection of sections with under crossings the bottom layer. Lift the top layer vertically out of the page, in the $z$ direction. Now connect the two layers using additional vertical sections of string; call the layer containing these vertical sections the middle layer.

Building an easily-separable fixture around this new curve is now straightforward. Build a top piece that covers the top layer, a bottom piece under the bottom layer, and surround the vertical sections by fixture material as well. The top and bottom pieces may be removed from the string using pure translations (up and down respectively), and the middle layer can be cut into two pieces and removed using sideways translations.

We omit some details from Bell's thesis [10]. Some rearrangement of the vertical sections of curve is necessary to ensure that only two pieces are needed to extract the

Fig. 7 An example of a four-piece arrangement fixture for an overhand knot

middle layer of string (depending on the width of the string), and this rearrangement impacts the layout of the sections of curve in the bottom and top layers. Further, width of the string must be taken into account; this constrains the shape of the tube surrounding the string.

### 5.2 Embedding a Tightening Fixture in an Arrangement Fixture

Some modifications to the four-piece fixture described above allow arrangement of string around a set of rigid rods, and simple disassembly to expose rods and string. The middle layer of the four-piece fixture is cut into two pieces to allow the fixture to be separated from vertical sections of string without interference. If vertical rods are placed along this cut surface, the middle section of the fixture will be separable without interfering with the rods. However, the rods are longer than the vertical sections of string, and extend into the top and bottom layers of the fixture. To allow separation of these sections, the cut in the middle layer may be extended into the top and bottom layers; the fixture now has six pieces.

A side view of a six piece fixture is shown in Fig. 8. The separation sequence is similar to that of the four-piece fixture, except that the top and bottom sections require some sideways translation (to be removed from the rods) after the initial upwards and downwards translations (which are used to separate from the string).

If there is a direction from which all rods and vertical string are visible, then a cut surface can be computed to allow separation from both rods and vertical string. The direction from which all vertical elements (rods and vertical string) can be seen allows translation of a "front" piece of the fixture encasing the vertical elements towards the viewer, and a "back" piece can be translated directly away from the


Fig. 8 Disassembly sequence for arrangement fixture. a Side view of arrangement fixture assembled around tightening fixture. b Disassembly of top and bottom of arrangement fixture by vertical translation. c Disassembled arrangement fixture and exposed string
viewer; the union of these front and back pieces is the complement of the vertical elements.

Let there be some desired visibility direction in the $x-y$ plane; we can detect if rods or string are visible by projecting their locations onto a line orthogonal to this visibility direction, as shown in Fig. 10b.

What if there is no direction from which all vertical elements (rods and vertical string sections) are visible? Since we are only concerned with attaining a desired topology of the string around rods, we may slide the vertical elements in directions parallel to the projection line until visibility from the projection line is achieved, as shown in Fig. 10c.

There is a slight technical problem that we might be concerned about, however. The apices of the parallel portions of the rods are the bases of the slanted portions of the rods. Arbitrary placements of the parallel rods might lead to slanted sections that intersect each other.

Fortunately, by careful design of the slanted sections, we can avoid this potential problem. Consider the top, slanted-rod section of the fixture. Before taking into account the need to move the parallel rods to eliminate occlusion, we might design this top section such that the fixture enforces a radial scaling of the goal configuration of the knot outwards to some less tight configuration. Since rays from a common point (formed by the scaling of the knot down to size zero) do not intersect unless they are coincident, there are no intersections between slanted rods using this approach. In fact, perturbations of these rays to avoid occlusion between their bases can also avoid intersection:

Proposition 1 Given a set of $3 D$ points $p_{i}, i=1,2, \ldots, n$ with same $z$ coordinates, there exist a set of points $p_{i}^{\prime}, i=1,2, \ldots, n$ on $x$ - $y$ plane where $x\left(p_{i}^{\prime}\right) \neq x\left(p_{j}^{\prime}\right)$ for $i \neq j$ such that the $n$ line segments connecting each $p_{i}$ to $p_{i}^{\prime}$ do not intersect each other.

Proof The set of points $p_{i}^{\prime}$ can be found in the following way. Let $z\left(p_{i}\right)=c$ for all $i$, where $z(*)$ represents the $z$ coordinates of a point and $c$ is a positive constant. Choose a value $h>0$ representing the desired height of a radial projection center point above all $p_{i}$. Let this center point $O$ have coordinates $\left(\frac{1}{n} \sum_{i=1}^{n} x\left(p_{i}\right), \frac{1}{n} \sum_{i=1}^{n} y\left(p_{i}\right), c+h\right)$. Then for any $i$, the point $p_{i}^{\prime \prime}$ is on the ray $O p_{i}$ with $z\left(p_{i}^{\prime \prime}\right)=0$.

If $y\left(p_{i}^{\prime \prime}\right) \neq y\left(p_{j}^{\prime \prime}\right)$ for $i \neq j$, choose any $p_{i}^{\prime}$ and $p_{j}^{\prime}$ such that $y\left(p_{i}^{\prime}\right)=y\left(p_{i}^{\prime \prime}\right)$ and $y\left(p_{j}^{\prime}\right)=y\left(p_{j}^{\prime}\right)$ (Fig. 9a). Denote the plane $\mathbb{P}_{k}$ as the plane that contains the line $y=y\left(p_{k}^{\prime \prime}\right)$ and ray $O p_{k}^{\prime \prime}$ for any $k$. Plane $\mathbb{P}_{i}$ and plane $\mathbb{P}_{j}$ intersect at the line that passes through $O$ parallel to the $x$ axis. We know $z\left(p_{k}\right)<z(O), k \in\{1,2, \ldots, n\}$. Choose $p_{i}^{\prime}$ and $p_{j}^{\prime}$ to have the same $y$ coordinates as $p_{i}^{\prime \prime}$ and $p_{j}^{\prime \prime}$ respectively, they belong to two different planes. Therefore, line segments $p_{i} p_{i}^{\prime}$ and $p_{j} p_{j}^{\prime}$ do not intersect.

If $y\left(p_{i}^{\prime \prime}\right)=y\left(p_{j}^{\prime \prime}\right)$, choose $p_{i}^{\prime}$ and $p_{j}^{\prime}$ such that $\operatorname{sign}\left(x\left(p_{i}^{\prime}\right)-x\left(p_{j}^{\prime}\right)\right)=\operatorname{sign}\left(x\left(p_{i}\right)-\right.$ $\left.x\left(p_{j}\right)\right)\left(\right.$ Fig. 9b), $p_{i} p_{i}^{\prime}$ will not intersect $p_{j} p_{j}^{\prime}$.

Overall, we can easily enforce $x\left(p_{i}^{\prime}\right) \neq x\left(p_{j}^{\prime}\right)$ for $i \neq j$, therefore we have found $p_{i}^{\prime}$.


Fig. 9 Cases for proof of Proposition 1. a Slanted rod bases have different $y$ coordinates. b Slanted rod bases have the same $y$ coordinates

Therefore, if we first radially scale all rods outwards from $p_{i}^{\prime \prime}$, then move to $p_{i}^{\prime}$ to guarantee visibility, the slanted rods connecting $p_{i}^{\prime}$ to $p_{i}$ for all $i$ will not intersect each other.

The proof assumes the rods are of zero radius, but if the cross sections of rods are circles with radius $r$, and $\left|y\left(p_{i}^{\prime}\right)-y\left(p_{j}^{\prime}\right)\right|<r$, the rods can still intersect. In this case, we can find $O^{\prime}$ where $z\left(p_{i}\right)<z\left(O^{\prime}\right)<z(O)$, such that the new $p_{i}^{\prime \prime \prime}$ on the ray $O^{\prime} p_{i}$ satisfying $\left|y\left(p_{i}^{\prime \prime \prime}\right)-y\left(p_{j}^{\prime \prime}\right)\right|>r$. Using $p_{i}^{\prime \prime \prime}$ to replace $p_{i}^{\prime \prime}$ and finding new $p_{i}^{\prime}$ resolves the problem.

## 6 Summary of the Design Process

Previous sections explored aspects of the design of fixtures; this section describes the complete design process using the double coin knot as an example. The design process is the reverse of the tying process: from the final desired configuration of the knot, arrange rods, scale up the knot, and embed knot and rods in an arrangement fixture, enforcing that all the vertical string segments and rods are visible from a chosen direction.

We start with a photo of the knot in its desired configuration along with corresponding crossing sequence (knot diagram), such as the double coin knot in Fig. 4a. By hand, we mark the outline of the knot shape in the photo, roughly identifying the geometric configuration of the knot and the centers of the cells. The centers of the cells then form the top of the tightening fixture, as shown in Fig. 4b.

The next step is to choose an arbitrary direction along which to enforce the visibility property on all rods and vertical string elements. In Fig. 10, we chose the original $y=x$ line to be the axis onto which vertical elements are projected to


Fig. 10 The fixture design process. a Find the shortest curve around points guaranteeing a minimum clearance from rods. b Based on the sequence of crossings, identify the vertical sections of string (circles on the string), and the rods. Occlusions are shown by projecting rods and vertical string to the chosen axis using dashed lines. c Remove occlusions. d Simplified layout of string around rod positions, using computed vertical segment positions from (c)
determine visibility. For convenience, we then transform the coordinate system so that the projection axis is the $x$-axis.

In the transformed coordinate system, find the shortest homotopy curve of the string among given rods. We chose to use eight points to approximate each disc, with some clearance to allow for the arrangement fixture to surround the rods. An example is shown in Fig. 10a.

Along the shortest homotopy curve, based on the knot crossing information, identify all the vertical string segments (denoted as segment nodes in [10, 11]), as shown


Fig. 11 The tightening fixture for the double coin knot and a knot tightened using this fixture. a The tightening fixture for a double coin knot. b A double coin knot tightened using the fixture in (a)
in Fig. 10b. (For convenience of the human designer, we also orthogonalize the tubes for the string.)

Finally, remove occlusions using the procedure proposed in the proof of Proposition 1. Figure 10c shows the occlusion-removal procedure and Fig. 10d shows the resulting layout of the tubes. Based on this layout, a human designer can model the arrangement and tightening fixture in SolidWorks or any other 3D modeling software. (This step is required because the layout, although it contains all of the most interesting required information, is two-dimensional and not formatted for 3D printing.)

The resulting tightening fixture for a double coin knot is shown in Fig. 11a. We applied our tightening approach using the printed fixture, and tied the double coin knot shown in Fig. 11b, which is similar to the configuration shown in Fig. 4a.

## 7 Analysis of Friction and Tension: Capstan Equations

Friction between rods and string can cause slackness in sections of string, violating our "shortest path" model of the string among rods. This section discussions how rod/string friction might be modeled using the well-known capstan equations, and how to compute whether sticking is likely for a given geometric arrangement of rods. This model of frictional contact might enable future designs to better avoid slackness of the string.

Given the friction coefficient $\mu$ and forces $T_{1}$ and $T_{2} \mathrm{~m}$, with $T_{1}>T_{2}$, applied along two ends of the string, and the contact between string and rods span an angle of $\phi$, as shown in Fig. 12a. There exists an angle $\phi^{\text {int }}$ such that the following equations hold:

Fig. 12 Example of applying capstan equation around single disc and multiple discs. a An illustration of the capstan equation. b Applying the capstan equation to a sequence of discs

(b)


$$
\begin{align*}
\phi^{i n t} & =\log \left(T_{2} / T_{1}\right) / \mu  \tag{1}\\
T(\phi(t)) & =T_{2}, \phi(t) \in\left[\phi^{i n t}, \phi\right]  \tag{2}\\
T(\phi(t)) & =T_{1} \exp (-\mu \phi(t)), \phi(t) \in\left[0, \phi^{i n t}\right] \tag{3}
\end{align*}
$$

The region between 0 and $\phi^{\text {int }}$ is called the slip zone. Any of the three quantities $T_{1}$, $T_{2}$ and $\phi^{\text {int }}$ can be derived if the other two are given. The string slips around the disc if $\phi^{\text {int }} \geq \phi$.

Consider a sequence of $n$ circles, and a string wrapping around them in certain order such that the contact between the string and the $i$ th circle spans an angle of $\phi_{i}$, friction coefficient $\mu$, the tensions along the $n+1$ segments of the strings are $T_{1}, T_{2}, \ldots, T_{n+1}$, as shown in Fig. 12b.

We cannot know $T_{2}, T_{3}, \ldots, T_{n}$ if the system is static. However, if we know $T_{n+1}$, we can compute a minimum value such that if $T_{1}$ is larger than the value, we expect the string to slip, removing slack. If the string is slipping, the slip zone of the $i$ th circle is no smaller than $\phi_{i}$. Then, at the $i$ th circle, the tension before contact $T_{i}$ and the tension after the contact $T_{i+1}$ satisfies $T_{i} \geq T_{i+1} \exp \left(\mu \phi_{i}\right)$. Then, we can establish a relation between $T_{1}$ and $T_{n+1}$ :

$$
\begin{equation*}
T_{1} \geq T_{n+1} \exp \left(\mu \sum_{i=1}^{n} \phi_{i}\right) \tag{4}
\end{equation*}
$$

## 8 Conclusions and Future Work

This paper showed a process to design fixtures to arrange and tighten knots and unknots. Examples included the double coin knot and shoelace unknot.

The mechanical implementation of the fixtures could be improved: less flexible rods with smoother surfaces for better sliding, a device for automatically disassembling the arrangement fixture, friction reduction inside the arrangement fixture using ball bearings, and better control of the geometry of the string during tightening. Movable parts in the tightening fixture may allow an even more controlled tightening.

We would like to expand the set of knots that can be tied. Any knot that can be described by a knot diagram can be arranged by a sufficiently large arrangement
fixture together with a feeding mechanism capable of inserting the string fully, but only flat knots can be tightened using the tightening fixture. How can more general knots be tightened? Can knots be tied around large structures, such as gift-wrap boxes, or tied quickly enough to be used in medical applications?
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# Asymptotically Optimal Feedback Planning: FMM Meets Adaptive Mesh Refinement 

Dmitry S. Yershov and Emilio Frazzoli


#### Abstract

The first asymptotically optimal feedback motion planning algorithm is presented. Our algorithm is based on two well-established numerical practices: (1) the Fast Marching Method (FMM), which is a numerical Hamilton-Jacobi-Bellman solver, and (2) the adaptive mesh refinement algorithm designed to improve the resolution of a simplicial mesh and, consequently, reduce the numerical error. Using the uniform mesh refinement, we show that the resulting sequence of numerical solutions converges to the optimal one. According to the dynamic programming principle, it is sufficient to refine the discretization within a small region around an optimal trajectory in order to reduce the computational cost. Numerical experiments confirm that our algorithm outperforms previous asymptotically optimal planning algorithms, such as PRM* and RRT*, in that it uses fewer discretization points to achieve similar quality approximate optimal paths.


Keywords Optimal planning • Feedback planning • Shortest path problem • Fast marching method $\cdot$ Adaptive mesh refinement

## 1 Introduction

After decades of considerable research effort, the problem of optimal motion planning remains a challenging task in robotics. Even for an omnidirectional point robot among polyhedral obstacles in 3D the optimal planning problem is already PSPACEhard [8]. There is no doubt that planning for an optimal path under general mathematical models, which usually include underactuated systems, kinodynamic constrains, nonpolyhedral obstacles, or a combination of the above, is even harder. Recently, the development of sampling-based asymptotically optimal planners [16] led to a flurry of related planning algorithms [15, 20, 28, 38]. Based on the rapidly-exploring random

[^82]graph structure and its variations (RRT* and PRM*), these algorithms are guaranteed to converge to an optimal solution. In this paper, we contribute to this recent interest in asymptotically optimal planning and introduce a novel, but fundamentally different approach to this problem.

Historically, much attention has been given to the shortest path problem among polygonal obstacles in 2D. This problem admits a semianalytical solution, which is computed using visibility graphs [29]. The time complexity of Dijkstra's graph search algorithm is $O(N \log (N)+E)$ with respect to the number of nodes, $N$, and the number of edges, $E$, of the visibility graph. For visibility graphs, $E$ is proportional to $N^{2}$ in the worst case. Thus, various algorithms with reduced asymptotic running time of $O(N \log (N))$ has been proposed [14, 22, 23]. In 3D, however, the shortest path problem is computationally hard and visibility graphs can be used as an approximation only [10, 25, 29].

Methods based on visibility graphs do not generalize to neither complex models of motion nor nonpolygonal environments. Therefore, many approximate motion planning algorithms use reachability graphs instead. Commonly, Dijkstra's algorithm is used to search the shortest path within the reachability graph. Additionally, plethora of fast heuristic-driven graph search algorithms have been developed. For example, A* algorithm employs an admissible and consistent heuristic for restricting computations to a provably minimum number of nodes [13]. Other advanced graph search algorithms for efficient planning and replanning in dynamic environments have been proposed in [17, 18, 37].

Unfortunately, reachability-graph-based methods fail to converge to an optimal solution. It has been proven, on the other hand, that numerical Hamilton-JacobiBellman (HJB) solvers converge to the optimal solution as the resolution of the discretization point set increases [39]. However, it is usually assumed that a discretization is given to the solver as an input and the accuracy of the output is fixed. Thus, this approach lacks asymptotic optimality.

Methods that use mesh refinement for improving numerical solution are wellestablished in the areas of scientific computing and numerical analysis. An early example of such numerical methods first appears in [2], in which a discrete finite element solution is improved by subdividing a 2D Cartesian grid. Since then, mesh refinement algorithms have matured significantly: they have been extended towards non-Cartesian two- and three-dimensional meshes [6] and $d$-dimensional simplicial complexes [21]. Recent developments in mesh refinement techniques are focused on computing high-quality meshes [1, 4, 21, 27, 33], as degenerate simplices result in ill-conditioned numerical discretizations.

In this paper, we present a novel asymptotically optimal feedback motion planning algorithm that combines the FMM HJB solver with the newly developed characteristic-driven mesh refinement strategy. Compared to the previous graphbased asymptotically optimal planning algorithms, our algorithm is built on fundamentally different principles. While RRG-based algorithms compute the onedimensional shortest path, our algorithm uses a simplicial discretization for computing the optimal feedback plan in the entire free space. As a drawback, our algorithm requires the initial coarse mesh that captures the topology of the free space. It is
difficult to compute such mesh in general, and cell decomposition algorithms may be used for this purpose. Nevertheless, numerical experiments show that, compared with RRT*, the FMM computes several orders of magnitude better quality solutions using the same number of discretization points, which justifies computing the initial mesh at the first iteration. Finally, our algorithm is different from the previous attempt to combine a Fast Marching HJB solver with RRT* presented in [15]. Previously proposed Fast Marching Trees (FMT*) algorithm uses a standard update that computes the shortest distance to the neighboring nodes instead of considering a provably accurate interpolation between these neighbors. Thus, in contrast to our method, FMT* is ideologically closer to Dijkstra's algorithm rather than the FMM.

## 2 Preliminaries

In this section, we formalize the shortest path planning problem borrowing terminology from the optimal control theory and the theory of Hamilton-Jacobi-Bellman partial differential equations (HJB PDE). At the end of this section, we present the Fast Marching Method, a fast numerical HJB solver, and discuss its properties.

### 2.1 The Shortest Path Problem: Optimal Control Formulation

Let a $d$-dimensional Riemannian manifold $X$ be the configuration space of a robot. Configuration $x \in X$ corresponds to $A(x)$, a set occupied by the robot in the world $W$ (usually 2D or 3D). Static obstacles are present in $W$, and they occupy the obstacle set $O$. Robot collisions with obstacles correspond to a set of inadmissible configurations, $X_{\text {obs }}=\{x \in X \mid A(x) \cap O \neq \emptyset\}$, which we call the configuration space obstacles. The set of collision-free configurations is denoted $X_{\text {free }}=X \backslash X_{\text {obs }}$ and called the free space.

The initial configuration of the robot is given as a point $x_{\mathrm{init}}$ in $X_{\text {free }}$. Let the goal set $X_{\text {goal }}$ be a subset of $X_{\text {free }}$, which consists of all desired final configurations of the robot. The robot moves freely in the world, and this motion corresponds to a continuous trajectory in $X$. The shortest path problem is to find a rectifiable trajectory between $x_{\text {init }}$ and $X_{\text {goal }}$, whose graph is entirely in $X_{\text {free }}$, such that it is the shortest among all such trajectories.

The problem of finding the shortest path is equivalent to the following minimum time optimal control problem. First, let $U(x)$ be the set of all unit vectors from $T_{x}\left(T_{x}\right.$ is the tangent space of $X$ at $x)$. $U(x)$ is called the local input set at $x$. Let the global input set be defined as $U=\bigcup_{x \in X} U(x) \subset T X$. Here, $T X$ is a tangent bundle of $X$.

Second, we define robot motion using an ordinary differential equation (ODE) with control:

$$
\begin{equation*}
\dot{\tilde{x}}(t)=\tilde{u}(t) \text { for all } t>0, \text { and } \tilde{x}(0)=x_{\text {init }}, \tag{1}
\end{equation*}
$$

in which $\tilde{x}:[0,+\infty) \rightarrow X$ is a trajectory of a robot in the configuration space, and $\tilde{u}:[0,+\infty) \rightarrow U$ such that $\tilde{u}(t) \in U(\tilde{x}(t))$ for all $t \geq 0$ is an input signal. For all $\tilde{u}$ and $x_{\text {init }} \in X_{\text {free }}$, let $\tilde{x}\left(x_{\text {init }}, \tilde{u}\right)$ be a Filippov solution [12] of (1).

Finally, let $t^{*}=\inf \left\{t \geq 0 \mid \tilde{x}(t) \in X_{\text {goal }}\right\}$. We introduce the cost functional

$$
J(\tilde{x})= \begin{cases}t^{*} & \text { if } \forall t \leq t^{*} \quad x(t) \in X_{\text {free }}  \tag{2}\\ +\infty & \text { otherwise }\end{cases}
$$

In this setting, the optimal control problem is to find the optimal input signal $\tilde{u}^{*}$ for a given initial position $x_{\text {init }}$ such that the cost functional of the corresponding trajectory is minimized. Formally,

$$
\begin{equation*}
\tilde{u}^{*}=\underset{\tilde{u}}{\arg \min } J\left(\tilde{x}\left(x_{\mathrm{init}}, \tilde{u}\right)\right) . \tag{3}
\end{equation*}
$$

### 2.2 Feedback Control Model and Feedback Planning

We compute the optimal control $\tilde{u}^{*}$ using a feedback control model. In this model, a feasible feedback control $\pi: X \rightarrow U$ satisfies $\pi(x) \in U(x)$ and defines the corresponding control signal as follows:

$$
\begin{equation*}
\tilde{u}(t)=\pi(\tilde{x}(t)) . \tag{4}
\end{equation*}
$$

By substituting (4) into (1), we find that, for all $x_{\text {init }} \in X_{\text {free }}$ and feasible $\pi$, the corresponding trajectory $\tilde{x}\left(x_{\text {init }}, \pi\right)$ is a solution of a regular ODE:

$$
\begin{equation*}
\dot{\tilde{x}}(t)=\pi(\tilde{x}(t)) \text { for all } t>0, \text { and } \tilde{x}(0)=x_{\text {init }} \tag{5}
\end{equation*}
$$

In order to find the optimal feedback control, we introduce the optimal cost-to-go function $V: X_{\text {free }} \rightarrow[0,+\infty)$, which is equal to the minimum time to reach the goal while traveling in $X_{\text {free }}$ from point $x$. Formally,

$$
\begin{equation*}
V(x)=\min _{\pi} J(\tilde{x}(x, \pi)) \tag{6}
\end{equation*}
$$

The cost-to-go function satisfies HJB PDE, which is derived from Bellman's dynamic programming principle. It reads

$$
\begin{equation*}
\inf _{u \in U(x)}\langle\nabla V(x), u\rangle_{x}+1=0 . \tag{7}
\end{equation*}
$$

Here, $\langle\cdot, \cdot\rangle_{x}$ is a bilinear form between $T_{x}$ and its dual, a cotangent space at $x \in X$. If $X=\mathbb{R}^{d}$, then $\langle\cdot, \cdot\rangle_{x}$ is the scalar product of two vectors in $\mathbb{R}^{d}$.

Once the optimal cost-to-go function is computed, the optimal feedback control is given as the direction of the steepest descent of $V$ :

$$
\begin{equation*}
\pi^{*}(x)=\underset{u \in U(x)}{\arg \min }\langle\nabla V(x), u\rangle_{x} \tag{8}
\end{equation*}
$$

This direction is called the local characteristic, and the optimal trajectory is the characteristic curve of (7).

In $\mathbb{R}^{d}$, the HJB equation is equivalent to the Eikonal equation

$$
\begin{equation*}
\|\nabla V(x)\|=1 \tag{9}
\end{equation*}
$$

and the feedback function is

$$
\begin{equation*}
\pi^{*}(x)=-\nabla V(x) \tag{10}
\end{equation*}
$$

For the sake of generality, however, we use (7) and (8) instead of (9) and (10).
In the next section, we discuss a numerical discretization of the HJB PDE using a simplicial approximation of $X_{\text {free }}$ and present a fast numerical algorithm for computing an approximation of the optimal cost-to-go function.

### 2.3 Fast Marching Method

The exact analytic solution of the HJB equation is rarely available. Thus, we must resort to numerical algorithms that compute semianalytical approximations of the optimal cost-to-go function. The Fast Marching Method (FMM), for example, computes a piecewise linear approximation of $V$ using a simplicial discretization of $X_{\text {free }}$. If the simplicial discretization is defined using $N$ vertices, then the FMM terminates in optimal $O(N \log (N))$ time [36]. The detailed description of the FMM follows.

First, we introduce a simplicial discretization of $X_{\text {free. }}$. Let $X_{\mathrm{d}}=\left\{x_{i}\right\}_{i=1}^{N}$ be a set of discretization points in $X_{\text {free }}$, which we call vertices. An abstract simplex $\tau$ is an index set of its vertices. The collection of abstract simplices, $\mathcal{T}$, is called an abstract complex if (1) $\tau^{\prime} \in \mathcal{T}$ for all $\tau^{\prime} \subseteq \tau$ and $\tau \in \mathcal{T}$ and (2) $\tau \bigcap \tau^{\prime} \in \mathcal{T}$ for all $\tau, \tau^{\prime} \in \mathcal{T}$. Each abstract simplex $\tau$ defines a geometric simplex, $X_{\tau}=\operatorname{conv}\left(\left\{x_{i}\right\}_{i \in \tau}\right) \subset X_{\text {free }}$. Here, conv denotes a convex hull of a vertex set. A tuple, $\left(X_{\mathrm{d}}, \mathcal{T}\right)$ is called a simplicial complex if, in addition to (1) and (2) above, it satisfies (3) $X_{\tau} \bigcap X_{\tau^{\prime}}=X_{\tau} \cap \tau^{\prime}$ for all $\tau, \tau^{\prime} \in \mathcal{T}$.

Second, using the definition of the simplicial complex, we introduce a piecewise linear interpolation, $\hat{V}$, of the cost-to-go function:

$$
\begin{equation*}
\hat{V}(x)=\sum_{i \in \tau} \hat{V}_{i} \alpha_{i}(x) \tag{11}
\end{equation*}
$$

In the above, $\tau$ is such that $x \in X_{\tau}$, and $\left\{\alpha_{i}(x)\right\}_{i \in \tau}$ is a unique set of positive coefficients such that $x=\sum_{i \in \tau} x_{i} \alpha_{i}(x)$ and $\sum_{i \in \tau} \alpha_{i}(x)=1$. Coefficients $\alpha_{i}(x)$ are called barycentric coordinates of $x$ in $X_{\tau}$. Note that $\hat{V}\left(x_{i}\right)=\hat{V}_{i}$ for all $i$.

In general, a piecewise linear function does not satisfy (7) at all points of $X_{\text {free }}$. Therefore, we restrict (7) to the vertices only:

$$
\begin{equation*}
\min _{\tau \in \operatorname{St}(i)} \inf _{u \in U_{i, \tau}}\left\langle\nabla_{\tau} \hat{V}, u\right\rangle_{x}+1=0 \tag{12}
\end{equation*}
$$

Here, $\operatorname{St}(i)$ (which is called a star of $i$ ) is a set of abstract simplices that contain index $i, \nabla_{\tau}$ is the gradient operator constrained to the geometric representation $X_{\tau}$, and $U_{i, \tau}$ is a subset of $U$ that consists of all unit vectors with the origin at $x_{i}$ pointing inside $X_{\tau}$. In general, this discretization has positive coefficients, and it is monotone, provided that simplicial discretization is acute [5]. It has been shown that monotone and consistent discretization of HJB equation converges to the viscosity solution [11].

When considered at all vertices, (12) defines a system of nonlinear equations with respect to unknown values $\hat{V}_{i}$ for all $1 \leq i \leq N$. In contrast to traditional numerical methods that solve such systems iteratively, the FMM exploits the monotonicity of the discretization and computes $\hat{V}=\left\{\hat{V}_{i}\right\}_{i=1}^{N}$ in optimal $O(N \log (N))$ time [35]. The FMM is outlined in Algorithm 1.

Algorithm 1 parallels Dijkstra's algorithm in that cost-to-go values are computed in the increasing order. The difference between Dijkstra's algorithm and the FMM is in line 8. In the former, minloc is equal to the cost-to-go value at the neighbor vertex

```
Algorithm 1 Fast Marching Method
Input: \(\left(X_{\mathrm{d}}, \mathcal{T}\right), X_{\text {goal }}\) (a simplicial complex and a goal set)
Output: \(\left\{\hat{V}_{i}\right\}_{i=1}^{N}\) (an approximation of the cost-to-go function at \(\left\{x_{i}\right\}_{i=1}^{N}\) )
    Initialize a priority queue \(P Q\) of indices \(i\) such that \(x_{i} \in X_{\text {goal }}\)
    Set the priority key \(\hat{K}_{i} \leftarrow 0\) for all \(i \in P Q\)
    while \(P Q\) is not empty do
        Pop \(j\) with the least key \(\hat{K}_{j}\) from \(P Q\)
        Set \(\hat{V}_{j} \leftarrow \hat{K}_{j}\)
        for all \(\tau \in \operatorname{St}(j)\) do
            for all \(i \in \tau \backslash\{j\}\) do
            \(\hat{V}^{*} \leftarrow \operatorname{minloc}(i, \tau)\)
            if \(\hat{V}^{*}<\hat{K}_{i}\) then
                \(\hat{K}_{i} \leftarrow \hat{V}^{*}\) and push \(i\) into \(P Q\) if \(i \notin P Q\)
        return \(\left\{\hat{V}_{i}\right\}_{i=1}^{N}\)
```

plus the corresponding edge weight. In the latter, this function is defined as a solution of the constrained minimization problem. This problem is equivalent to (12) and formulated as follows:

$$
\begin{equation*}
\hat{V}_{i}=\inf _{\left\{\alpha_{j}: j \in \tau \backslash\{i\}\right\}}\left\{\sum_{j} \alpha_{j} \hat{V}_{j}+\operatorname{dist}\left(x_{i}, \sum_{j} \alpha_{j} x_{j}\right)\right\}, \tag{13}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\alpha_{j} \geq 0 \text { for all } j \in \tau \backslash\{i\} \text { and } \sum_{j} \alpha_{j}=1 . \tag{14}
\end{equation*}
$$

Here, dist is a distance function on $X$. If in (13) the minimizing argument $\alpha_{j} \neq 0$, then we say that $\hat{V}_{i}$ depends on $\hat{V}_{j}$. Unlike in Dijkstra's algorithm, $\hat{V}_{i}$ may depend on multiple $\hat{V}_{j}$ s in the FMM.

### 2.4 Numerical Error

As it holds for many numerical methods, (12) introduces the numerical error, defined as the maximum difference between numerical and true solutions:

$$
\begin{equation*}
E=\max _{x \in X_{\text {free }}}|V(x)-\hat{V}(x)| . \tag{15}
\end{equation*}
$$

Theorem 4 in [39] establishes the bound on $E$ in terms of the resolution of a simplicial mesh, $h=\max _{\tau \in \mathcal{T}} \max _{x, x^{\prime} \in X_{\tau}} \operatorname{dist}\left(x, x^{\prime}\right)$. Here, we formulate this theorem without proving it. A curious reader is referred to [39] for proof details.

Theorem 1 (Global Error Bound) For an approximate solution computed using (12),

$$
\begin{equation*}
E \leq C h \tag{16}
\end{equation*}
$$

for some $C>0$, independent of $h$.

## 3 Accuracy-Improving Adaptive Mesh Refinement

In the previous section, we established the relation between the mesh resolution and the numerical error. In this section, we introduce the concept of mesh refinement, which, when combined with the FMM, results in an asymptotically optimal feedback planning algorithm, that is, $E$ tends to zero as the iteration number increases.

### 3.1 Overview of Mesh Refinement

In two-dimensions, the uniform mesh refinement generates a sequence of simplicial meshes by splitting all triangles (2D simplices) using their middle lines into four congruent triangles. The resolution of the generated meshes doubles at each refinement step. According to Theorem 1, the numerical error of the solution sequence computed by the FMM on the generated meshes converges to zero.

A simple combination of the uniform refinement and the FMM yields an asymptotically optimal feedback planning algorithm. However, this combination is computationally expensive, and it cannot be extended to higher dimensions. In [6], an octasection-based subdivision has been proposed for tetrahedral meshes (simplicial complexes in 3D), but $d$-dimensional implementations are not known.

To circumvent the combinatorial complexity growth of the uniform refinement method, adaptive mesh refinement algorithms have been proposed in the literature. The idea of these algorithms is to improve mesh resolution in a region of high solution variance and keep it low elsewhere in order to reduce the computational cost. In 2D, for example, an intuitive adaptive refinement algorithm is to split the goal triangles into four congruent triangles and bisect all adjacent triangles [3]. The latter process is called the closure refinement, and it is necessary to ensure that the output of the algorithm is a simplicial complex.

As it was discussed earlier, higher-dimensional extensions of the congruent splitting are unknown. However, a simpler bisection refinement has been introduced in $2-, 3-$, and $d$-dimensional cases; see [4, 21, 33, 34], respectively. A typical bisection refinement is executed in two stages: (1) refine goal simplices bisecting selected edges and (2) apply the closure refinement.

Various edge-selection criteria for bisection refinement have been proposed in the past. For example, the method of Maubach [21] selects previously unrefined edges in the lexicographical order of their combinatorial representation. It has been shown that, if the initial complex is a tessellation of the hypercube, then the number of similarity classes among refined simplices is bounded from above. This property guarantees that simplices do not degenerate with successive refinements, but it fails to hold for general simplicial meshes [30].

In 2D, Mitchell proposed selecting the edge opposite the newly introduced vertex at each refinement step [24]. This algorithm also guarantees an upper bound on the number of similarity classes of refined triangles. Unfortunately, the extension of this newest-vertex edge-selection strategy to high-dimensional meshes is unknown. However, this method is equivalent to Rivara's four-triangle longest-edge splitting [32], which, in turn, extends to higher dimensions.

```
Algorithm 2 Skeleton-Based Bisection Refinement
Input: \(\left(X_{\mathrm{d}}, \mathcal{T}\right),\left(\mathcal{E},\left\{\kappa_{\varepsilon}\right\}_{\varepsilon \in \mathcal{E}}\right)\) (a simplicial complex and a set of marked edges)
Output: \(\left(X_{\mathrm{d}}, \mathcal{T}\right)\) (a refined simplicial complex)
    for all \(\varepsilon\) in \(\mathcal{E}\) do
        Let \(\varepsilon=(i, j)\)
        Add \(x_{k}=\kappa_{\varepsilon} x_{i}+\left(1-\kappa_{\varepsilon}\right) x_{j}\) to \(X_{\mathrm{d}}\)
        for all \(\tau\) in \(\operatorname{St}(i) \bigcap \operatorname{St}(j)\) do
            Split \(\tau\) into \(\tau^{\prime}\) and \(\tau^{\prime \prime}\) at \(x_{k}\), and replace \(\tau\) with \(\tau^{\prime}\) and \(\tau^{\prime \prime}\) in \(\mathcal{T}\)
    return \(\left(X_{\mathrm{d}}, \mathcal{T}\right)\)
```

In [33], Rivara and Levin presented the longest-edge refinement algorithm for three-dimensional simplicial meshes. Although no provable guarantees on mesh quality are given, empirical evidence suggest that the refined tetrahedra do not degenerate in the limit of the infinite refinement.

The edge-selection method proposed in [1] avoids costly edge-length computations and relies on a marked simplex combinatorial data structure instead. Moreover, it has been proven that the number of similarity classes of simplices is bounded
by $d d!2^{d-2}$, which in 3 D is equal to 36 . However, this bound increases superexponentially with the dimension number; thus, it can be considered infinite for practical purposes in high dimensions.

By considering a dynamical system of sequentially refined triangles in hyperbolic geometry, it was shown in [27] that trisection guarantees high-quality refined meshes; whereas the $n$-section method for $n \geq 4$ can produce degenerate triangles [26]. Other advanced refinement strategies are discussed in [7, 9, 19].

In this paper, we use a skeleton-based edge-selection in a conjunction with bisection refinement algorithms, as this combination demonstrates a good balance between the computational complexity of the refinement algorithm [31] and empirical mesh quality guarantees [30]. Moreover, this algorithm is easily generalized to $d$-dimensional simplicial meshes.

### 3.2 Skeleton-Based Mesh Refinement

In Algorithm 2, we outline the skeleton-based bisection refinement algorithm. This algorithm refines a given simplicial complex in-place by splitting simplices adjacent to input edges according to their respective weights (also given as input).

Note that different order of skeleton edges results in different refined meshes. Moreover, employing the adaptive refinement we may lose global optimality guarantees if the edge-selection algorithm erroneously assumes importance of one region in $X_{\text {free }}$ over another. Thus, edge-selection algorithm plays an important role in the refinement process. In the next section, we present a characteristic-driven edge selection algorithm.

### 3.3 Selecting Refinement Edges

Ideally, we would like to refine only those simplices, geometric representations of which contain the shortest path. However, it is impossible for two reasons: (1) the exact shortest path is unknown beforehand and (2) the interpolation requires accurate computations outside of immediate vicinity of the shortest path; for example, see Fig. 1. In this example, the dependency relation between approximate values of the cost-to-go function requires that the refinement must be carried in the volume

Fig. 1 Local characteristic (red arrows), approximate cost-to-go function dependencies (blue arrows), and the shortest path (green line)

of space, which is far away from the shortest path. However, the dynamic programming principle dictates that values of the optimal cost-to-go function depend only on its values along the characteristics curve (the optimal trajectory). Motivated by this example, we introduce an edge-selection strategy that is aimed at reducing dependency regions of the successive cost-to-go function approximations.

To this end, we introduce the two-step characteristic-driven edge selection algorithm (see Algorithm 3), which computes the refinement skeleton based on local characteristic direction and the dependency tree of the cost-to-go value at the initial robot position.

During the first step, the algorithm finds the dependency tree of the cost-to-go function rooted at $x_{\text {init }}$. This tree is an overestimation of the simplex set that contains the shortest path. For all simplices in the dependency tree, the local characteristic is computed $\left(\arg \min _{u \in U}\left\langle\nabla_{\tau} \hat{V}, u\right\rangle_{x}\right)$, and the edge that is the closest to the intersection of this characteristics with the face opposite to the origin of this characteristic is selected. The splitting weight is such that the newly introduced vertex is in the hyperplane spanned by the local characteristic and the remaining vertices of the simplex, which are not on the selected edge. See Fig. 2 a and lines 3-11 in Algorithm 3 for details.

```
Algorithm 3 Characteristic-Driven Edge Selection
Input: \(\left(X_{\mathrm{d}}, \mathcal{T}\right), \hat{V}, \beta_{1} \in\left[\frac{1}{2}, 1\right]\), and \(\beta_{2} \in\left[\frac{1}{2}, 1\right]\)
Output: \(\mathcal{E},\left\{\kappa_{\varepsilon}\right\}_{\varepsilon \in \mathcal{E}}\) (a set of edges and weights marked for refinement)
    Initialize \(\mathcal{E}=\emptyset\)
    Initialize vertex queue \(Q_{\text {vertex }} \leftarrow \tau_{\text {init }}\) such that \(x_{\text {init }} \in X_{\tau_{\text {init }}}\)
    while \(Q_{\text {vertex }}\) is not empty do
        Pop \(i\) from \(Q_{\text {vertex }}\)
        Find \(J\) and \(\left\{\alpha_{j}\right\}_{j \in J}\) such that \(\hat{V}_{i}=\sum_{j \in J} \alpha_{j} \hat{V}_{j}+\operatorname{dist}\left(x_{i}, \sum_{j \in J} \alpha_{j} x_{j}\right)\)
        Let \(j^{*}\) and \(j^{* *}\) be such that \(\alpha_{j^{*}} \geq \alpha_{j^{* *}} \geq \alpha_{j}\) for all \(j \in J \backslash\left\{j^{*}, j^{* *}\right\}\)
        if \(\left(1-\beta_{1}\right) \leq \alpha_{j^{*}} /\left(\alpha_{j^{*}}+\alpha_{j^{* *}}\right) \leq \beta_{1}\) then
            \(\mathcal{E} \leftarrow \mathcal{E} \bigcup\left\{\left(j^{*}, j^{* *}\right)\right\}\) and \(\kappa_{\left(j^{*}, j^{* *}\right)} \leftarrow \alpha_{j^{*}} /\left(\alpha_{j^{*}}+\alpha_{j^{* *}}\right)\)
        for all \(j \in J\) do
            if \(\alpha_{j} \geq\left(1-\beta_{2}\right)\) then
                Push \(j\) to \(Q_{\text {vertex }}\)
    Initialize simplex queue \(Q_{\text {simplex }} \leftarrow\{\tau \in \mathcal{T} \mid \exists \varepsilon \in \mathcal{E}\) such that \(\varepsilon \subset \tau\}\)
    while \(Q_{\text {simplex }}\) is not empty do
        \(\operatorname{Pop} \tau\) from \(Q_{\text {simplex }}\)
        Find \(\varepsilon\), the longest edge in \(\tau\)
        Let \(\mathcal{E} \leftarrow \mathcal{E} \bigcup\{\varepsilon\}\) and \(\kappa_{\varepsilon} \leftarrow 1 / 2\)
        for all \(\tau^{\prime}\) that contain \(\varepsilon\) as edge, and \(\tau^{\prime} \neq \tau\) do
            if \(\varepsilon\) is not the longest edge in \(\tau^{\prime}\) then
                Push \(\tau^{\prime}\) to \(Q_{\text {simplex }}\)
        Sort all newly introduced edges of \(\mathcal{E}\) in the decreasing order of their lengths
        return \(\mathcal{E}\) and \(\left\{\kappa_{\varepsilon}\right\}_{\varepsilon \in \mathcal{E}}\)
```

During the second step, for all simplices involved in the refinement, the algorithm selects the longest edge to improve the quality of the refined mesh [33]; see Fig. 2b.

Fig. 2 Characteristic-driven mesh refinement algorithm. a Splitting along the local characteristic. b Successive bisection splitting


This longest-edge selection is done recursively until no new simplex is involved (lines 13-19 of Algorithm 3).

Two parameters of the algorithm, $\beta_{1}$ and $\beta_{2}$, are introduced. We call them badness parameters. The first parameter, $\beta_{1}$, controls the maximum aspect ratio between the longest and the shortest edges of the refined simplices. If $\beta_{1}=1 / 2$, then our algorithm is equivalent to the longest-edge bisection refinement. The second parameter, $\beta_{2}$, controls the dependency tree width. All dependencies are included if $\beta_{2}=1$.

A rather straightforward combination of the FMM and the characteristic-driven skeleton-based refinement strategy results in the asymptotically optimal planning algorithm; see Algorithm 4 for details.

## 4 Experimental Results

To illustrate the performance of the proposed asymptotically optimal planning algorithm, we consider several test cases, which are similar to those in [16]. Motivated by nondegeneracy of trisection refinement algorithm [27], we chose $\beta_{1}=2 / 3$. Also, $\beta_{2}=0.9$ in all test cases. Unfortunately, a visual comparison between the results of our planning algorithm and the previous planners, for example, the PRM* or RRT*, was virtually impossible due to significant scale difference in the numerical error, which was consistently lower for the FMM.

```
Algorithm 4 Planning Algorithm
Input: The initial (coarse) simplicial complex \(\left(X_{\mathrm{d}}, \mathcal{T}\right)\) and the goal set \(X_{\text {goal }}\)
    while true do
        \(\hat{V} \leftarrow\) Fast Marching \(\operatorname{Method}\left(\left(X_{\mathrm{d}}, \mathcal{T}\right), X_{\text {goal }}\right)\)
        \(\left(\mathcal{E},\left\{\kappa_{\varepsilon}\right\}_{\varepsilon \in \mathcal{E}}\right) \leftarrow\) Characteristic-Driven Edge Selection \(\left(\left(X_{\mathrm{d}}, \mathcal{T}\right), \hat{V}\right)\)
        \(\left(X_{\mathrm{d}}, \mathcal{T}\right) \leftarrow\) Execute Skeleton-Based Bisection Refinement \(\left(\left(X_{\mathrm{d}}, \mathcal{T}\right),\left(\mathcal{E},\left\{\kappa_{\varepsilon}\right\}_{\varepsilon \in \mathcal{E}}\right)\right)\)
        yield return \(\hat{V}\) and the corresponding feedback function to a controller
```

In the first four test cases, a robot is located at the vertex of a $d$-dimensional hypercube for $d$ between 2 and 5 . The goal is at the vertex opposite the initial position. Since the length of the shortest path is known, we compute the numerical error with respect to the vertex number (Fig. 3a). Note that $E$ is proportional to $\sqrt{N}$ in 2D, and the convergence rate decreases in higher dimensions.


Fig. 3 Shortest path convergence in a $d$-dimensional hypercube without obstacles (a), and 2D, 3D, and 4D hypercube with a hypercube obstacle of volume 0.5 at the center (b-d)

For the next three test cases, we add a hypercube obstacle in the middle of the previously considered environment. The convergence of the shortest path length is shown in Fig. 3b-d. In this case, however, we plot the actual cost because the optimal solution is unknown.

Next, we compute the shortest path in 2D environments with and without obstacles, which are similar to those in [16]. In both cases, the initial position is at the center of the environment, and the goal set is the square region in the upper-right corner. For the environment without obstacles, the initial coarse simplicial discretization is presented in Fig. 4a. In Fig. 4b, we show the mesh after five refinement steps using uniform refinement algorithm. In Figs. 4c, d, the result of 15 steps of the longest-edge bisection and characteristic-driven refinements are illustrated. In all cases, only simplices for which the approximate cost-to-go function is computed are visible. Note that adaptive refinement algorithms increase the mesh resolution in the vicinity of the optimal path. Moreover, characteristic-driven mesh refinement focuses the expensive computations tightly around the optimal path.

The convergence of the numerical shortest path is shown in Fig. 5, for the environment without obstacles, and in Fig. 6, for the environment with obstacles. Compared


Fig. 4 Discretization mesh of a 2D environment without obstacles: a the initial coarse mesh, b uniform refinement- 5 steps, $\mathbf{c}$ longest-edge bisection- 15 steps, $\mathbf{d}$ characteristic-driven- 15 steps


Fig. 5 Convergence of the numerical shortest path in a 2D environment without obstacles
with Figs. 13 and 16 in [16], the solution computed by our algorithm on the initial mesh with fewer than a hundred vertices is of the same quality as that computed by RRT* using more than two thousand vertices, in the case without obstacles, and six thousand vertices, in the case with obstacles. We attribute faster convergence of the FMM to the use of the cost-to-go function interpolation, which allows the planning algorithm to choose the shortest path in the continuum of directions between discretization points; whereas, RRT* is constrained to the shortest path on a tree.

Note that, in the case of no obstacles, characteristic-driven edge selection algorithm outperforms the traditionally used longest-edge selection algorithm (Fig.5).


Fig. 6 Convergence of the numerical shortest path in a 2D environment with obstacles


Fig. 7 Discretization mesh of a 2D environment with obstacles: a the initial coarse mesh, b uniform refinement- 5 steps, $\mathbf{c}$ longest-edge bisection- 15 steps, $\mathbf{d}$ characteristic-driven- 15 steps

In the environment with obstacles, however the convergence of characteristic-driven refinement algorithm is similar to that of the longest-edge bisection refinement algorithm (Fig. 6). This behavior is due to moderately cluttered environment constraining the refinement process; see Fig. 7.

## 5 Summary

Considered is the novel asymptotically optimal algorithm for the shortest path problem among obstacles. Compared with the previous algorithms, our method is build on fundamentally different principles: the Fast Marching HJB solver and adaptive mesh refinement. Benefits of using our approach include provable error bounds with respect to the mesh resolution, feedback control computations for stable optimal trajectory executions, improved solution accuracy at a similar resolution of discretization points. Numerical experiments show that, on the test cases considered in [16], the numerical error is consistently lower for our algorithm compared to that for the RRT*. We hope that our findings will fuel the interest in optimal motion planning further and promote the development of refinement strategies with provable optimality guarantees.
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#### Abstract

Real-world applications of aerial robots must consider operational constraints such as fuel level during task planning. This paper presents an algorithm for automatically synthesizing a continuous non-linear flight controller given a complex temporal logic task specification that can include contingency planning rules. Our method is a hybrid controller where fuel level is treated continuously in the low-level and symbolically in the high-level. The low-level controller assumes the availability of a set of point-estimates of wind velocity and builds a continuous interpolation using Gaussian process regression. Fuel burn and aircraft dynamics are modelled under physically realistic assumptions. Our algorithm is efficient and we show empirically that it is feasible for online execution and replanning. We present simulation examples of navigation in a wind field and surveillance with fuel constraints.


## 1 Introduction

Autonomous aerial robots have real potential to replace human-piloted aircraft in important applications such as cargo flights, surveillance for border protection, environmental monitoring, and commercial aviation. In these applications, aerial robots must not only be able to navigate autonomously but also must be able to execute complex tasks that involve contingency planning and rules governing operation in controlled airspace. Recent work has pioneered the application of formal methods to automatically synthesise controllers for such complex tasks. We are interested in efficient automatic synthesis of controllers for unmanned aerial vehicles (UAVs) subject to fuel constraints.

[^83]Fuel constraints are important for UAVs because violation can lead to catastrophic failure. We would like to specify tasks that guarantee safe operation such as returning to base when fuel level drops below a threshold, and ensuring that a suitable landing site is reachable at all times in the event of an emergency. Important work in robotics has explored hybrid controllers where rich tasks are specified as linear temporal logic ( $L T L$ ) formulas at a high-level discrete layer, and continuous controllers are designed or synthesised that execute the high-level behaviours [3, 7, 16]. Fuel constraints introduce a challenging case because it is undesirable to model such continuous values discretely in the high-level [19], yet task specifications must be able to encode behavioural goals with respect to these values. It is possible to treat this as a reactive task, where change in fuel level is viewed as a change in the environment to which the high-level controller must react. But synthesis of reactive controllers generally is computationally expensive [12], limiting its potential for online execution.

Designing low-level controllers is also challenging in this case because UAV dynamics depend on the gross weight, which decreases as fuel is burned (for nonelectrically powered UAVs). Further, the behaviour of the UAV strongly depends on wind conditions such as tail winds and head winds. This optimal control problem, known as Zermelo's problem, is a two-point boundary value problem typically solved using shooting methods.

In this paper we address these challenges and present efficient algorithms that synthesise correct task-level behaviour from LTL formulas for a UAV under physically realistic assumptions. We define a reactive task-level controller that is coupled to a low-level flight controller through operational state variables. The operational state of the robot is modelled in continuous form in the flight control layer, and also represented symbolically in the task layer. The task layer reacts to changes in operational state, such as if the fuel level drops below a certain value, in a way that satisfies the given LTL task specification.

The flight controller plans a path for the robot given wind velocity predictions interpolated from point estimates using Gaussian process regression [10]. Change in gross weight of the robot due to fuel burn over time is modelled analytically using the well-known Breguet range equation. UAV dynamics are modelled using a set of non-linear differential equations and solved numerically.

Reactive task-level synthesis is performed using a Büchi automaton, but not by constructing a product of automata as is typical. This approach drastically improves the efficiency of synthesis for the purpose of enabling online execution during flight. The main limitation of this approach is that efficiency gain comes at the cost of completeness. However, correctness at the task level is preserved.

We have implemented our algorithms and report results from two simulation examples. The first example shows navigation with obstacle avoidance and illustrates how the wind field influences the trajectory. The second example shows how fuel constraints are maintained during a persistent surveillance task, where the UAV must return to a base when fuel level drops below a given threshold. We report clock time results that indicate the feasibility of our method in practice.

The two main contributions of this work are our novel method of coupling the continuous operational (fuel) state of the robot with discrete task-level synthesis, and its efficient application to UAVs with a realistic model of wind effects on UAV dynamics. To the best of our knowledge, this work is the first such application.

## 2 Related Work

Temporal logic is a class of logic that extends propositional or predicate logic with temporal properties [1]. LTL is a widely used form of temporal logic that is suitable in specifying linear time properties [14]. Unlike a formula in classical logic which determines the truth value of a set of Boolean variables at a given time, an LTL formula returns the truth value of an infinite trace (or sequence) of a set of Boolean variables. Such expressivity allows for specifying a number of interesting behaviours such as functional correctness, liveness, safety, fairness, reachability and real-time properties. A system with a controller can be verified or model-checked [1] against a given LTL formula to show the absence of error. Verification methods can also be used to synthesise a controller that formally guarantees correct behaviour.

In robotics, temporal logic is important for task-level planning with missions that can be specified with natural language [2, 6, 8, 20]. Temporal logic is expressive enough to specify a number of tasks such as coverage, sequencing, conditioning and avoidance [9].

The time complexity of synthesis is doubly-exponential in the size of the formula in the general case [13], limiting its use in practice. There are a number of techniques for faster synthesis by restricting the form of LTL formulas [4, 9, 17]. For example in [9, 17], a restricted class of LTL called generalised reactivity $(1)$ is used to synthesise a reactive controller with polynomial time complexity.

Synthesised controllers are often executed in continuous space [3, 7, 16], typically with simple dynamics assuming no external factors such as wind. In [15, 18], optimal controllers are synthesised to minimise a cost function in a weighted transition system, but also do not consider external disturbances such as wind. Other work synthesises controllers that guarantee the execution of an LTL formula for a class of dynamical systems [5], but does not consider the coupling between low-level operational and task-level states of the robot. Our work considers this coupled case with continuous execution under the influence of a continuous wind field assuming realistic aircraft dynamics and fuel models.

## 3 Problem Formulation

Suppose we have a UAV in an environment with a complex mission such as surveillance and sequencing under the influence of wind and fuel constraints. The UAV is required to synthesise a task-level planner for the mission and a low-level
controller for actuation. In this paper, we develop a two-layered online synthesis algorithm which consists of discrete synthesis and continuous execution.

In discrete synthesis, the environment and the UAV dynamics are discretised and wind vectors are approximated for each discrete state. The algorithm is to find a sequence of discrete states satisfying the task-level mission specification. In particular, the sequence minimises the fuel consumption, with the presence of wind affecting the fuel consumption. We present an efficient algorithm to plan at the task-level with the given complex mission specification so that the planning can be done online. In continuous execution, the sequence of discrete synthesis is realised with continuous dynamics of the UAV and the influence of continuous wind. In this work, we focus on a practical flight mission where the UAV is to start a landing procedure when the fuel goes below a certain threshold. Therefore we have a mission of a form 'If the fuel level is above a threshold, mission $\phi$ is taken. If not, a landing procedure $\phi_{e}$ starts'.

In this section, we introduce LTL and Büchi automata for the purpose of expressing complex missions with natural language. We then state the fuel model of the UAV and the interpolation methods for the wind field. Lastly the UAV dynamics and the controller model are defined.

### 3.1 Linear Temporal Logic (LTL)

LTL is an extension of classical propositional logic that expresses and reasons about the behaviour of systems over time [1]. An LTL formula $\phi$ can be an atomic proposition $a \in A P$ and can be formed with operators. The standard Boolean operators such as negation $(\neg \phi)$, conjunction ( $\phi_{1} \wedge \phi_{2}$ ) and disjunction $\left(\phi_{1} \vee \phi_{2}\right)$ can be used. The operators such as implication ( $\phi_{1} \Rightarrow \phi_{2}$ ) and equivalence ( $\phi_{1} \Leftrightarrow \phi_{2}$ ) can be constructed. Temporal operators consist of in next $(\bigcirc \phi)$ and until ( $\phi_{1} \mathcal{U} \phi_{2}$ ). Additional operators such as in future $(\diamond \phi)$ and always $(\square \phi)$ can be constructed from the prior operators: $\forall \phi=\operatorname{true} \mathcal{U} \phi$ and $\square \varphi=\neg \diamond \neg \varphi$.

LTL is used to express a variety of robotic tasks such as coverage, sequencing, conditions and avoidance [9]. For example, $\diamond$ area $_{1} \wedge \diamond$ area $_{2} \wedge \diamond$ area $a_{3}$ denotes that area $_{1}$, area $_{2}$ and area $_{3}$ are reachable in any order (coverage), $\diamond\left(\right.$ area $_{1} \wedge$ $\diamond\left(\right.$ area $_{2} \wedge \diamond$ area $\left.\left._{3}\right)\right)$ denotes that area $_{1}$, area $_{2}$ and area $_{3}$ are reached in order (sequencing), ( area $_{1} \Rightarrow$ Oarea $_{2}$ ) denotes that area $_{2}$ will be visited immediately if currently in area $_{1}$, and $\neg$ dangerUarea $_{1}$ denotes that there is no danger until reaching area $_{1}$. More complex missions can be expressed with nesting, conjunction/disjunction and negation of multiple LTL formulas as defined in the syntax. For example, a surveillance mission can be written as $\left.\square\left(\diamond \text { area }_{1} \wedge \diamond \text { area }\right)_{2}\right)$ which denotes that areas are visited infinitely often.


Fig. 1 Constructed Büchi automaton of LTL formula $\square(\diamond a \wedge \diamond b)$ is shown. Starting from initial Büchi state $q_{0}$, the accepting state $q_{1}$ has to be visited infinitely often by the word $\omega$ of an infinite length

### 3.2 Deterministic Büchi Automaton

A deterministic Büchi automaton $\mathcal{B}$ is a tuple $<Q, q_{0}, \Sigma, \delta, F>$, where $Q$ is a finite set of states, $q_{0} \in Q$ is an initial state, $A \in \Sigma=2^{A P}$ is a set of input alphabets, $\delta: Q \times \Sigma \rightarrow Q$ is a deterministic transition relation and $F \subseteq Q$ is a set of accepting states.

In order to solve for the truth of an infinite sequence of states over an LTL formula, an equivalent Büchi automaton is built which accepts all and only the infinite sequences of words $\omega$ where $\omega_{i} \in \Sigma$ satisfies the given formula. An infinite sequence is said to be accepted by a Büchi automaton if and only if the accepting states are visited infinitely often.

We define an additional function trans: $q \rightarrow 2^{\Sigma}$ that returns a set of input alphabets that allows a transition from state $q$ to $q^{\prime}$ where $q^{\prime} \neq q$. Similarly we define stay: $q \rightarrow 2^{\Sigma}$ that returns a set of input alphabets such that $q=q^{\prime}$. Finally we have allowed: $q \rightarrow 2^{\Sigma}$ where $\operatorname{allowed}(q)=\operatorname{trans}(q) \bigcup \operatorname{stay}(q)$. Note that $\operatorname{trans}(q) \bigcap \operatorname{stay}(q)=\emptyset$.

A Büchi automaton for an LTL formula $\square(\diamond a \wedge \diamond b)$ is shown in Fig. 1 where $q_{0}$ is an initial state and $q_{1}$ is an accepting state. Any word (or sequence) of infinite length that visits $q_{1}$ would be an accepting word. For example, a word $\omega=a b a b a b \ldots$ repeating $a b$ is an accepting sequence of the formula since the accepting state $q_{1}$ is visited infinitely often.

### 3.3 Breguet Range Equation

Suppose a petrol-powered UAV is in operation at constant altitude and air speed, subject to wind currents. Since fuel is consumed over time, the change in the mass of the fuel affects the flight dynamics of the UAV significantly. The relationship between the ground distance travelled and the mass of fuel is represented by the Breguet Range equation

$$
\begin{equation*}
d_{g}=v_{g} \cdot C_{a} \cdot \log \frac{M_{i}}{M_{f}}, \tag{1}
\end{equation*}
$$

where $d_{g}$ is the ground distance travelled, $v_{g}$ is the ground velocity, and $M_{i}$ and $M_{f}$ are the initial and the final mass of the fuel respectively. We have $C_{a}=I_{s p} \cdot L / D$ where $I_{s p}$ is the specific impulse, and $L / D$ is the lift-to-drag ratio.

With the presence of a tail wind, the ground velocity is re-written as $v_{g}=v_{a}+v_{w}$ where $v_{a}$ is the air velocity and $v_{w}$ is the tail wind velocity. The mass after travelling an infinitesimal ground distance $(d x)$ or time $(d t)$ is shown as

$$
\begin{align*}
M_{f} & =M_{i} \cdot \exp \left(\frac{-d x}{\left(v_{a}+v_{w}\right) \cdot C_{a}}\right) \\
& =M_{i} \cdot \exp \left(\frac{-d t}{C_{a}}\right) \tag{2}
\end{align*}
$$

### 3.4 Wind Field Interpolation

We use Gaussian process regression to interpolate wind field values given a number of observation points. The wind vector is assumed to be time-invariant and noisefree [10]. We use the typical squared exponential covariance function $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=$ $\exp \left(-\frac{1}{2 \lambda}\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|^{2}\right)$ where $\lambda$ is a length scale. Suppose we are interested in a wind vector at a point $\mathbf{x}^{*}$ with a number of observation points $\mathbf{X}$ and the corresponding observed wind vectors $\mathbf{Y}$. We have the following equation:

$$
\begin{equation*}
V_{w}\left(\mathbf{x}^{*}\right)=K\left(\mathbf{x}^{*}, \mathbf{X}\right)[K(\mathbf{X}, \mathbf{X})]^{-1} \mathbf{Y} \tag{3}
\end{equation*}
$$

where $K$ is the covariance matrix with components $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ for all $\mathbf{x}, \mathbf{x}^{\prime} \in X$. Note that $x$ and $y$ dimensions are independent and share the same $\lambda$. The value of the length scale is not optimised since it is not in the scope of this paper. Assuming that the wind field is smooth and does not vary rapidly, a large value is suitable for the interpolation. In particular, we assume that the wind field values are spatially correlated and that the length scale is approximately the distance between two nearest observations.

Given the environment is discretised into a grid with a set of discrete states $S$, the mean wind vector for each discrete state is

$$
\begin{equation*}
V_{w}[s]=\frac{\int_{\mathbf{x} \in X_{s}} V_{w}(\mathbf{x}) \cdot d \mathbf{x}}{\prod_{d=1}^{D}\left\|X_{s}^{d}\right\|} \tag{4}
\end{equation*}
$$

where $s \in S$ is a discrete state, $X_{s}$ is the bounds for the cell $s$ where $\left\|X_{s}^{d}\right\|$ is the length of the cell in the $d$-dimension.

### 3.5 UAV Dynamics and Controller Model

The UAV is assumed to maintain a constant altitude and a constant airspeed $v_{a}$. Therefore the state vector for the UAV is $\mathbf{X}=[x, y, \psi]^{T}$ where $\psi$ is the heading angle. The control input is $u=\psi^{\prime} \in \mathbf{U}$ where $\mathbf{U}$ is a set of possible turn rates. If the UAV is moving in a wind field represented with a function $V_{w}(x, y)$ as interpolated in Sect. 3.4, the dynamics of the UAV become

$$
\begin{align*}
x^{\prime}(t) & =v_{a} \cdot \cos (\psi(t))+V_{w x}(x(t), y(t)) \\
y^{\prime}(t) & =v_{a} \cdot \sin (\psi(t))+V_{w y}(x(t), y(t))  \tag{5}\\
\psi^{\prime}(t) & =u(t) \in \mathbf{U}
\end{align*}
$$

where $V_{w x}$ and $V_{w y}$ are the tail wind in the $x$ and $y$ axis respectively. Since the system of differential equations is non-linear, we solve them numerically:

$$
\begin{align*}
x[t+\Delta t] & =\left(v_{a} \cdot \cos (\psi[t])+V_{w x}(x[t], y[t])\right) \cdot \Delta t+x[t] \\
y[t+\Delta t] & =\left(v_{a} \cdot \sin (\psi[t])+V_{w y}(x[t], y[t])\right) \cdot \Delta t+y[t]  \tag{6}\\
\psi[t+\Delta t] & =u[t] \cdot \Delta t+\psi[t] .
\end{align*}
$$

## 4 Controller Synthesis for Continuous Trajectories

### 4.1 Discrete Synthesis

As mentioned in Sect. 3, the normal flight mission is to be aborted when the fuel level is below a threshold and a landing procedure should then begin. The mission is expressed in LTL as:

$$
\begin{equation*}
\left(\neg e_{\alpha} \Rightarrow \phi\right) \wedge\left(e_{\alpha} \Rightarrow \phi_{e}\right) \tag{7}
\end{equation*}
$$

where $\phi$ is an LTL formula for the normal flight mission, $d_{\text {land }}$ is a proposition to avoid and $g_{l a n d}$ is a proposition to reach in the landing procedure. The symbol $e$ is a signal produced by the low-level controller when the fuel goes below a threshold $\alpha$ and $\phi_{e}=\neg d_{\text {land }} \mathcal{U} g_{\text {land }}$. Note that we solve for $\phi$ and $\phi_{e}$ separately. More details about solving the formula are shown in Sect. 4.2.

We discretise a continuous-space environment into a set of discrete position states $S$ where $X_{s}$ is the geometric size of each cell in the environment. For each discrete state, we calculate the mean wind vector as in Eq. 4. Each discrete state is labelled with symbolic propositions based on the mission.

We propose a greedy Büchi algorithm (GBA) to find a sequence of discrete states that minimises fuel consumption. The algorithm is optimal in one Büchi horizon, where $n$ Büchi horizons refers to $n$ transitions in Büchi states. The sequence is minimum fuel consuming for one transition in the Büchi automaton.

A Büchi automaton is generated from a given LTL formula $\phi$. From a discrete state $s$ and Büchi state $q$, we find a sequence of discrete states that produces a finite word $\omega$ to transit to the next Büchi state $q^{\prime}$. The sequence of discrete states generated is optimal in the discrete space with respect to fuel consumption with mean wind vectors. The advantage of our approach over the typical approaches [ 9,15 ] of building a product automaton is discussed in Sect. 4.3.

Consider an example environment shown in Fig. 2a and a Büchi automaton in Fig. 2b of formula $\square(\neg c \mathcal{U} a) \wedge \square(\neg c \mathcal{U} b)$ (i.e., 'visit $a$ and $b$ infinitely often while avoiding $c^{\prime}$ ). From the Büchi automaton with initial state $q_{0}$, the set of valid input alphabets is expressed as $a \wedge b, a \wedge \neg c \wedge \neg b$ and $\neg a \wedge \neg c$, where the first two expressions allow transiting to the next available Büchi state (i.e. $\operatorname{trans}\left(q_{0}\right)=a \wedge$ $b \vee a \wedge \neg c \wedge \neg b$ and $\left.\operatorname{stay}\left(q_{0}\right)=\neg a \wedge \neg c\right)$.

The problem is then reduced to a Markov Decision Problem (MDP) with deterministic transition. Given a Büchi state $q$ and a labelling function $L: S \rightarrow 2^{\Sigma}$, the discrete states satisfying $L(s) \in \operatorname{trans}(q)$ are to be reached while moving through the states satisfying $L(s) \in \operatorname{stay}(q)$ while minimising fuel consumption. Solving the MDP provides an optimal sequence to transit from the Büchi state $q$ to another. For example, starting from $s_{3}$ and $q_{0}$, the goal is to reach $s_{1}$ while avoiding $s_{4}$ with minimum fuel consumption. One possible accepting sequence would be $s_{3} s_{6} s_{5} s_{2} s_{1}$ where the produced word $\emptyset \emptyset \emptyset \emptyset a$ is accepted.

The mean wind vectors are computed as in Sect. 4. Suppose a transition is made from a discrete state $s$ to adjacent state $s^{\prime}$ as shown in Fig. 3. Since the UAV is moving horizontally, the wind vectors affecting the movement in the $x$ direction are denoted as $V_{w x}[s]$ and $V_{w x}\left[s^{\prime}\right]$. Therefore, the fuel equation for travelling between the centres of $s$ and $s^{\prime}$ from Eq. 2 can be re-written as
(a)


Fig. 2 a Simple example environment shown discretised into a $3 \times 3$ grid with continuous wind vector field and mean wind vector for each discrete state (bold arrows). States $s_{1}, s_{9}$ and $s_{4}$ are labelled with $a, b$ and $c$ respectively. b A deterministic Büchi automaton of LTL formula $\square(\neg c \mathcal{U} a) \wedge$ $\square(\neg c \mathcal{U} b)$ where $a$ and $b$ have to be visited infinitely often while avoiding $c$


Fig. 3 A transition from discrete state $s$ to $s^{\prime}$ is shown with wind vectors $V_{w}[s]$ and $V_{w}\left[s^{\prime}\right]$. In the approximation of fuel consumption, we assume that the UAV moves from centre of state $s$ to another. The UAV has a tail wind (i.e., same direction) when in state $s$ and a head wind (i.e., opposite direction) when in state $s^{\prime}$

$$
\begin{align*}
M_{1} & =M_{0} \cdot \exp \left(-\frac{d_{g}}{\left(v_{a} \pm V_{w d}[s]\right) \cdot C_{a}}\right) \cdot \exp \left(-\frac{d_{g}}{\left(v_{a} \pm V_{w d}\left[s^{\prime}\right]\right) \cdot C_{a}}\right) \\
& =M_{0} \cdot \exp \left(-\frac{d_{g}}{C_{a}} \cdot\left(\frac{1}{v_{a} \pm V_{w d}[s]}+\frac{1}{v_{a} \pm V_{w d}\left[s^{\prime}\right]}\right)\right) \tag{8}
\end{align*}
$$

where $\pm V_{w d}[s]$ is the tail wind in the direction of UAV movement. If the direction of $V_{w d}[s]$ is opposite to the UAV movement, then the value becomes negative. For example, the wind vector in state $s$ from Fig. 3 is positive since it is a tail wind whereas the vector in state $s^{\prime}$ is negative since it is blowing against the movement of the UAV. In order to synthesise an optimal sequence given a discrete state $s$, Büchi state $q$ and a set of approximated wind vectors, we solve for the following equation with value iteration:

$$
F[s]=\left\{\begin{array}{lc}
F\left[s^{\prime}\right] \cdot \exp \left(-\frac{d_{g}}{C_{a}} \cdot\left(\frac{1}{v_{a} \pm V_{w d}[s]}+\frac{1}{v_{a} \pm V_{w d}\left[s^{\prime}\right]}\right)\right) & \text { if } \bigcup L(s) \in \operatorname{stay}(q)  \tag{9}\\
1 & \text { if } \bigcup L(s) \\
0 & \text { and } q^{\prime} \notin Q_{\text {seq }} \backslash q \\
\text { otherwise }
\end{array}\right.
$$

where $F[s]$ is the proportion of fuel remaining when entering the destination and $q^{\prime}$ is a Büchi state in $s^{\prime}$. Based on Eq. 9, we solve for $F^{*}[s]=\max _{d \in D} F[s]$ and $\pi^{*}[s]=$ $\arg \max _{d \in D} F[s]$ where $d \in D$ is a heading direction, $\pi^{*}$ is an optimal control policy and $Q_{\text {seq }}$ is a set of visited Büchi states. Note that the set of Büchi states already visited, $Q_{s e q}$, is not to be re-visited until reaching an accepting state $F \subseteq Q$. The optimal sequence is calculated by following the control policy from an initial discrete state. Pseudocode is listed as Algorithm 1.

```
Algorithm 1 Synthesis of Optimal Sequence to Next Büchi State
function seq \(\leftarrow\) GetSequence \(\left(s_{0}, q_{0}, \mathcal{B}, Q_{\text {seq }}\right)\)
    \(\forall s \in S, F[s] \leftarrow \begin{cases}1 & \text { if } \bigcup L(s) \in \mathcal{B} \cdot \operatorname{trans}\left(q_{0}\right) \text { and } q^{\prime} \notin Q_{\text {seq }} \backslash q \\ 0 & \text { otherwise }\end{cases}\)
    repeat
        \(\bar{F} \leftarrow F\)
        for all \(s \in \mathcal{B} \cdot \operatorname{stay}\left(q_{0}\right)\) do
            \(\{F[s], \pi[s]\} \leftarrow \max _{d \in D} \bar{F}\left[s^{\prime}\right] \cdot \exp \left(-\frac{d_{g}}{C_{a}} \cdot\left(\frac{1}{v_{a} \pm V_{w d}[s]}+\frac{1}{v_{a} \pm V_{w d}\left[s^{\prime}\right]}\right)\right.\)
    end for
    until \(\min (|F-\bar{F}|)<\epsilon\)
    seq \(\leftarrow\) get sequence from \(s_{0}\) by following \(\pi\)
    return seq
```


### 4.2 Continuous Execution

In order to solve the non-linear system of differential equations shown in Eq. 5, we introduce two assumptions that allow us to find a sub-optimal but reasonable solution. First, we assume a discrete number of available control inputs (turn rates) $\mathbf{U}=\left\{\ldots,-a_{2},-a_{1}, 0, a_{1}, a_{2}, \ldots\right\} \mathrm{deg} \mathrm{s}^{-1}$. Second, the number of trajectories for finding the best trajectory is bounded by a constant limit $N$.

Given an initial state of the UAV $\mathbf{x}=\left[x_{0}, y_{0}, \psi_{0}\right]^{T}$ at a discrete state $s \in S$ and the optimal sequence from discrete synthesis, we iteratively forward integrate all available control inputs $u \in \mathbf{U}$ to create a set of candidate trajectories that reach the boundary $X_{s}$ of the current discrete state. After each control propagation, a trajectory is pruned if the next discrete state is not the next state in the discrete sequence. Since the number of candidate trajectories grows after each iteration, we limit the number of those trajectories by selecting $N$ least-fuel-consuming candidates and prune all others. Therefore we have at most $N$ trajectories as opposed to $|U|^{K}$ where $K$ is the total number of sequences throughout the mission. After each iteration, we select a trajectory with the least fuel consumption. If the fuel left is below the specified threshold, then a new discrete sequence following a landing procedure is synthesised. If not, each candidate trajectory starts a new iteration by executing all control inputs. Once a trajectory reaches the end of the discrete sequence, the next sequence is synthesised as shown in Sect. 4.1. The algorithm for following the sequence is shown in Algorithm 2 where $g \in G$ denotes a candidate trajectory with the UAV position, discrete state, Büchi state and fuel level. The overall execution is presented in Algorithm 3 where $\phi$ is an LTL formula for normal operation, $\phi_{e}$ is a formula for landing procedure, and $\alpha$ is a fuel level threshold to execute the landing procedure.

Suppose we have an example shown in Fig. 4 where the objective is to visit $a$ and $b$ infinitely often while avoiding $c$. The initial candidate trajectory starts at a state $[0.5,2.5,30 \mathrm{deg}]^{T}$ in which the discrete state is $s_{3}$. The initial sequence given from the discrete synthesis is $s_{3} s_{6} s_{5} s_{2} s_{1}$. Figure 4 a shows the execution of all possible

```
Algorithm 2 Continuous Execution from Sequence of Discrete States
function \(G_{\text {new }} \leftarrow\) ExecuteSequence \(\left(G_{0}\right.\), seq, \(\left.U, N\right)\)
    \(G \leftarrow G_{0}\)
    for \(i \leftarrow 1\) to seq.length -1 do
        sNext \(\leftarrow \operatorname{seq}[i]\)
        \(G_{\text {new }} \leftarrow\{\emptyset\}\)
        for all \(g \in G\) do
            for all \(u \in U\) do
            \(g_{\text {new }} \leftarrow\) ExecuteControl Input \((g, u)\)
            if \(g_{\text {new }}\) terminates at \(\operatorname{seq}[i+1]\) then
                \(G_{\text {new }} \cdot \operatorname{add}\left(g_{\text {new }}\right)\)
            end if
            \(G_{\text {new }} \leftarrow N\)-best \(g \in G_{\text {new }}\)
            end for
        end for
    end for
    return \(G_{\text {new }}\)
```

```
Algorithm 3 Overall Execution
function \(g^{*} \leftarrow\) Execute \(\left(\mathbf{x}_{0}, \phi, \phi_{e}, \alpha, N\right)\)
    \(Q_{\text {seq }} \leftarrow \emptyset\)
    \(\mathcal{B} \leftarrow\) Construct Buchi Automaton \((\phi), \mathcal{B}_{e} \leftarrow\) Construct Buchi Automaton \(\left(\phi_{e}\right)\)
    \(g_{0} \leftarrow \operatorname{init}\left(\mathbf{x}_{0}, s_{0} \leftarrow\right.\) GetDiscreteState \(\left(\mathbf{x}_{0}\right), q_{0} \leftarrow \mathcal{B} . q_{0}\), fuel \(\left._{0} \leftarrow 1\right)\)
    G.add( \(g_{0}\) ), \(g^{*} \leftarrow g_{0}\)
    repeat
        if \(g^{*} . f\) uel \(\geq \alpha\) then
            seq \(\leftarrow\) GetSequence( \(g^{*} . s, g^{*} . q, \mathcal{B}, Q_{\text {seq }}\) )
            \(G \leftarrow\) ExecuteSequence ( \(G\), seq, \(U, N\) )
            \(g^{*} \leftarrow \arg \min G\).fuel
        else
            seq \(_{e} \leftarrow\) GetSequence (g*.s, \(\left.\mathcal{B}_{e} . q_{0}, \mathcal{B}_{e}, Q_{\text {seq }}\right)\)
            \(G \leftarrow\) ExecuteSequence \(\left(G\right.\), seq \(\left._{e}, U, N\right)\)
            \(g^{*} \leftarrow \arg \min G\).fuel
        end if
        if \(g^{*} . q \in \mathcal{B} . F\) then
            \(Q_{\text {seq }} \leftarrow \emptyset\)
        else
            \(Q_{\text {seq }} \cdot a d d\left(g^{*} . q\right)\)
        end if
    until \(g^{*}\).fuel \(<\alpha\)
    return \(g^{*}\)
```

turn rates $U=\{-6,-4,-2,0,2,4,6\} \mathrm{deg} \mathrm{s}^{-1}$ until the trajectory hits the boundary of the next discrete state. Note that the bold black line is the least-fuel-consuming trajectory. Since $s_{6}$ is preceded by $s_{3}$ in the sequence given, all trajectories remain for the next iteration. We select the best control action that minimises fuel consumption and the best turn rate of $-6 \mathrm{deg} \mathrm{s}^{-1}$ is found for the first discrete state $s_{3}$. In the next iteration in Fig. 4b, the candidate trajectories terminate at discrete state $s_{5}$ where all other trajectories terminating at other states are abandoned. Note that the number of


Fig. 4 The UAV is to visit $s_{1}$ and $s_{9}$ infinitely often while avoiding $s_{4}$. The optimal sequence of discrete states is given prior to executing a continuous trajectory. The size of the environment is $3000 \mathrm{~m} \times 3000 \mathrm{~m}$ with 9 discrete states. The airspeed is $5 \mathrm{~ms}^{-1}$ and the available turn rates are $\{-6,-4,-2,0,2,0,6\} \mathrm{deg} \mathrm{s}^{-1}$. The least fuel consuming trajectory is plotted with bold black lines with candidate trajectories shown in red. The maximum number of candidate trajectories is limited to $10 . \mathbf{a} i=1$, to reach $s_{1} . \mathbf{b} i=2$, to reach $s_{1} . \mathbf{c} i=3$, to reach $s_{1} . \mathbf{d} i=4$, to reach $s_{1}$. $\mathbf{e} i=5$, to reach $s_{9} . \mathbf{f} i=6$, to reach $s_{9} . \mathbf{g} i=7$, to reach $s_{9} . \mathbf{h} i=8$, to reach $s_{9} . \mathbf{i} i=28$, to reach $s_{1}$
candidate trajectories is limited to 10 in this example. At the 5th iteration in Fig. 4e, a new sequence is synthesised from the discrete synthesis after reaching the goal discrete state with the target input alphabet $a\left(a \in \operatorname{trans}\left(q_{0}\right)\right)$. From the 5th to 8th iterations, the optimal sequence is $s_{1} s_{2} s_{3} s_{6} s_{9}$. The trajectories at 28 th iteration are shown in Fig. 4i.

### 4.3 Analysis

The time complexity of constructing a Büchi automaton $\mathcal{B}$ from an LTL formula $\phi$ is $\mathcal{O}\left(2^{|\phi|}\right)$ [1]. The value iteration algorithm in Eq. 9, known to have the complexity $\mathcal{O}(\operatorname{poly}(|S|))$ [11], is run to find an optimal sequence of discrete states for a transition in the Büchi automaton. Note that poly(n) means 'polynomial in $n$ '. Since transition to any visited Büchi state is prohibited before reaching an accepting state, the maximum number of Büchi state transitions to reach an accepting state is $|Q|-1$ where $Q$ is a set of Büchi states and $|Q|<2^{|\phi|}$. The maximum number of candidate trajectories in continuous execution is restricted to $N$. Therefore the overall time complexity of solving for a single Büchi transition is $\mathcal{O}(\operatorname{poly}(|S|)+|S| \cdot|U| \cdot N)$.

The space complexity is $\mathcal{O}\left(|S|+N \cdot|U|+2^{|\phi|}\right)$. We need $|S|$ space to solve value iteration, $N \cdot|U|$ to find the best trajectory and $2^{|\phi|}$ to construct a Büchi automaton. Note that typical synthesis algorithms require a construction of a product automata with size $\mathcal{O}\left(|S| \cdot 2^{|\phi|}\right)$ [15].

As GBA does not construct a product automaton, a locally optimal sequence of discrete states can be acquired online as opposed to constructing a product automaton and searching exhaustively. Synthesis for a single Büchi transition is $\mathcal{O}(\operatorname{poly}(|S|)+$ $|S| \cdot|U| \cdot N$ ), so this synthesis can feasibly be performed during the execution of the previous transition in a plan-as-you-go manner. Although the size of the Büchi automaton is exponential in the size of a formula, the formula is often relatively small compared to the size of the discrete state space. If formula size is assumed to be constant, the space complexity is $\mathcal{O}(\operatorname{poly}(|S|)+N \cdot|U|)$.

## 5 Examples

In this section, we present examples with a petrol-powered UAV flying at fixed airspeed and constant altitude. The size of the environment is $2000 \times 2000 \mathrm{~m}$ and the wind field is interpolated as in Sect. 3.4. The environment is shown in Fig. 5 where ten wind observation points are shown with bold arrows. The environment is discretised into a $10 \times 10$ grid. The airspeed of the UAV is $10 \mathrm{~ms}^{-1}$, the set of control inputs is $U=\{-4,-2,0,2,4\} \operatorname{deg~s}^{-1}$ and $C_{a}$ is 0.001 .

### 5.1 Reach Goal While Avoiding Danger with Direction Constraint

We consider an initial scenario where the UAV is 'to avoid danger regions until reaching goal which has to be approached from runway region'. With no landing procedure (i.e., $\alpha=0$ ), the mission specification is written in LTL as


Fig. 5 Wind vectors drawn on the environment sized $2000 \times 2000 \mathrm{~m}$. The vector field is interpolated with Gaussian process regression from 10 observation locations


Fig. 6 Comparing two different algorithms in the same problem environment. The goal of the UAV is avoid the danger regions while approaching the goal region from the runway region. a Uses GBA to minimise fuel consumption with 15 discrete steps and $\mathbf{b}$ takes a path that minimises the number of states in the sequence with 13 discrete steps. The amount of fuel left at mission completion is $78.249 \%$ (a) and $78.216 \%$ (b)

$$
\begin{equation*}
\phi_{1}=\neg(\text { goal } \vee \text { danger }) \mathcal{U}(\text { runway } \wedge \bigcirc \text { goal }) . \tag{10}
\end{equation*}
$$

The environment is labelled with symbolic propositions on the discrete position states appropriately and the synthesis algorithm is executed starting from [ $120 \mathrm{~m}, 320 \mathrm{~m}, 30 \mathrm{deg}]^{T}$ in Fig. 6. For the purpose of comparison, we demonstrate two trajectories with different algorithms: one with GBA minimising consumption
is shown in Fig. 6a and the other taking the sequence with the minimum number of discrete states is shown in Fig. 6b. The numbers of discrete steps to accomplish the mission are 15 and 13 steps respectively, however the proportions of fuel left are 78.249 and $78.216 \%$. The higher efficiency can be visually observed since the trajectory with GBA follows the wind flow to minimise the effective air distance whereas the other algorithm often goes against the wind. Note that the difference in efficiency could be greater in larger environments.

### 5.2 Surveillance Mission

In this scenario, we demonstrate a surveillance mission where a number of locations of interest must be visited infinitely often and a landing procedure begins when the fuel goes below $20 \%$. The LTL formula is written as


Fig. 7 A continuous execution of the surveillance mission encoded in Eq. 11 is shown where the UAV visits three regions and begins to reach the landing zone when the fuel goes below $20 \%$. The sequence of discrete states between regions is optimal w.r.t. the fuel consumption based on the approximated wind vector. The continuous trajectory follows the sequence by selecting the best control action at each discrete state

Table 1 Task-level synthesis time for different numbers of discrete states is shown for the problem in Sect. 5.2

| Number of states | Average synthesis time (s) |  |  | Average |
| :--- | :---: | :---: | :---: | :--- |
|  | Discrete | Continuous | Total | Flight time (s) |
| 100 | 0.151 | 28.806 | 28.957 | 108.595 |
| 400 | 0.941 | 58.065 | 59.006 | 224.525 |
| 2500 | 14.137 | 161.942 | 176.079 | 514.5 |
| 10,000 | 101.257 | 404.761 | 506.018 | 1124.8 |
| 40,000 | 777.445 | 1419.364 | 2196.809 | 2004.625 |

The size of the environment is enlarged while preserving the cell size ( $200 \times 200 \mathrm{~m}$ ). Discrete synthesis and continuous synthesis refer to synthesizing a state sequence for a single Büchi transition and a continuous trajectory for the sequence. Average flight time refers to the average time taken to complete one Büchi horizon

$$
\begin{equation*}
\phi_{2}=\left(\neg e_{20 \%} \Rightarrow \square\left(\bigwedge_{i}^{N_{g}} \diamond \text { goal }_{i}\right)\right) \wedge\left(e_{20 \%} \Rightarrow \diamond \text { land }\right), \tag{11}
\end{equation*}
$$

where the goal regions are at $s_{33}, s_{72}$ and $s_{86}$, and the landing base is at $s_{29}$. Figure 7 shows the result of synthesis for this mission.

In Table 1, we show the average clock time to perform synthesis with different numbers of discrete states using a standard laptop computer. The environment is divided into grids from $10 \times 10$ up to $100 \times 100$ while keeping the cell size the same $(200 \times 200 \mathrm{~m})$. With a reasonably large number of discrete states such as listed in Table 1, we note that synthesis can be performed in a plan-as-you-go manner. In this way, new plans are synthesised one after the other during execution. The UAV is only required to wait for the initial synthesis, and as long as the total synthesis time shorter than the flight time, the UAV does not wait for the completion of synthesis when transiting to a new Büchi state. Updated wind estimates could also be incorporated in the process.

## 6 Conclusion

This paper has presented an efficient synthesis algorithm for complex UAV tasks involving constraints on the operational state of the robot under realistic physical assumptions. We illustrated the behaviour of this algorithm through two examples where the UAV performs navigation and surveillance tasks in a static continuous wind field with fuel constraints. Our simulation results indicate that synthesis is fast enough to allow for replanning during long-duration tasks where wind estimates evolve over time.

The form of the Breuget range equation we presented assumes constant altitude, temperature, and UAV velocity. However, this could easily be replaced with other
forms of this equation that treat these parameters as variables. More sophisticated models of UAV dynamics, such as point-mass models, could also be introduced for future work, as well as guaranteed landing procedures.
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# Pebble Motion on Graphs with Rotations: Efficient Feasibility Tests and Planning Algorithms 

Jingjin Yu and Daniela Rus


#### Abstract

We study the problem of planning paths for $p$ distinguishable pebbles (robots) residing on the vertices of an $n$-vertex connected graph with $p \leq n$. A pebble may move from a vertex to an adjacent one in a time step provided that it does not collide with other pebbles. When $p=n$, the only collision free moves are synchronous rotations of pebbles on disjoint cycles of the graph. We show that the feasibility of such problems is intrinsically determined by the diameter of a (unique) permutation group induced by the underlying graph. Roughly speaking, the diameter of a group $\mathbf{G}$ is the minimum length of the generator product required to reach an arbitrary element of $\mathbf{G}$ from the identity element. Through bounding the diameter of this associated permutation group, which assumes a maximum value of $O\left(n^{2}\right)$, we establish a linear time algorithm for deciding the feasibility of such problems and an $O\left(n^{3}\right)$ algorithm for planning complete paths.


## 1 Introduction

In Sam Loyd's 15-puzzle [10], a player arranges square blocks labeled 1-15, scrambled on a $4 \times 4$ board, to achieve a shuffled row major ordering of the blocks using one empty swap cell (see, e.g., Fig. 1). Generalizing the grid-based board to an arbitrary connected graph over $n$ vertices, the 15-puzzle becomes the problem of pebble motion on graphs (PMG). Here, up to $n-1$ uniquely labeled pebbles on the vertices of the graph must be moved to some desired goal configuration, using unoccupied (empty) vertices as swap spaces. Since the initial work by Kornhauser et al. [8], PMG and its optimal variants has received significant attention in robotics [13, 18, 19] and artificial intelligence [9, 14], among others. The connection between PMG and multi-robot path planning is immediately clear, with potential applications towards

[^84]Fig. 1 Two 15-puzzle instances. a An unsolved instance. In the next step, one of the blocks $5,6,14$ may move to the vacant cell, leaving behind it another vacant cell for the next move. b The solved instance
(a)

(b)

| 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: |
| 5 | 6 | 7 | 8 |
| 9 | 10 | 11 | 12 |
| 13 | 14 | 15 |  |

micro-fluidics [7], multi-robot path planning [13], and modular robot reconfiguration [12], to name a few.

As early as 1879 , Story [15] observed that the parity of a 15-puzzle instance decides whether it is feasible. Wilson [20] generalized this observation by showing that, for 2-connected graphs (other than cycles and one special graph) with $n$ vertices and $n-1$ pebbles, the reachable configurations form an alternating (resp. symmetric) group on $n-1$ letters when the graph is bipartite (resp. non-bipartite). An associated planning algorithm was also provided. Kornhauser et al. [8] improved the potentially exponential time algorithm from [20] by giving an algorithm for PMG that runs in $O\left(n^{3}\right)$ time. Auletta et al. [1] showed that deciding feasibility for PMG requires linear time when the graph is a tree. Recently, the linear-time feasibility result was extended to general graphs $[6,21]$. Although not a focus of this paper, we note that computing optimal plans for such problems is generally NP-complete [5, 11, 16, 22].

As evident from the techniques used in [8, 20], pebble motion problems are closely related to the structure of permutation groups. Fixing a graph and the number of pebbles, and viewing the pebble moving operations as generators, all configurations reachable from an initial configuration form a group that is isomorphic to a subgroup of $\mathbf{S}_{\mathbf{n}}$, the symmetric group on $n$ letters. Deciding whether a problem instance is feasible is then equivalent to deciding whether the final configuration is reachable from the initial configuration via generator products [15, 20]. Another interesting problem in this domain is the study of the diameter of such groups, which is the length of the longest minimal generator product required to reach a group element. Driscoll and Furst [3, 4] showed that any group represented by generators that are cycles of bounded degree has a diameter of $O\left(n^{2}\right)$ and such a generator sequence is efficiently computable. For generators of unbounded size, Babai et al. [2] proved that if one of the generators fixes at least $67 \%$ of the domain, then the resulting group has a polynomial diameter. In contrast, groups with super polynomial diameters exist [3].

Somewhat surprisingly, a natural generalization of PMG allowing rotations of the pebbles without empty swap vertices has not received much attention, possibly due to its difficulty. As an example, in Fig. 2a, the pebbles labeled 3, 4, and 5 are allowed to rotate clockwise along the (only) triangle to achieve the configuration in Fig. 2b. We call this generalization the problem of pebble motion with rotations (PMR), a formal definition of which will follow shortly. Synchronous rotations are important to have


Fig. 2 Two configurations that can be turned into each other in a single synchronized move
in a multi-robot setting for at least two reasons. First, with communication, robots are able to execute synchronous rotational moves easily. Disabling such moves thus wastes robots' capabilities. Second, allowing rotational moves could allow more problem instances to be solved and could also significantly reduce the length of plans (note that the length of a plan can never be increased by adding more modes of motion).

In this paper, we employ a group theoretic approach to derive a linear time algorithm for testing the feasibility of a given PMR instance. The algorithm also implies a cubic time algorithm for computing full plans when a PMR instance is feasible. Thus, we establish that PMR induces similar algorithmic complexity as PMG does in the sense that planning and feasibility test take $O\left(n^{3}\right)$ and linear time, respectively. Nevertheless, the algorithms for solving PMG and PMR have significant differences due to the introduction of synchronous pebble rotations. By delivering these algorithms for PMR, we also bring forth the contribution of providing a now fairly complete landscape over graph-based multi-robot path planning problems.

We formally define PMG and PMR problems in Sect. 2. In Sect. 3, we look at the groups generated by cyclic rotations of labeled pebbles, on graphs fully occupied by pebbles. We show that such groups have $O\left(n^{2}\right)$ diameters. With this intermediate result, we continue to show, in Sect. 4, that the feasibility test of the PMR problem can be performed in $O(|V|+|E|)$ time, which implies an $O\left(n^{3}\right)$ algorithm for computing a feasible solution (the set of movements). We conclude the paper in Sect.5. ${ }^{1}$

## 2 Pebble Motion Problems

Let $G=(V, E)$ be a connected undirected graph with $|V|=n$. Let there be a set $p \leq n$ pebbles, numbered $1, \ldots, p$, residing on distinct vertices of $G$. A configuration of these pebbles is a sequence $S=\left\langle s_{1}, \ldots, s_{p}\right\rangle$, in which $s_{i}$ denotes the vertex occupied by pebble $i$. A configuration can also be viewed as a bijective map $S:\{1, \ldots, p\} \rightarrow V(S)$ in which $V(S)$ denotes the set of occupied vertices by $S$. We allow two types of moves of pebbles. In a simple move, a pebble may move to

[^85]an adjacent empty vertex. In a rotation, pebbles occupying all vertices of a cycle can rotate simultaneously (clockwise or counterclockwise) such that each pebble moves to the vertex previously occupied by its (clockwise or counterclockwise) neighbor. Two configurations $S$ and $S^{\prime}$ are connected if there exists a sequence of moves that takes $S$ to $S^{\prime}$. Let $S$ and $D$ be two pebble configurations on a given graph $G$, the problem of pebble motion on graphs is defined as follows.

Problem 1 (Pebble Motion on Graphs (PMG)) Given ( $G, S, D$ ), find a sequence of simple moves that take $S$ to $D$.

When $G$ is a tree, PMG is also referred to as pebble motion on trees (PMT). In this case, an instance is usually written as $I=(T, S, D)$ with $T$ being a tree. When both simple moves and rotations are allowed, the resulting variant is the problem of pebble motion with rotations.

Problem 2 (Pebble Motion with Rotation (PMR)) Given ( $G, S, D$ ), find a sequence of simple moves and rotations that takes $S$ to $D$.

If $G$ is a tree, then a PMR is simply a PMT. We note that it may be possible to achieve additional efficiency by allowing multiple simple moves and rotations (along disjoint cycles) to take place concurrently. For example, the configuration in Fig. 2a can be taken to the configuration in Fig. 2b in a single concurrent move. A full discussion of such moves (i.e., the optimality perspective) is beyond the scope of this paper.

## 3 Graph Induced Group and the Upper Bound on Its Diameter

### 3.1 Groups Generated by Cyclic Pebble Motions and Their Diameters

A particularly important case of PMR is when $p=n$; we restrict our discussion to this case in this section. When $p=n$, only synchronous rotations are possible. Given two configurations $S$ and $S^{\prime}$ that are connected, they induce a permutation of the pebbles, which is computable via $\sigma_{S, S^{\prime}}(i)=S^{-1}\left(S^{\prime}(i)\right)$ for each pebble $i ; \sigma_{S, S}$ is the identity element. Given an initial configuration $S_{0}$, let $\mathscr{S}$ denote the set of all configurations reachable from $S_{0}$. It can be verified, using basic definitions of groups, that the permutations $\sigma_{S_{0}, S_{i}}$ over all $S_{i} \in \mathscr{S}$ form a subgroup of $\mathbf{S}_{\mathbf{n}}$, the symmetric group on $n$ letters. Since this group is determined by the graph $G$, we denote it $\mathbf{G}$.

Two cycles of $G$ are disjoint if their vertex sets have empty intersection. When $p=n$, each synchronous move corresponds to the rotations of pebbles along a set of of disjoint cycles. Let $\mathscr{C}$ be the collection of all sets of disjoint cycles in $G$; each $C \in \mathscr{C}$ is a unique set of disjoint cycles of $G$. Since the pebbles may rotate clockwise or counterclockwise along a cycle $c_{i} \in C$, each set of disjoint cycles $C$


Fig. 3 For the graph above, the collection of sets of cycles are $\mathscr{C}=\left\{\left\{v_{1} v_{2} v_{3} v_{4} v_{5}\right\},\left\{v_{6} v_{7} v_{8} v_{9} v_{10}\right\}\right.$, $\left.\left\{v_{1} v_{2} v_{3} v_{4} v_{5}, v_{6} v_{7} v_{8} v_{9} v_{10}\right\}\right\}$
can take a configuration to $2^{|C|}$ new configurations with one move. That is, each $C$ yields $2^{|C|}$ generators of $\mathbf{G}$. Let the set of all generators obtained this way be $\mathscr{G}$. As an example, the graph in Fig. 3 has two cycles, with $|\mathscr{C}|=3$ and $|\mathscr{G}|=8$ (note that $|\mathscr{G}|=2^{|\mathscr{C}|}$ does not hold in general). We make the simple observation that these definitions yield a natural bijection between synchronous moves and elements of $\mathscr{G}$. As such, when a configuration $S^{\prime}$ is reachable from a configuration $S$, we say that the permutation $\sigma_{S, S^{\prime}} \in \mathbf{G}$ is reachable (from the identity) using products of generators from $\mathscr{G}$ corresponding to the synchronous moves. We frequently invoke this bijection between synchronous moves and generators without explicitly stating so. Lastly, any element $x \in \mathbf{G}$ can be expressed as generator product $g_{1} g_{2} \ldots g_{k}$ in which $g_{1}, \ldots, g_{k} \in \mathscr{G}$. Let $k_{x}$ be the minimum $k$ such that $x=g_{1} g_{2} \ldots g_{k}$. The diameter of $\mathbf{G}, \operatorname{diam}(\mathbf{G})$, is defined as the maximum $k_{x}$ over all $x \in \mathbf{G}$.

### 3.2 Upper Bound over Group Diameters

The main result to be established in this section is $\operatorname{diam}(\mathbf{G})=O\left(n^{2}\right)$. To show this, $G$ is divided into classes based on its connectivity. When $G$ is connected (1-connected) but none of its subgraphs are 2 -connected (i.e., $G$ has no cycles), it is a tree. In this case, no pebble can move. Another simple case is when $G$ is a cycle, the simplest 2 -connected graph. Then, it is clear that all elements of $\mathbf{G}$ are generated by a single rotation.
Lemma 1 (Trees and Cycles) If $G$ is a tree, then $\mathbf{G} \cong\{1\}$, the trivial group. If $G$ is a cycle, then $\mathbf{G} \cong \mathbb{Z} / n$, the cyclic group of order $n$.

When $G$ is connected but the removal of some vertex from $G$ leaves two or more components, it is separable. An important case here is when $G$ is a set of cycles sharing vertices so that no edge of $G$ is on more than one cycle. Such graphs form a subset of 2-edge-connected graphs. Figure 4 gives an example with two cycles. Following convention, $\mathbf{A}_{\mathbf{n}}$ denotes the alternating group on $n$ letters. For groups, $\mathbf{G}_{1} \geq \mathbf{G}_{2}$ or $\mathbf{G}_{2} \leq \mathbf{G}_{1}$ denotes that $\mathbf{G}_{2}$ is a subgroup of $\mathbf{G}_{1}$. For two configurations $S$ and $S^{\prime}$ over the same set of pebbles on the same graph, we say that they are cycle similar if the following property holds. For any pebble $a$, let the sets of cycles (of the underlying graph $G$ ) occupied by $a$ in configurations $S$ and $S^{\prime}$ be $C_{S}$ and $C_{S^{\prime}}$, respectively. Then $C_{S} \cap C_{S^{\prime}} \neq \varnothing$.

A key result of this section is the following.

Fig. 4 Two cycles sharing one common vertex. The graph is separable at $b$


Theorem 1 (Cycles, Separable) If every edge of a separable graph $G$ is on exactly one cycle, then $\mathbf{G} \geq \mathbf{A}_{\mathbf{n}}$ and $\operatorname{diam}(\mathbf{G})=O\left(n^{2}\right)$.

Proof Given configurations $S$ and $D$, we claim:

1. In $O\left(n^{2}\right)$ moves, $D$ can be taken to some configuration $D^{\prime}$ such that $S$ and $D^{\prime}$ are cycle similar. As an example, in Fig. 4, assuming the given configuration is $S$, this step ensures that in configuration $D^{\prime}$, pebbles $a_{i}$ 's are all on the left cycle and pebbles $c_{i}$ 's are all on the right cycle. The pebble $b$ may appear on either one of the two cycles.
2. In $O\left(n^{2}\right)$ moves from $D^{\prime}$, a configuration $D^{\prime \prime}$ can be reached such that either $D^{\prime \prime}=S$ or $D^{\prime \prime}$ and $S$ differ by a transposition (group action). We require that the transposition is fixed for a fixed $S$ and involves two adjacent pebbles of $S$. Let $S^{\prime}$ be the result of letting this transposition act on $S$.

These claims are proved in lemmas that follow. By these claims, an arbitrary $D$ can reach either $S$ or $S^{\prime}$. Therefore, all configurations (and consequently elements of $\mathbf{S}_{\mathbf{n}}$ ) are partitioned into two equivalence classes based on mutual reachability. Since the only subgroup of $\mathbf{S}_{\mathbf{n}}$ of index 2 is $\mathbf{A}_{\mathbf{n}}$, this implies that $\mathbf{G} \geq \mathbf{A}_{\mathbf{n}}$.

When $\mathbf{G} \cong \mathbf{A}_{\mathbf{n}}$, any element of $\mathbf{G}$ is a product of generators from $\mathscr{G}$ with a length of $O\left(n^{2}\right)$, proving $\operatorname{diam}(\mathbf{G})=O\left(n^{2}\right)$. If $\mathbf{G}$ is not isomorphic to $\mathbf{A}_{\mathbf{n}}$, since the only subgroups of $\mathbf{S}_{\mathbf{n}}$ containing $\mathbf{A}_{\mathbf{n}}$ are $\mathbf{A}_{\mathbf{n}}$ and $\mathbf{S}_{\mathbf{n}}$ itself, $\mathbf{G} \cong \mathbf{S}_{\mathbf{n}}$. This implies that $\mathbf{A}_{\mathbf{n}}$ has at most two cosets in $\mathbf{G}$; denote the other coset of $\mathbf{A}_{\mathbf{n}}$ as $\mathbf{A}_{\mathbf{n}}{ }^{c}$, which also have a diameter of $O\left(n^{2}\right)$ (to see this, note that any configuration $D$ is reachable from one of $S, S^{\prime}$ in $O\left(n^{2}\right)$ moves). From the identity, all elements of $\mathbf{A}_{\mathbf{n}}$ are reachable using generator products of length $O\left(n^{2}\right)$. Since elements of $\mathbf{A}_{\mathbf{n}}{ }^{c}$ are now reachable from elements of $\mathbf{A}_{\mathbf{n}}$, an element of $\mathbf{A}_{\mathbf{n}}{ }^{c}$ must be reachable from the identity using a generator product of length $O\left(n^{2}\right)$ as well. Therefore, when $\mathbf{G} \cong \mathbf{S}_{\mathbf{n}}$, all elements of $\mathbf{G}$ are reachable using generator products of length $O\left(n^{2}\right)$, yielding $\operatorname{diam}(\mathbf{G})=$ $O\left(n^{2}\right)$.

Before moving to the lemmas, we note that when $G$ is separable and every edge of $G$ is on exactly one cycle, the edges of $G$ can be partitioned into equivalence classes based on the cycles they belong to. Because $G$ is separable, every cycle must border one or more cycles and at the same time, two cycles can share at most one vertex. Such a graph is also called a cactus graph. Moreover, there exists a cycle that only shares one vertex with other cycles. We call such a cycle a leaf cycle. An example of a leaf cycle is given in Fig. 5.


Fig. 5 The dual tree structure in a separable graph $G$ with every edge on exactly one cycle. The numbers represent distances of the cycles to the leaf cycle $C$, which in fact is the root of the tree

Given a cycle $C^{\prime}$ on $G$, it is of cycle distance $d_{c}$ to $C$ if a vertex on $C^{\prime}$ needs to travel through at least $d_{c}$ cycles to reach $C$. A neighboring cycle of $C$ has distance 0 since they share a common vertex. Let $C$ have a cycle distance of -1 by definition. This induces a (dual) tree structure on the cycles when viewing them as vertices joined by edges to neighbors (see, e.g., Fig.5). Computing such a tree takes time $O(|V|+|E|)$ because obtaining maximal 2-connected components takes linear time [17]. The first claim in the proof of Theorem 1 can be stated as follows.

Lemma 2 (Initial Arrangement) Given a separable $G$ with each edge on exactly one cycle and configurations $S$ and $D$, in $O\left(n^{2}\right)$ moves, a configuration that is cycle similar to $S$ is reachable from $D$.

Proof Note that a pebble may reside on multiple cycles; this lemma only ensures that each pebble gets moved to one of the cycles it belongs to in $S$. First we show that a single pebble can be relocated to a cycle it belongs to in $S$ in $O(n)$ rotations, without affecting pebbles that are previously arranged. When $G$ is two cycles joined on a common vertex (e.g., Fig. 4), without loss of generality, assume that we need to move $a_{i}$ from the left cycle to the right cycle. This implies that some pebble $c_{j}$ (and possibly $b$ ) does not belong to the right cycle in $S$. We note that the group $\mathbf{G}$ in this case has four generators, $g_{\ell}=\left(\begin{array}{lllll}a_{1} & a_{2} & \ldots & a_{\ell} & b \\ b & a_{1} & \ldots & a_{\ell-1} & a_{\ell}\end{array}\right)$, $g_{r}=\left(\begin{array}{lllll}c_{1} & c_{2} & \ldots & c_{r} & b \\ c_{2} & c_{3} & \ldots & b & c_{1}\end{array}\right)$, which correspond to clockwise rotations along the left and right cycles, respectively, and their inverses, $g_{\ell}^{-1}$ and $g_{r}^{-1}$. One can verify that the generator product $g_{\ell}^{-i} g_{r}^{-j} g_{\ell}^{i}$ exchanges $a_{i}$ and $c_{j}$ between the two cycles without affecting the cycle membership of other pebbles (see Fig. 6). For the general case in which a pebble needs to go through some $k$ cycles, denoting the generators as $g_{1}, \ldots, g_{k}$, it is easy to verify that a product of the form $g_{1}^{-i_{1}} g_{2}^{-i_{2}} \ldots g_{k}^{i_{k}} \ldots g_{2}^{i_{2}} g_{1}^{i_{1}}$ achieves what we need, with $i_{1}+\cdots+i_{k}<n$. There may be more than these $2 k$ basic generators, but we do not need the other generators for this proof. Therefore, at most $2 n$ moves are needed to move one pebble to the

Fig. 6 Illustration of the vertex arrange algorithm for two adjacent cycles

desired cycle. To avoid affecting pebbles that are previously arranged, we may simply fix a leaf cycle $C$ and start with cycles based on their cycle distance to $C$ in decreasing order. At most $2 n^{2}$ moves are required to arrange all $n$ pebbles to the desired cycles.

Lemma 3 (Rearrangement) The pebbles arranged according to Lemma 2 can be rearranged such that the resulting configuration is the same as $S$ or differ from $S$ by a fixed transposition of two neighboring pebbles in $S$. Rearrangement requires $O\left(n^{2}\right)$ moves.

Proof For a fixed $G$, let $C$ be a leaf cycle and let $C$ border other cycle(s) via vertex $v$. In $S$, let $a_{1}$ be the pebble occupying counterclockwise neighboring vertex of $v$ on the cycle $C$, and let $a_{2}$ be the counterclockwise neighbor of $a_{1}$ on $C$ (again, see Fig. 5 for an illustration of this setup). The fixed transposition will be ( $a_{1} a_{2}$ ).

We rearrange pebbles to match the configuration $S$ starting from cycles with higher cycle distances to the leaf cycle $C$, using the neighboring cycle with smaller cycle distance (such a cycle is unique). We show that the pebbles on the more distant cycle can always be rearranged to occupy the vertex specified by $S$. Moreover, this can be achieved using moves that only affect the ordering of two pebbles on the neighboring cycle. Without loss of generality, we use the two cycle example from Fig. 4 and let the right cycle be the more distant one. The generators $g_{\ell}, g_{\ell}^{-1}, g_{r}$, and $g_{r}^{-1}$ from previous lemma remain the same. To exchange two pebbles on the right cycle, for example $c_{i}, c_{j}$, we may use the following generator product

$$
\begin{equation*}
g_{\ell}^{-2} g_{r}^{-i} g_{\ell} g_{r}^{j-i} g_{\ell}^{-1} g_{r}^{-j+i} g_{\ell} g_{r}^{-i} g_{\ell} . \tag{1}
\end{equation*}
$$

Performing such exchanges iteratively, within $2 n^{2}$ moves, all pebbles except those on the leaf cycle $C$ can be rearranged to occupy vertices specified by $S$. Reversing the process, we can arrange all pebbles on $C$ to occupy vertices specified by $S$, using a neighboring cycle $C^{\prime}$, affecting the ordering of at most two pebbles on $C^{\prime}$. Repeating this process again with $C^{\prime}$ using $C$ as the neighboring cycle and $a_{1}, a_{2}$ as the swapping pebbles, all pebbles except possibly $a_{1}, a_{2}$ occupy the vertices specified by $S$.

The above two lemmas complete the proof of Theorem 1. At this point, it is easy to see that when $G$ is separable with each edge on a single cycle, $\mathbf{G} \cong \mathbf{S}_{\mathbf{n}}$ if and only if $G$ contains an even cycle, corresponding to the composition of an odd number of transpositions. Otherwise, $\mathbf{G} \cong \mathbf{A}_{\mathbf{n}}$. We are left with the case in which $G$ is 2-connected but not a (single) cycle.

Theorem 2 (2-connected, General) If $G$ is 2-connected and not a cycle, $\mathbf{G} \cong \mathbf{S}_{\mathbf{n}}$ with $\operatorname{diam}(\mathbf{G})=O\left(n^{2}\right)$.

Combining Theorems 1 and 2 concludes the case for 2-edge-connected graphs that are not single cycles; the case of general graph then follows. Since we will mention "2-edge-connected component" fairly frequently, we abbreviate it to "TECC" except in theorem statements. Also, we call each component of $G$ after deleting all TECCs a branch.

Proposition 1 (2-edge-connected) If $G$ is 2-edge-connected and not a single cycle, $\mathbf{G} \geq \mathbf{A}_{\mathbf{n}}$ with $\operatorname{diam}(\mathbf{G})=O\left(n^{2}\right)$.

Proof A 2-edge-connected graph $G$ can be separated into 2-connected components via splitting at articulating vertices. A (dual) tree structure, similar to that illustrated in Fig. 5, can be built over these components. The two-step algorithm used in the proof of Theorem 1, in combination with Theorem 2, can be applied to show that $\mathbf{G} \geq \mathbf{A}_{\mathbf{n}}$ and $\operatorname{diam}(\mathbf{G})=O\left(n^{2}\right)$.

After gathering all cases, we obtain the following main result for this section.
Theorem 3 (General Graph) Given an arbitrary connected, undirected, simple $\operatorname{graph} G, \operatorname{diam}(\mathbf{G})=O\left(n^{2}\right)$.

Proof Pebbles on vertices of $G$ that are not on any cycle are always immobile. Deleting those vertices does not change G. After all such vertices are removed, we are left with the TECCs of $G$. Denoting the associated groups of these components $\left\{\mathbf{G}_{i}\right\}, \mathbf{G}$ is the direct product of the $\mathbf{G}_{i}$ 's. Since all $\mathbf{G}_{i}$ 's have $O\left(n^{2}\right)$ diameter, so does $\mathbf{G}$.

## 4 Linear Time Feasibility Test of PMR

We now describe a linear time algorithm for testing the feasibility for PMR, using a proof strategy similar to that from [1] on PMT. We first restate a result form [1].

Theorem 4 (Theorem 3 in [1]) Given an instance ( $T, S, D$ ) of PMT, in $O(n)$ steps, an instance $\left(T, S^{\prime}, D\right)$ of $P M T$ can be computed such that $S^{\prime}, D$ contain the same set of vertices and $\left(T, S, S^{\prime}\right)$ is feasible.

The following corollary is also obvious.
Corollary 1 Given an instance $(T, S, D)$ of $P M R$, let $\left(T, S^{\prime}, D\right)$ be the new instance obtained according to Theorem 4. Then $(T, S, D)$ is feasible if and only if $\left(T, S^{\prime}, D\right)$ is feasible.

By Theorem 4 and Corollary 1, reconfiguration can be performed on a PMR instance $I=(G, S, D)$ to get an equivalent instance $I^{\prime}=\left(G, S^{\prime}, D\right)$ so that $S^{\prime}, D$ have the same underlying vertex set (i.e., $V\left(S^{\prime}\right)=V(D)$ ). To do this, find a spanning
tree $T$ of $G$. The $O(n)$ time algorithm guaranteed by Theorem 4 can then compute a desired instance $\left(T, S^{\prime}, D\right)$ with $S^{\prime}, D$ having the same set of vertices. Since the moves taking ( $T, S, S^{\prime}$ ) is feasible, $\left(G, S, S^{\prime}\right)$ is feasible; therefore, $(G, S, D)$ is feasible if and only if $\left(G, S^{\prime}, D\right)$ is feasible. Given an instance $I=(G, S, D)$ in which $S$ and $D$ have the same underlying set, we call it the pebble permutation with rotation problem or PPR. Given a PPR instance, we say that two pebbles are equivalent if they can exchange locations with no net effect on the locations of other pebbles. A set of pebbles are equivalent if every pair of pebbles from the set are equivalent.

In testing the feasibility of a PPR instance $I=(G, S, D)$, a simple but special case is when $G$ is a cycle. In this case, $S$ and $D$ induce natural cyclic orderings of the pebbles. The following is then clear.

Lemma 4 Let $I=(G, S, D)$ be an instance of PPR in which $G$ is a cycle. Then $I$ is feasible if and only if $s_{i}=d_{(i+k) \text { mod } p}$ for some fixed natural number $k$.

When $G$ is not a cycle, the feasibility test is partitioned into four main cases, depending on the number of pebbles, $p$, with respect to the number of vertices of $G$. It is assumed that $G$ contains at least one TECC since otherwise $G$ is a tree and the problem is a PMT problem.

### 4.1 Feasibility Test of PPR When $p=n$

When $p=n$, all vertices are occupied by pebbles. Clearly, if a pebble is on a vertex that does not belong to any cycle (i.e., a branch vertex), the pebble cannot move. Therefore, $I=(G, S, D)$ is feasible only if for every branch vertex $v \in V(G)$, $S^{-1}(v)=D^{-1}(v)$. Furthermore, given any TECC $C$ of $G, S^{-1}(C)=D^{-1}(C)$ must also hold, since pebbles cannot move out a TECC. If these conditions hold, the feasibility of $I$ is reduced to feasibilities of $\left\{\left(C_{i},\left.S\right|_{S^{-1}\left(C_{i}\right)},\left.D\right|_{D^{-1}\left(C_{i}\right)}\right)\right\}$, in which $C_{i}$ 's are the TECCs of $G$ and $\left.S\right|_{S^{-1}\left(C_{i}\right)}$ denotes $S$ restricted to the domain $S^{-1}\left(C_{i}\right)$; same applies to $\left.D\right|_{D^{-1}\left(C_{i}\right)}$. More formally,
Proposition 2 Let $I=(G, S, D)$ be an instance of $P P R$ with $p=n$. Let $\left\{C_{i}\right\}$ be the set of 2-edge-connected components of $G$. Then I is feasible if and only if the following holds: 1. for all $v \in V\left(G \backslash\left(\cup_{i} C_{i}\right)\right), S^{-1}(v)=D^{-1}(v)$, 2. for each $C_{i}$, $S^{-1}\left(C_{i}\right)=D^{-1}\left(C_{i}\right)$, and 3 .for each $C_{i}$, the PPR instance $\left(C_{i},\left.S\right|_{S^{-1}\left(C_{i}\right)},\left.D\right|_{D^{-1}\left(C_{i}\right)}\right)$ is feasible. Moreover, the feasibility test can be performed in linear time.

Proof Finding TECCs of $G$ can be done in $O(|V|+|E|)$ time [17]. Checking whether condition 1 holds takes linear time. For checking condition 2, for each $C_{i}$, we first gather $S^{-1}\left(C_{i}\right)$ and for each pebble in $S^{-1}\left(C_{i}\right)$, mark the pebble as belonging to $C_{i}$. We can then check whether the pebbles in $D^{-1}\left(C_{i}\right)$ also belong to $C_{i}$ in linear time. For condition 3, deciding the feasibility of $\left(C_{i},\left.S\right|_{S^{-1}\left(C_{i}\right)},\left.D\right|_{D^{-1}\left(C_{i}\right)}\right)$ can be done using the results from Sect. 3. This check can performed as follows. 1. Check
whether $C_{i}$ is a cycle, which is true if and only if no vertex of $C_{i}$ has degree more than two. If this is the case, apply Lemma 4 to test the feasibility on $C_{i} ; 2$. Check whether $C_{i}$ is a cactus with no even cycle. We can verify whether $C_{i}$ is a cactus as follows: Using depth first search (DFS), detecting cycles of $C_{i}$. If $C_{i}$ is a cactus, then it should assume a "tree" structure shown in Fig. 5; the first cycle that is found must be a leaf cycle. Deleting this cycle (without deleting the vertex that joins this cycle to the rest of $C_{i}$ ) from $C_{i}$ yields another cactus. Repeating the process tells us whether $C_{i}$ is a cactus. As we are finding the cycles, we can check whether there is an even cycle. If $C_{i}$ is indeed a cactus with no even cycle, the possible configurations have two equivalence classes. The subproblem is only infeasible if $\left.S\right|_{S^{-1}\left(C_{i}\right)},\left.D\right|_{D^{-1}\left(C_{i}\right)}$ fall into different equivalence classes, which can be checked by computing the parity of the permutation $\sigma_{S, D}$, restricted to $C_{i}$, in linear time; 3 . For all other types of $C_{i}$, the subproblem is feasible.

### 4.2 Feasibility Test of PPR When $p=n-1$

When $p=n-1$, nearly all PPR instances, in which $G$ are 2-edge-connected graphs, are feasible.

Lemma 5 Let $I=(G, S, D)$ be an instance of $P P R$ in which $G$ is 2-edge-connected and not a cycle. If $p<n$, then I is feasible.

Proof By Theorems 1 and $2, \mathbf{G} \geq \mathbf{A}_{\mathbf{n}}$. That is, there are at most two equivalence classes of configurations, with configurations from different classes differ by a transposition of neighboring pebbles. Since there is at least one empty vertex, viewing that vertex as a "virtual" pebble that can be exchanged with a neighboring pebble in one move, it is then clear that the two configuration classes collapse into a single class.

Lemma 6 Let $I=(G, S, D)$ be an instance of $P P R$ in which $G$, after deleting one (or more) degree 1 vertex (vertices), is a 2-edge-connected graph. If $p<n$, then $I$ is feasible.

Proof Note that by degree 1 vertices, we mean that these vertices have degree 1 in $G$. Let $H$ be the 2-edge-connected graph after deleting all degree 1 vertices and let $v_{1}, \ldots, v_{k}$ be the degree 1 vertices. Let the neighbor of $v_{i}$ in $G$ be $v_{i}^{\prime} \in V(H)$. Since $v \in v_{1}, \ldots, v_{k}$ has degree 1 , it is attached to $H$ via a single edge. Let $H_{i}$ be the subgraph of $G$ after deleting all vertices in $v_{1}, \ldots, v_{k}$ except $v_{i}$. Assume that $v_{1}$ is empty initially, we show next that all pebbles occupying $H_{1}$ are equivalent. That is, an arbitrary configuration of these pebbles can be achieved.

If $H$ is cycle, the subroutine illustrated in Fig. 7 shows how an arbitrary configuration of pebbles can be achieved for a triangle $H$, which directly generalizes to an arbitrary sized cycle. This shows that all pebbles on $H_{1}$ fall in the same equivalence class. If $H$ is not a cycle, we can move an arbitrary pebble $j$ from $H$ to $v_{1}$. Lemma 5


Fig. 7 With one empty vertex, pebbles on a triangle can be arranged to achieve any desired configuration. This generalizes to an arbitrary TECC
implies that all pebbles on $H$ are equivalent. Since $j$ is arbitrary, all pebbles on $H_{1}$ are equivalent.

Having shown that all pebbles on $H_{1}$ are equivalent, we move an arbitrary pebble $j$ to $v_{1}$ and empty vertex $v_{2}$ (if there is a $v_{2}$ ). Following the same procedure, all pebbles on $H_{2}$ are equivalent. Since $j$ is arbitrary, all pebbles on $H, v_{1}, v_{2}$ are equivalent. Inductively, all pebbles on $G$ are equivalent. Therefore, an arbitrary instance $I$ is feasible.

When there is a single empty vertex on $G$, it is clear that pebbles can be moved so that the empty vertex is an arbitrary vertex of $G$. In particular, for any TECC $H$ of $G$, we can move the pebbles so that a vertex of $H$ is empty. By Lemma 6, all pebbles on $H$ and its distance one neighboring vertices fall in the same equivalence class. We now show that the feasibility of the case of $p=n-1$ can be decided in linear time.

Proposition 3 Let $I=(G, S, D)$ be an instance of $P P R$ in which $p=n-1$ and $G$ is not a cycle. The feasibility of I can be decided in linear time.

Proof We start with pebble configuration $S$ and group the pebbles into equivalence classes. Without loss of generality, assume that $S$ leaves a vertex of a TECC, say $H$, unoccupied. By Lemma 6, all pebbles on $H$ and its distance 1 neighbors belong to the same equivalence class, say $h_{S, 1}$. Now, check whether any pebble in $h_{S, 1}$ is on some other TECC $H^{\prime} \neq H$. If that is the case, all pebbles on $H^{\prime}$ and its distance 1 neighbors are also equivalent and belong to $h_{S, 1}$. When no more pebbles can be added to $h_{S, 1}$ this way, $h_{S, 1}$ is completely defined.

Let $v$ be a vertex neighboring a vertex occupied by a pebble from $h_{S, 1}$ ( $v$ itself is not occupied by a pebble in $h_{S, 1}$ ), if $v$ is not a TECC vertex, the pebble currently on $v$ cannot be move to a TECC and therefore is not equivalent to any other pebble. The pebble then gets its own equivalence class, say $h_{S, 2}$. If $v$ belongs to a TECC, say $H_{v}$, then all pebbles on $H_{v}$ and all $H_{v}$ 's distance 1 neighbors that are not yet classified belong to $h_{S, 2} ; h_{S, 2}$ is then expanded similarly to $h_{S, 1}$. At this point, the procedures given so far apply to partition all pebbles into equivalence classes. It is not hard to see the algorithm takes linear time to complete using breadth first or depth first search, treating each TECC as a whole. As the start configuration $S$ is being classified, the same is done to $D$. In particular, if a set of pebbles of $S$ belongs to an equivalence class $h_{S, i}$, then the pebbles of $D$ occupying the same set of vertices get assigned to the class $h_{D, i}$. The instance $I$ is feasible if and only if $h_{S, i}=h_{D, i}$ for all $i$ (this can be done in linear time as we have shown in checking the second condition in Proposition 2).


Fig. 8 An example of the case $p=n-1$. The pebbles are put into 5 different equivalence classes, distinguished by different colors

Figure 8 provides an example of applying the above procedure to a given pebble configuration, which partitions the pebbles into 5 equivalence classes.

### 4.3 Feasibility Test of PPR When $p<N($ T ECCs $)$

We denote by $N(T E C C s)$ the number of vertices of all TECCs of $G$. An instance is almost always feasible when $p<N(T E C C s)$.
Theorem 5 Let $I=(G, S, D)$ be an instance of $P P R$ in which $G$ is not a cycle. If $p<N(T E C C s)$, then I is feasible.

Proof Since the number of pebbles are not enough to occupy all TECC vertices, we can update configuration $S$ to a new one $S^{\prime}$ such that all pebbles are on TECC vertices. Repeating the same moves over the configuration $D$ to get $D^{\prime}$ (i.e., if we move a pebble from $v_{i}$ to $v_{j}$ in the initial pebble configuration, we move the corresponding pebble from $v_{i}$ to $v_{j}$ in the final pebble configuration). After this process is complete, the updated start and final configurations again occupy the same set of vertices; $(G, S, D)$ is feasible if and only if the $\left(G, S^{\prime}, D^{\prime}\right)$ is feasible. In the rest of the proof we show that $\left(G, S^{\prime}, D^{\prime}\right)$ is feasible.

Since not all TECC vertices are occupied in $S^{\prime}$, at least one TECC, say $C_{i}$, has an empty vertex. By Lamma 6, all pebbles on $C_{i}$ are equivalent. Now let $C_{j}$ be another TECC joined to $C_{i}$ via a single branch (see Fig. 9 for an example). Since any pebble on $C_{j}$ can be moved to vertex $v_{j}$ via a proper sequence of rotations, it is then possible to exchange any pair of pebbles $p_{1}$ on $C_{i}$ and $p_{2}$ on $C_{j}$ : move $p_{2}$ to $v_{j}$, empty $v_{i}$, move $p_{2}$ to $v_{i}$, rotate $p_{1}$ to $v_{i}$, and move it to $v_{j}$. Via induction, any pair of pebbles on $G$ can be exchanged, without affecting the current configuration of other pebbles. Given this procedure, we can iteratively arrange each pebble $i$, starting from pebble 1, by exchanging pebble $i$ with some other pebble occupying $i$ 's vertex in $D^{\prime}$. With up to $p-1$ exchanges, all pebbles can be arranged to their desired final configurations.

Fig. 9 A graph with two TECCs


### 4.4 Feasibility Test of PPR When $N(T E C C s) \leq p<n-1$

For this last case, given a PPR instance, $(G, S, D)$, we first move pebbles in $S$ and $D$ so that vertices of all TECCs are occupied. To perform this in linear time, a "fake" goal configuration $D_{f}$ is created with $p$ pebbles such that all TECCs are full occupied, in an arbitrary order. This is possible because $N(T E C C s) \leq p<n-1$. Using a spanning tree $T$ of $G$ and apply Theorem 4 to $\left(T, S, D_{f}\right),\left(T, D, D_{f}\right)$, we get two new instances $\left(T, S^{\prime}, D_{f}\right),\left(T, D^{\prime}, D_{f}\right)$ with the property that $S^{\prime}, D^{\prime}$, and $D_{f}$ all occupy the same set of vertices and $\left(T, S, S^{\prime}\right),\left(T, D, D^{\prime}\right)$ are both feasible. Thus, we obtain a new PPR instance ( $G, S^{\prime}, D^{\prime}$ ), which is feasible if and only if $(G, S, D)$ is, with the additional property that vertices of all TECCs are occupied. For convenience, we call an instance ( $G, S, D$ ) of PPR in which all TECC vertices are occupied a rearranged pebble permutation problem, or RPP. Note that this implies $p \geq N(T E C C s)$.

Next, we contract $G$ to get a skeleton tree, $T_{G}$, by collapsing each TECC into a composite vertex; other vertices and edges are left intact. For example, the graph from Fig. 8 have the skeleton tree shown in Fig. 10. This procedure induces a natural map $f_{T}$ that takes any subgraph $H$ of $G$ to $f_{T}(H)$ as a subgraph of $T_{G}$ (via mapping all vertices belonging to the same TECC of $G$ to a composite vertex of $T_{G}$ and noncomposite vertices of $G$ to non-composite vertices of $T$ ). Given an instance ( $G, S, D$ ) of RPP with $p<n-1$ pebbles, all pebbles on the same TECC are equivalent by Lemma 6. This induces a problem instance $\left(T_{G}, S^{\prime}, D^{\prime}\right)$ in which all pebbles (in $S$ and $D$ ) on the same TECC of $G$ are combined into a composite pebble (in $S^{\prime}$ and $D^{\prime}$ ). Given two vertices $u$ and $v$ in a graph, $u \rightsquigarrow v$ denotes a (shortest) path between $u$ and $v$. Such a path is unique when the graph is a tree. By all vertices on (resp. in) $u \rightsquigarrow v$, we mean vertices of $u \rightsquigarrow v$ including (resp. excluding) $u$ and $v$. Lemma 6 from [1] can be extended to RPP as follows.

Lemma 7 Let $(G, S, D)$ be an instance of RPP in which $G$ is not a cycle and $N(T E C C s) \leq p<n-1$. Let $u, v$, and $w$ be vertices of $G$ such that the path between $u$ and $v$ and the path between $v$ and $w$ are not edge disjoint. Assume $u$ and $v$ are occupied by pebbles and moves exist that take $S$ to a new configuration in which pebble $S^{-1}(u)$ is moved to $v$ and $S^{-1}(v)$ is moved to $w$. Then $S$ can be taken to an configuration $S^{\prime}$ in which $S$ and $S^{\prime}$ are the same except pebbles on $u$ and $v$ are exchanged.



Fig. 10 The skeleton tree (on the right) after contracting the graph on the left (from Fig. 8); the black dots are the composite vertices

Lemma 7 leads to a generalized version of Theorem 4 from [1] to RPP, given below. We omit the proof since it is nearly identical (we need extended versions of Corollary 1 and 2 from [1], which can be easily proved in the same way Lemma 7 is proved).

Theorem 6 An RPP instance, $(G, S, D)$, in which $G$ is not a cycle and $N(T E C C s)$ $\leq p<n-1$, is feasible if and only if the individual exchanges between pebble $i$ and $S^{-1}(D(i)), 1 \leq i \leq p$, can be performed using moves without affecting the configurations of any other pebble.

By Theorem 6, if an instance of RPP, $I=(G, S, D)$, is feasible, then pebbles $i$ and $\sigma_{S, D}(i)=S^{-1}(D(i))$ can be exchanged with no net effect on other pebbles. This enables a feasibility test of RPP problems (and therefore, PMR problems): vertices occupied by pebbles are partitioned into equivalence classes such that two pebbles can be exchanged if and only if the vertices occupied by them belong to the same equivalence class. In fact, we apply the Mark algorithm from [1] on the skeleton tree $T_{G}$ without any change at the pseudocode level (see [1] for the simple algorithm description); the main difference is how to check whether two adjacent pebbles are equivalent (Lemma 8 from [1]).

Before stating our version of the lemma, some notations are in order. We work with an arbitrary RPP instance $I=(G, S, D)$ in which $G$ is not a cycle and $N(T E C C s) \leq$ $p<n-1$. Let $I^{\prime}=\left(T_{G}, S^{\prime}, D^{\prime}\right)$ be the induced instance described earlier in which $T_{G}$ is $G$ 's skeleton tree. A fork vertex of $T_{G}$ is a vertex of degree at least 3 that is not a composite vertex. $F(u)$ is the set of connected components of $T_{G}$ after deleting the vertex $u . T(u, v)$ is the tree of $F(u)$ containing the vertex $v ; \bar{T}(u, v)$ is the rest of $F(u)$. For two vertices $u, v \in V\left(T_{G}\right), d(u, v)$ is the length of $u \rightsquigarrow v$. In the lemmas that follow, only start configuration $S^{\prime}$ is operated on; same procedure can be applied to $D$. First we need a version of Corollary 3 from [1] to account for composite vertices; we omit the essentially same proof but point out that although both fork and composite vertices can help two pebbles switch locations, a composite vertex can do so with one fewer empty vertex.

Lemma 8 Let $p_{1}:=S^{\prime-1}(u), p_{2}:=S^{\prime-1}(v)$ for $u, v \in V\left(T_{G}\right)$ such that $u \rightsquigarrow v$ contains no other pebbles; all vertices on $u \rightsquigarrow v$ are of degree 2. Let $w$ be a composite or fork vertex such that $u$ is in $w \rightsquigarrow v$. The tree $T(u, w)$ has no more than $d(w, u)$ (resp. $d(w, u)+1)$ empty vertices when $w$ is a composite (resp. fork) vertex. Let $w^{\prime}$ be the closest composite or fork vertex to $v$ such that $v$ is in $w^{\prime} \rightsquigarrow u$ satisfying similar properties as $w$. Then $u$ and $v$ are not equivalent.

Lemma 9 Let $p_{1}:=S^{\prime-1}(u), p_{2}:=S^{\prime-1}(v)$ for some $u, v \in V\left(T_{G}\right)$ such that $u \rightsquigarrow v$ contains no other pebbles. Then $p_{1}, p_{2}$ are equivalent with respect to $S^{\prime}$ if and only if at least one of the following conditions holds:

1. There exists a fork vertex $w$ in $u \rightsquigarrow v$ such that both $T(w, u), T(w, v)$ are not full or at least one other tree of $F(w)$ is not full.
2. Let $w$ be a composite vertex such that $u$ is in $w \rightsquigarrow v$ and no other fork vertex or composite vertex is in $w \rightsquigarrow u$. There exists such a w that $T(u, w)$ has $d(w, u)+1$ empty vertices.
3. Symmetric to 2 with $u$ and $v$ switched.
4. Let $w$ be a fork vertex such that $u$ is in $w \rightsquigarrow v$ and no other fork vertex or composite vertex is in $w \rightsquigarrow u$. There exists such a w that $T(u, w)$ has $d(w, u)+2$ empty vertices.
5. Symmetric to 4 with $u$ and $v$ switched.
6. Vertex $u$ is a fork vertex. Then at least two trees of $F(u)$ has empty vertices or there are at least two empty vertices outside $T(u, v)$.
7. Symmetric to 6 with $u$ and $v$ switched.
8. Vertex $u$ is a composite vertex. Then at least one tree of $\bar{T}(u, v)$ has an empty vertex.
9. Symmetric to 8 with $u$ and $v$ switched.

Proof The proof is adopted from that of Lemma 8 from [1] with some repetitive details omitted. Since the sufficiency of the conditions can be easily checked by constructing plans that exchange $p_{1}, p_{2}$, only necessity is shown here via contradiction. Assume that $u$ and $v$ are exchangeable without configuration $S$ satisfying any of the conditions $1-9$. First consider the case in which there is no fork vertex in $u \rightsquigarrow v$ and $u$ and $v$ are not fork or composite vertices; these assumptions forbids conditions 1 and 6-9. If conditions $2-5$ do not hold, the condition from Lemma 8 is true, thus $u$ and $v$ cannot be equivalent.

For the case in which no fork vertex exists in $u \rightsquigarrow v$ but $u$ or $v$ (possibly both) is a fork or composite vertex, the proof from Lemma 8 from [1] applies with little change to show that $u$ and $v$ are not equivalent unless one of conditions $2-9$ holds: If conditions $2-5$ do not hold, this means that $p_{1}, p_{2}$ must use $u$ or $v$ as a "hub" for switching locations; traveling beyond distance 1 from $u \rightsquigarrow v$ will not help $u$ and $v$ to switch. On the other hand, if conditions 6-9 do not hold, $u$ or $v$ cannot serve as the hub that enables $u$ and $v$ to switch. Furthermore, if conditions 6-9 do not hold, reconfiguration of pebbles will not make conditions $2-5$, previously invalid, become valid.

This leaves the case in which conditions 2-9 do not hold, which means that $u$ and $v$ cannot switch on $\bar{T}(u, v)$ nor $\bar{T}(v, u)$. Since there is no pebble in $u \rightsquigarrow v$, the vertices in $u \rightsquigarrow v$ cannot be composite vertices. The same proof from Lemma 8 from [1] then shows that unless condition 1 is met, $u$ and $v$ cannot be equivalent.

With Lemma 9, all criteria needed for the Mark algorithm from [1], in particular Observations 1-4, continue to hold on $T_{G}$ without change. Since Mark is not changed, its running time is linear if deciding whether two adjacent pebbles are equivalent can be performed in (amortized) constant time. For this to hold, for an arbitrary tree $T(u, w)$, we need to know whether $T(u, w)$ has $0,1,2$ holes and whether the fork or composite vertex of $T(u, w)$ closest to $u$ allows $u$ and another vertex $v$ in $T(u, w)$ to exchange (i.e., $T(u, w)$ should have enough empty vertices). These data can be precomputed in $O(|V|+|E|)$ time using two depth firth traversals over the tree $T_{G}$. At this point, it is not hard to see that this linear decision algorithm easily turns into an algorithm that computes a feasible solution to a PPR instance. Our complexity analysis shows that a feasible solution can be computed in $O(|E|)$ if a high level
plan is required (computes a corresponding RPP instance, checks feasibility, and outputs the permutation pairs for exchanges) and $O\left(n^{3}\right)$ if step by step output is required (each exchange can be done in $O\left(n^{2}\right)$ moves produced by a fixed formula). We summarize the main result of this section with the following theorem.

Theorem 7 The feasibility of PMR problems can be decided in linear time. Moreover, a plan for a feasible instance can be computed in $O\left(n^{3}\right)$ time.

## 5 Conclusion

In this paper, we proposed the problem of pebble motion on graphs with rotations (PMR), a graph-based multi-robot path planning problem. Our formulation takes into account natural, synchronous rotations of pebbles along fully occupied cycles of the underlying graph. The inclusion of this important case, in conjunction with previous studies of the problem that only allow pebbles to move to unoccupied vertices, paints a fairly complete picture of graph-based multi-robot path planning problems. In our systematic analysis of PMR, we show that, even for the fully constrained case in which the number of pebbles equals the number of vertices, deciding the feasibility of a PMR instance can be completed in linear time with respect to the size of the underlying graph. Moreover, computing a full plan for all moving all pebbles requires $O\left(n^{3}\right)$ time.
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[^3]:    ${ }^{1}$ We will mention in the conclusion a few such extensions presently in progress.

[^4]:    ${ }^{2}$ Although clustering algorithms generating degenerate hierarchies are available, many standard hierarchical clustering methods return binary clustering trees as a default, thereby avoiding commitment to some "optimal" number of clusters [18, 37].

[^5]:    ${ }^{3}$ Here, $\AA$ denotes the interior of set $A$.

[^6]:    ${ }^{4}$ A long prior robotics literature motivates the utility of this fully actuated "generalized damper" dynamical model [24], and provides methods for "lifts" to controllers for second order plants [20, 21] as well.

[^7]:    For (almost) any initial $\mathbf{x} \in \mathfrak{S}(\sigma)$ and $\sigma \in \mathcal{B T} \mathcal{T}_{J}$, and desired $\mathbf{y} \in \mathfrak{S}(\tau)$ and $\tau \in \mathcal{B T}_{J}$

    1. (Hybrid Base Case) if $\mathbf{x} \in \mathfrak{S}(\tau)$ then apply stratum-invariant dynamics, $f_{\tau, \mathbf{y}}$ (Algorithm 1)
    2. (Hybrid Recursive Step) else
    (a) invoke the NNI transition rule $g_{\tau}$ (Algorithm 2) to propose an adjacent tree, $\gamma \in \mathcal{B} \mathcal{T}_{J}$, with lowered discrete Lyapunov value
    (b) Choose local configuration goal, $\mathbf{z}:=\operatorname{Port}_{(\sigma, \gamma)}(\mathbf{x})(17)$
    (c) Apply the stratum-invariant continuous controller $f_{\sigma, \mathbf{Z}}$ (Algorithm 1)
    (d) If the trajectory enters $\mathfrak{S}(\tau)$ then go to step 1 ; else, the trajectory must enter $\mathfrak{S}(\gamma)$ in finite time in which case terminate $f_{\sigma, \mathbf{z}}$, reassign $\sigma \leftarrow \gamma$, and go to step (2a)
[^8]:    ${ }^{5}$ Note that for all $\tau \in \mathcal{B} \mathcal{T}_{J}, \mathfrak{S}_{o}(\tau) \subseteq \dot{\mathfrak{S}}(\tau)$.
    ${ }^{6}$ Here, $\mathbf{A}^{\mathrm{T}}$ denotes the transpose of $\mathbf{A}$.
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    ${ }^{8}$ In a metric space $(X, d)$, the open ball $B(\mathrm{x}, r)$ centered at x with radius $r \in \mathbb{R}_{\geq 0}$ is the set of points in $X$ whose distance to x is less than $r$, i.e. $B(\mathrm{x}, r)=\{\mathrm{y} \in X \mid d(\mathrm{x}, \mathrm{y})<r\}$.
    ${ }^{9}$ Here, we set $\frac{x}{\|x\|_{2}}=0$ for $\mathrm{x}=0$.

[^10]:    ${ }^{10}$ Here, $\mathbf{I}_{d}$ is the $d \times d$ identity matrix, and $\mathbf{1}_{k}$ is the $\mathbb{R}^{k}$ column vector of all ones. Also, $\otimes$ and $\cdot$ denote the Kronecker product and the standard array product, respectively.
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[^12]:    ${ }^{1}$ This taxonomy considers three orthogonal dimensions-namely single-task (ST) versus multitask robots (MT) depending on whether each robot is capable of executing single or multiple tasks at the same time; single-robot tasks (SR) versus multi-robot tasks (MR) depending on whether a

[^13]:    ${ }^{2}$ Superadditivity implies that any two disjoint coalitions, when acting together, can get at least as much as they can when acting separately.

[^14]:    ${ }^{3}$ This may be one of the robots with the additional task of being a coordinator. As its processing is relatively simple, in case of failure, another robot may easily assume this role.
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[^18]:    ${ }^{1}$ Many swarm of platforms, including the Kilobots [20], use the same hardware (i.e., infrared transceivers) as a cost-effective way to implement both communication and sensing.

[^19]:    ${ }^{2}$ The iterated logarithm function counts the number of times the logarithm is applied to the argument before the result is less or equal to 1 . It is an extremely slowly growing function, for instance the iterated logarithm of the number of atoms in the universe is less than 5.
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[^36]:    ${ }^{1}$ This robot was treated in Kavraki's thesis [9] but its appearance seems to go back at least to Barraquand and Latombe [1].

[^37]:    ${ }^{2}$ All constants of Physics have at most 8 digits of accuracy. The speed of light is an exception: it is exact, by definition.

[^38]:    ${ }^{3} \mathrm{http}: / / \mathrm{cs} . n y u . e d u / \mathrm{exact} /$ core/download/core/.
    ${ }^{4} \mathrm{http}: / / \mathrm{cs}$. nyu.edu/exact/gallery/2link/2link.html.
    ${ }^{5}$ It is standard to identify $C_{\text {space }}\left(R_{0}\right)$ with a subset $X \subseteq \mathbb{R}^{d}$. The topology of $C_{\text {space }}\left(R_{0}\right)$ is generally different from that of $X$. In the case of $k=2$, the correct topology is easy to simulate since $S^{1}$ may be regarded as an interval with the endpoints identified.

[^39]:    ${ }^{6}$ http://cs.nyu.edu/exact/core/download/core/.
    ${ }^{7}$ Note that a random strategy is available, but it is never competitive.
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[^42]:    1dd-hoc sensor networks may also be very valuable for environmental monitoring. In fact, such technologies have been developed over past years. We note that the presented approach is for motivational purposes. Yet, it may be beneficial over the ad-hoc network approach due to substantial energy savings at the stationary sensors (as communication requirement is much lower); hence, the sensor nodes require less maintenance. The main drawbacks are additional complexity of a mobile vehicle, and communication delay due to the mobile vehicles physically carrying the data.
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[^45]:    ${ }^{1}$ Note that the motivation for this coordinate is given by Partial Zero Dynamics as considered in [3].

[^46]:    ${ }^{2}$ Note: The construction of the PD controller defined in (7)-(10) is based on the notion that the desired angles and velocities: $\left(\theta_{\mathrm{SS}}^{d}, \dot{\theta}_{\mathrm{SS}}^{d}\right) \in \mathbb{Z}_{\mathrm{SS}}$.
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[^48]:    ${ }^{1}$ This includes the entire time interval in one step.
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[^50]:    1 " $\epsilon$-consistency" means that the cost-to-goal stored at each node is within $\epsilon$ of its look-ahead cost-to-goal, where the latter is the minimum sum of distance-to-neighbor plus neighbor's cost-to-goal.

[^51]:    ${ }^{2}$ (1) Allows graph inconsistency. (2) Prevents the practical realization of some paths.
    ${ }^{3}$ Replanning algorithms find a sequence of solutions to the same goal state "on-the-fly" versus an evolving obstacle configuration and start state, and are distinct from multi-query algorithms (e.g., PRM [6]) and single-query algorithms (e.g., RRT [10]).

[^52]:    ${ }^{4}$ The use of the term "dynamic" to indicate that an environment is "unpredictably changing" comes from the artificial intelligence literature. It should not be confused with the "dynamics" of classical mechanics.
    ${ }^{5}$ For example, if $\mathcal{X} \subset \mathbb{R}^{d}$ space, $\mathbb{T}$ is time, and obstacle movement is known a priori, obstacles are stationary with respect to $\hat{\mathcal{X}} \subset\left(\mathbb{R}^{d} \times \mathbb{T}\right)$ space-time.

[^53]:    ${ }^{6}$ In particular, if a node $u$ receives an $\epsilon$-cost decrease $>\epsilon$ via another node $v$, then $u$ agrees to take responsibility for the runtime associated with that exchange (i.e., including it as part $u$ 's next propagation time).
    ${ }^{7}$ i.e., because the number of neighbors of a node converges to the function $\log n$ with probability 1 (as explained in Lemma 5).

[^54]:    ${ }^{8}$ Note that neighbors that are not removed during a cull are touched again during the RRT*-like rewiring operation that necessarily follows a cull operation.
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[^60]:    ${ }^{1}$ Refer to [16], Chap. 5 for background.

[^61]:    ${ }^{2}$ These kinematics are well known, and arise from writing the no-slip conditions for each wheel with respect to the base frame.

[^62]:    ${ }^{3}$ A desired velocity for the end-effector can be determined from the transformation between the current pose and the desired pose; the velocity (twist) corresponding to the error is determined by the matrix logarithm. See [16] Chap. 2.
    ${ }^{4}$ This is the coefficient matrix one obtains when the KKT conditions for this problem posed as a QP in standard form are written as a linear equation in primal and dual variables. See [17] for background.
    ${ }^{5}$ The worst case complexity of solving a QP with linear constraints is shown to be $O\left(n^{3} L\right)$ where $n$ is the size of the decision variable, and $L$ is the program input size [18].
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[^64]:    ${ }^{1} \mathrm{An}$ internal obstacle is any obstacle surrounded by a loop of obstacle free cells.
    ${ }^{2}$ Two continuous paths $\alpha, \beta:[a, b] \rightarrow \mathbb{R}^{2}$ connecting S to $p$ in the free environment belong to the same homotopy class if there is a continuous mapping, $F(t, s):[a, b] \times[0,1] \rightarrow \mathbb{R}^{2}$, such that $F(t, 0)=\alpha(t), F(t, 1)=\beta(t)$ for $t \in[a, b]$, and $F(a, s)=S, F(b, s)=p$ for $s \in[0,1]$.

[^65]:    ${ }^{3}$ If the selected algorithm is non-deterministic, in worst case one outcome of the algorithm will be as bad as a deterministic algorithm.

[^66]:    ${ }^{4}$ Assume for convenience that $L$ is an integer multiple of $D$.

[^67]:    This work has been supported in part by the 7th Framework Programme for Research of the European Commission, under FET-Open grant number 255827 (CGL-Computational Geometry Learning), by the Israel Science Foundation (grant no. 1102/11), by the German-Israeli Foundation (grant no. 1150-82.6/2011), and by the Hermann Minkowski-Minerva Center for Geometry at Tel Aviv University.
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[^69]:    ${ }^{1}$ We mention that we are not the first to consider RRTs in discrete domains. Branicky et al. [9] applied the RRT algorithm to a discrete graph. However, a key difference between the approaches is that we assume that the graph is geometrically embedded, hence we use random points as samples while they use nodes of the graph as samples. Additionally, their technique requires that all the neighbors of a visited vertex will be considered-a costly operation in our setting, as mentioned above.

[^70]:    ${ }^{2}$ There is wide consensus on the term tensor product as defined here, and less so on the term Cartesian product. As the latter has already been used before in the context of motion planning, we will keep using it here as well.
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[^75]:    ${ }^{1}$ In [9] the authors propose a generalization to the case where the object may be further subjected to some placement constraints. The nodes of the manipulation graph are the various connected components of Grasp $\cap$ Placement space and the adjacency relation is based on the existence of either transit paths or transfer paths.

[^76]:    ${ }^{2}$ It should be noted that this extension is not trivial and, to our knowledge, it has never been implemented.

[^77]:    ${ }^{3}$ This is a point in $\mathcal{C}_{c_{1}}$.
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[^79]:    ${ }^{1}$ We point out that coverage on a graph in our setting is completely different from [4], where the coverage on a graph means exhaustive visits of all the vertices of the graph.

[^80]:    ${ }^{2}$ We use cycle $\left(\sigma_{1}, \ldots, \sigma_{n+1}\right)$ to indicate the visiting order for each disk on every edge of $\Gamma_{n}$. This notation is not to be confused with a permutation. It means $\sigma_{i}$ is switched with $\sigma_{i+1}$ and $\sigma_{n+1}$ is switched with $\sigma_{1}$.

[^81]:    ${ }^{1}$ Some initial videos demonstrating the arrangement of several knots and tightening of the shoelace unknot can be found at http://www.cs.dartmouth.edu/~harrisonwfw/knotTying.html.
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[^85]:    ${ }^{1}$ See http://people.csail.mit.edu/jingjin/files/YuRus15STAR.pdf for non-essential proofs and other details that were omitted.

